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The problem of induced and spontaneous emission is investigated for an atomic two-level system 
with in~ident beams of radiation which are either in a coherent state or in a stationary state (contain 
a definite number of photons). The treatment is fully quantum-mechanical, and is confined to the 
case where the frequency spectrum of the incident beam is narrow compared to the naturallinewidth 
of. t~e system. It is shown that, under such conditions, the spontaneous emission for frequencies 
wIthin the narrow band of the incident radiation is sharply reduced compared to the prediction of the 
naturallineshape. It is shown that a hole is burned in the naturallineshape within the narrow fre­
quency band, thus effectively quenching the spontaneous emission at some frequency within the 
~and. This effect is shown to occur both for the coherent and stationary beams. Quantities propor­
t~onal to the induced and spontaneous probability amplitudes and the lifetimes are computed for 
tImes comparable to and long compared to the free lifetime of the state. An expression is found for the 
spectrum of the emergent radiation in terms of these quantities. Its physical meaning is briefly dis­
cussed. The density operator of the field for all times is given. 

I. INTRODUCTION 

INDUCED and spontaneous emission have been 
recognized as being the principal processes oc­

curring in the operation of lasers, as has been shown 
by Schawlow and Townes. 1 These processes have 
been identified as first-order effects in ordinary 
perturbation theory.2 On the other hand, spon­
taneous emission, as treated by Weisskopf and 
Wigner,3 enabled them to find this emission as a 
function of frequency, and thus to determine the 
line shape. Their treatment differs from ordinary 
perturbation theory in that they invariably retain 
a unitary matrix V(t) as will be shown in Sec. VIII. 

* This paper was sponsored by the U. S. Air Force Cam­
bridge Research Laboratories, Office of Aerospace Research, 
under Contract No. AF 19(628)-4156. 

t Present address: Clarendon Laboratory, Oxford, England. 
1 A. L. Schawlowand C. H. Townes, Phys. Rev. 112, 1940 

(1958). 
• W. E. Lamb, Jr., in Advances in Quantum Electronics, 

J. Singer Ed. (Columbia University Press, New York, 1961), 
p.370. 

3 V. F. Weisskopf and E. P. Wigner, Z. Physik 63, 54 
(1930). 

In ordinary perturbation theory (as is well known) 
where one expands the operator U in a power series 
and breaks off the series at the nth term, the op­
erator U, as expressed by the first n terms, is no 
longer strictly unitary. In this paper, we wish to 
extend Weisskopf-Wigner's work of a two-level 
atomic system to the case where some incident 
radiation is present. We retain a unitary matrix 
throughout, and be able to obtain expressions as a 
function of frequency for both the induced and the 
spontaneous emissions. We choose a monochro­
matic beam in a coherent state discussed by Glauber 
and others4

-
6 for one case of incident radiation and 

a beam in a stationary state (with a definite number 
of photons) for a wave packet which is narrow com­
pared to the natural linewidth, for the other case 
to be treated. In both instances, it is found that 
a dip is occurring for the spontaneous emission as 
a function of frequency whose bottom, to a good 

, R. J. Glauber, Phys. Rev. 131, 2766 (1963). 
5 S. S. Schweber, J. Math. Phys. 3, 831 (1962). 
8 V. Bargmann, Commun. Pure Appl. Math. 14, 187 (1961). 
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approximation, quenches the spontaneous emission 
at that frequency. 

By an inducing field which is coherent for all 
modes k, we mean that it is of the form 

I {Y.}) = II exp (-! ly.1 2 + y.a:) 10), (1.1) 
• 

A( f\ " ( h )l( (: ) -''''.' + t *(:) ..... ) r, "' = c 1-' 2w. a.uk r e a.u. r e . 

(2.2) 

The mode functions uk(r) obey the orthonormality 
condition 

where 10) represents the state empty of all photons. J ut(r) ·u/(r) dr = Okl 

Weare also interested in inducing fields of the 
(2.3) 

form and the transversality condition 
tn. 

l{n.1) = 1J (~:!)l 10), (1.2) 

which are the stationary states of the noninteracting 
field normally dealt with in quantum electro­
dynamics. 

The atom is assumed to be in an excited state 
at t = O. Since we are interested in the description 
of its decay, the equations of motion in the inter­
action picture are given, 

in :t U(t) = HJ(t)U(t) (1.3) 

with the subsidiary condition U(O) = 1. (1.4) 

The system is assumed to be in the state It = 0) 
at time t = 0, and evolves with time into the state 
It), governed by the unitary operator U(t), thus 

It) = U(t) It = 0). (1.5) 

In Secs. II and III, we discuss the interaction 
Hamiltonian and the equations of motions, respec­
tively. In Sec. IV, we discuss the Weisskopf-Wigner 
case expressed in our language. In Sec. V, we set 
up the integral equations governing the probability 
amplitude aCt) for the system to remain in its 
original state when the incident beam is coherent. 
In Sec. VI, we discuss the stationary case. In Sec. 
VII, we discuss the meaning of the Weisskopf­
Wigner, WW (no incident radiation present) and 
the Weisskopf-Wigner-like, WW-like (incident radi­
ation present) approximations. In Secs. VIII and 
IX, we present the solutions of the integral equa­
tions set up in Secs. V and VI, respectively, and 
also present expressions for the quantities of phys­
ical interest. In Sec. X, we present a summary. 

II. THE INTERACTION HAMILTONIAN 

We choose as interaction Hamiltonian the form 

HJ(t) = -~ J j(r, t)·ACr, t) dr, (2.1) 

where A is the transverse part of the vector potential 
which can be expanded as 

(2.4a) 

Subsequently, we are mostly concerned with 
plane-wave mode functions appropriate to a cubical 
volume V, such that Eq. (22) becomes 

A(r, t) = c f: (2:kvye~~)[a~~)e'(k.r-w .. ) 
~-J.2 

(2.4b) 

where e1~) is a unit polarization vector such that 
e~!), e12

), and k form a right-handed set, so that 
k· e~~) and Eq. (2.4) is satisfied. ak and a! are the 
usual photon annihilation and creation operators. 

The current density operator j(r, t) can be written 
as 

j(r, t) = ec'<V\r, t) o:'<V(r, t), (2.5) 

where '<V(r, t) is the Dirac electron field operator 
and '<Vt(r, t) its Hermitian adjoint. There is a com­
plete set of orthonormal energy eigenfunctions 
w;(n, r) and energy eigenvalues En for a single 
electron in a central field. The orthonormality condi­
tion is given by 

J L w~(n, r)w;(n', r) dT = On .. -, (2.6) , 
where the index j denotes the components of the 
Dirac spinor, and * stands for complex conjugate. 
We can now expand each component of the Dirac 
spinor electron field operator in terms of the eigen­
functions w;(n, r) thus 

'<V;(r, t) 

'<V t (r, t) = L b!e;(E.I*)tw~(n, r), 
(2.7) 

n 

where the summation n extends over all energy 
states. The operators b" and b! are the usual electron 
destruction and creation operators. Equation (2.1) 
can be rewritten as 

(2.8) 
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m. EQUATIONS OF MOTION 

Assuming no diagonal matrix elements (el Hl(t) Ie) 
exist, Eq. (1.3) becomes 

ili':t (el U(t) Ie) = (el Hl(t) Ig)(gl U(t) Ie), (3.1a) 

iii :t (gl U(t) Ie) = (gl H1(t) le)(el U(t) Ie). (3.1b) 

Satisfying Eq. (1.4), we integrate Eq. (3.1b) with 
respect to time, 

(gl U(t) Ie) 

== C(t) = i~ [ (gl H(t') le)(el U(t') Ie) dt'. (3.2) 

Substituting Eq. (3.2) into (3.1a) and putting 
B(t) == (el U(t) Ie), we get an integral equation in 
the radiation field operators only, 

:t B(t) = -1i~2 [ dt' J dar J dar' 

X (el j(r, t) Ig)·A(r, t) 

X (gl j(r', t') le)·A(r', t')B(t'). (3.3) 

Given the state vector If) of the initial radiation 
field incident upon the atom, the state vector of 
the system at time t is 

It) = U(t) Ie, f) 

= (el U(t) Ie) Ie, f) + (gl U(t) Ie) Ig, f) 

= B(t) Ie, f) + C(t) Ig, f) 

= B(t) Ie, f) - i~ [ dt' J dar 

X (gl j(r, t') le)·A(r, t')B(t') Ig, f). (3.4) 

Normalization Condition 

We wish to check the normalization condition 
requiring U(t) to be unitary. This yields, using 
Eq. (3.4), 

1 = Ut(t) U(t) = B t(t)B(t) + C\t)C(t). (3.5) 

To check the correctness of this equation for all 
times t, we first note that it is satisfied for t = O. 
Therefore, if its differential with time is zero, Eq. 
(3.5) is satisfied. 

By differentiating Eq. (3.5) with respect to time 
and equating it to zero, we are brought back to 
Eq. (3.3) for B(t) and its Hermitian conjugate 
for Bt(t). 

The probability of the atom being in the excited 
state is given by 

W. = (f, el Bt(t)B(t) Ie, f). (3.6) 

The probability of the atom being in the ground 
state is given by 

W. = (f, gl Ct(t)C(t) lu, f). (3.7) 

IV. SPONTANEOUS EMISSION 

We assume first that there is no external radiation 
field present. In this case, the probability amplitude 
(01 B(t) 10) for the atom remaining in the upper 
state is governed by Eq. (3.3) for the matrix ele­
ment (01 B(t) 10) 

:t (01 B(t) 10) = 

- li;c2 i I dt' J dar J d3
r' 

X (01 [(el j(r, t) Ig)·A(r, t)] 

X [(gl j(r', t') le)·A(r', t')]B(t') 10). (4.1) 

We now make the assumption that, in the radia­
tion field operator product on the right-hand side 
of Eq. (4.1), we only retain the matrix element 
(01 B(t') 10). Equation (4.1) then becomes 

:t (01 B(t) 10) = -1i~2 [ dt' J dar J dar' 

X (01 [(el j(r, t) Ig)·A(r, t)] 

X [(gl j(r', t') le)·A(r', t')] 10)(01 B(t') 10). (4.2) 

Equation (4.2) is the Weisskopf-Wigner (WW) 
equation for the probability amplitude aCt) == 
(01 B(t) 10) of the atom remaining in the excited 
state. 

Evaluating the matrix elements of the kernel of 
Eq. (4.2) [using Eqs. (2.8), (2.7a), and (2.7b)], re­
placing the Dirac single-electron wavefunctions 
w;(n, r) by the Schrodinger wavefunctions ['I'o(r) and 
'I'.(r) for the ground state and excited state respec­
tively of the atomic system], and substituting the op­
erator ca by the operator p/m = - (ih/m) grad, 
we get for Eq. (4.2) 

:t aCt) = -h\ L 2 hV ICk~12 
U ~-1.2.k Wk 

X i' dt' e-;("'·-"'·)(·-·')a(t'), (4.3) 

where 

ieli J dS *( ) -;k'r (~) d ( ) 
Ckl. = -m r 'I' • r e e.. ·gra '1'. r , (4.4) 

and Iiwo is the energy separation between the excited 
and ground states of the atom. 
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V. COHERENT INDUCING FIELD 

We assume that the initial radiation field is of 
the form given by Eq. (1.1). We use again Eq. (3.3) 
in order to calculate the probability amplitude 

aCt) == ({Yk} I B(t) I{Yk}) 

for the atomic system remaining in the excited state. 
We thus have 

a 
at({YdIB(t) I{yd) 

= - h~2 .c dt' J d3
r I d3

r' ({ Yk} I 

x [(el j(r. t) :g)·A~r, t)] 

X [(gl j(r', t') le)·A(r', t')]B(t') I{Yk})' (5.1) 

We now wish to make a Weisskopf-Wigner-like 
(WW-like) approximation to Eq. (5.1), which 
consists in retaining only the matrix element 
({Yk}1 B(t') I{Yk}) in the operator product of the 
radiation operators on the right-hand side of Eq. 
(5.1). This then yields the integral equation 

a 
at ({y.}1 B(t) I{yd) 

= -h~C2.c dt' f dSr J dar' ({Yk} I 

x [(el j(r, t) Ig)·A(r, t)] 

X [(gl j(r', t') !e).A(r', t')] 

X I {y.})({yd I B(t') I{yd). (5.2) 

The evaluation of the matrix element of the vector 
potential operators becomes 

({Y.} I A(r, t)A(r', t') I{yd) 

= (01 [A(r, t) + fer, t)][A(r', t') + fer', t')] 10) 

= f(r, t)f(r', t') + (0 I A(r, t)A(r', t') 10) (5.3) 

as a result of a well-known displacement property4 
of the state I {Y.}), with 

f(r, t) == c ~ (::,)
1 
e!Xl 

X [ylXle·(k.r-w.<J + y:<Xle-Hk.r-wtO]. (5.4) 

Using Eq. (5.3), evaluating all the other matrix 
elements of the kernel in Eq. (5.2), and going over 
to the nonrelativistic limit, we can, as with the 
previous spontaneous case, express Eq. (5.2) more 
explicitly as 

(5.5) 

where 

ieh J a *( ) ik'r (Al d ( ) dkA = -r;; d r ~. reek ·gra ~,r, (5.6) 

(5.7) 

b ( t) = l' () -i(w.-Wk,)T d 
1 Wk» aTe T, 

o 
(5.8) 

(5.9) 

The summation over kl in Eq. (5.5) is to be carried 
out over all the modes of the field. 

We shall invoke throughout the WW -like approx­
imation and calculate other quantities of interest. 
From Eq. (3.7), we can calculate W., the probability 
of the atom being in the ground state 

W. = ,Jc2 L dt" L dt' f dSr' J dar 

X ({yd I B\t") I{y.})({y.} I 
X [(el j(r', t") Ig)·A(r', t")] 

X [(gl j(r, t') le)·A(r, t')] 

X I {yd)({y.} I B(t') I {Yk}), (5.10) 

which, after the evaluation of the matrix elements 
as before, becomes, 

(5.11) 

where W. represents the spontaneous emission tran­
sition probability and is given by the first term on 
the right-hand side of Eq. (5.11), and where P., 
defined in Eq. (5.9), represents the probability am­
plitude for induced emission. In a similar vein, the 
normalization condition given by Eq. (3.5) becomes 

1 = ({Y.}, e IUt(t)U(t)Je, {Yk}) 

= la(t)12 + W. + IP.1 2 = la(t)12 + W.. (5.12) 

For ease of notation, we henceforth omit the polar­
ization index A. 

We wish to calculate a quantity that provides 
a measure of the frequency distribution of the out­
going radiation as a function of the frequency dis-
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tribution of the incident radiation. To this effect, we 
calculate the expectation value of the operator a~, a., 
for the state given by Eq. (3.4). This yields a 
quantity proportional to the expectation value of 
the energy in the mode k'. If applied to the spon­
taneous case, it simply yields the distribution of 
the natural linewidth in the WW theory. For the 
coherent case dealt with in this section, we have 

(tl a:,a., It) = ({Yd I Bt(t)a:,a.,B(t) I{Yk}) 

+ ({Ydl C\t)a:,a.,C(t) I{yd). (5.13) 

After some laborious but routine manipulations 
in the evaluation of the matrix elements,7 we get 
for Eq. (5.13) 

(tl a1,a., It) 

= ly.,12 + 2 Re (Yk,piPf.,) + IP. l ,1 2
, (5.14) 

where Re stands for "real value of" and where a 
probability amplitude PH' for the spontaneous 
emission of a photon k' 

1 ( Ii )l P •• ' = h 2w
k

' V c.,bl(wk', t) (5.15) 

has been introduced. The first term on the right-hand 
side of Eq. (5.14) is a quantity proportional to the 
expectation value of the energy in mode k' of the 
incident radiation. The second term is an inter­
ference term which involves Yk', the amplitude of 
the incident radiation of wavenumber k', Pi the 
probability amplitude for induced emission, and 
PH' the probability amplitude for spontaneous 
emission of a photon k'. The last term can be 
interpreted as the transition probability for the 
emission of a photon k'. 

VI. STATIONARY INDUCING FffiLD 

In this section, we deal with an initial radiation 
field of the form given by Eq. (1.2). We wish to 
transcribe Eqs. (5.2) and (5.5), Eqs. (5.13) and 
(5.14), Eqs. (5.10) and (5.11), and Eq. (5.12) with 
the appropriate matrix elements presently of in­
terest. Instead of Eq. (5.2), we now have 

a at ({nk)1 B(t) I(nk) 

= - ')c'i [ dt' J d3
r J d3

r' 

X (Ink) I [(el j(r, t) Ig)·A(r, t)] 

X [(gl j(r', t') le)·A(r', t')] 

X Ilnk)(lnd I B(t') I(nd), (6.1) 
7 S. M. Bergmann, "Theory of Induced and Spontaneous 

Emission," Final Report under Contract AF 19(628)-4156 
AFCRL 65-505 AD 622-100 (1964-1965). 

where again we have made the WW -like approxima­
tion and retained only matrix elements aCt) == 
({nk) I B(t) If n.) ). 

The equation analogous to Eq. (5.5) becomes 

(6.2) 

where bl(w., t) is as defined by Eq. (5.8) and, in this 
section and Sec. IX, 

b2 (wk, t) = { e-i("+wo)Ta(T) dT. (6.3) 

The summation over kl in Eq. (6.2) is to be carried 
out over all the modes of the field. 

Similarly, instead of Eq. (5.10), we have 

W. = h;c'i [ dt" [ dt' J d3
r' J dar 

X (Ink) I Bt(t") I (nd)«(nd I 
X [(el j(r', tIt) Ig)·A(r', t")] 

X [(gl jer, t') le)·ACr, t')] I (nd)({n.j I B(t') I(nk», 

(6.4) 

which finally leads to?: 

W. = i2 ~ 2w~ Vnk Ic.12 
IMwk' t)1

2 

+ i2 ~ 2w~ V n. Idk l2 
Ib2(w., tW 

+ i2 E 2 Ii V Ic •• 12 Ibl(w •• , t)12. (6.5) 
kl Wk t 

The first term on the right-hand side is the transition 
probability for induced emission, the second term 
is the transition probability for absorption, and the 
third term is the transition probability for spon­
taneous emission. The normalization condition anal­
ogous to Eq. (5.12) becomes 

(6.6) 

with aCt) and W. as given in this section. We now 
wish to calculate 

(tl a!,ak' It) = ({nd I Bt(t)a:,a.,B(t) I{n.}) 

+ ({n.) I Ct
(t)a1,a.,C(t) !In.}). (6.7) 
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After some straightforward computation/ Eq. (6.7) 
becomes 

where 

jbk ,(t).ml2 

= ~2 2w~, Y (nk' + 1) lek,12 Ib1(Wk', t) \2 (6.9) 

and 

Ibk ,(Oab.1 2 = ~22w~,ynk' Idk ,12 Ib2(wk" t)12 
(6.10) 

are the transition probabilities, respectively, of emis­
sion and absorption of a single photon k'. Their 
explicit evaluation is dependent on b1(Wk" t) and 
b2 (Wk', t), which in turn are dependent on the solu­
tion of the integral equation (6.2). This is attempted 
in Sec. IX. The first term on the right-hand side 
of Eq. (6.8) is the number of photons of wave­
number k' in the incident beam. As to the remaining 
two terms on the right-hand side of Eq. (6.8), a 
comparison with Eq. (5.14) indicates that here we 
do not have an interference term. 

VII. THE WW AND WW-LIKE APPROXIMATIONS 

In the WW and WW -like approximations made 
in the previous sections, we retained only the 
diagonal matrix element (i/ B Ii) == (i, el U Ie, i), 
where ji) is the initial state of the radiation field 
considered in Secs. IV, V, and VI. This means that, 
for probability amplitudes for which the atomic 
system is in the excited state, we are ignoring 
effects with finite <1, el U Ie, i) for (II ¢ (il. By so 
doing, we are describing induced and spontaneous 
emission. The description is indicated by the integral 
equations (5.2) and (5.5) for the coherent case, and 
by the integral equations (6.1) and (6.2) for the 
stationary case. A glance at the right-hand side of 
Eq. (6.2) indicates that there is a competition be­
tween three terms, the first being induced emission, 
the second absorption from the exciting beam, and 
the third representing spontaneous emission. This 
last term is the only one present in the WW formula­
tion as given by Eq. (4.3), and leads to the natural 
line shape through a quantity proportional to 
b1(Wk" t). But, because of the presence of the other 
two terms in Eq. (6.2), it is unlikely that this term 
still indicates an undistorted line shape for t -7 IX). 

In fact, we may anticipate our result and state 
that a dip occurs at the inducing frequency, if 
it falls within the linewidth, as indicated by Eq. 

(9.22). Similar considerations apply to the integral 
equations, (5.2) and (5.5), pertaining to the co­
herent case. In Eq. (5.5), the first term on the right­
hand side denotes spontaneous emission. We in­
terpret the second term on the right-hand side as 
induced emission. 

Another way of looking at the WW-like approx­
imation is to say that we replace the operator B 
wherever it occurs in the previous sections by Ii) (ij B. 
By making this substitution, we hereby indicate 
which part of the total operator B is retained in 
the WW and WW-like approximations. In the par­
ticular case of Ii) = 10), we have to make the 
substitution B -7 10) (01 B which corresponds to 
the WW approximation. We wish to make the sub­
stitution B -7 Ii) (il B in Eq. (3.4). Defining a new 
unitary operator yet), we have for Eq. (3.4) 

It) = yet) Ie, i) 

= li)(il B(t) Ie, i) - .J--l"t dt' J d3r 
the 0 

x (gl j(r, t') le)·A(r, t') li)<i\ B(t') Ig, i) 

== li)(il B(t) Ie, i) 

+ f dt' D(t') li)(il B(t') Ig, i). 

The proof of the normalization condition 

1 = ytCt) yet) = B \t) li)(i I B(t) 

+ f dt' f dt" BtCt") Ii) 

(7.1) 

X (il DtCt")D(t') li)(il B(t') (7.2) 

corresponding to Eq. (3.5) proceeds as before, ex­
cept that we are now brought back to Eq. (3.3) 
with B(t) -) Ii) (il B(t). 

Reducing the density operator It) (tl as con­
structed from Eq. (7.1), we find, for the density 
operator pet) of the field alone, 

pet) = I(il B(t) liW li)(il 

+ f dt' f dt" (il B(t') li)D(t') Ii) 

X (il D\t")(il B\t") Ii). (7.3) 

VIII. SOLUTION OF THE INTEGRAL EQUATION (5.5) 

Quantities of Physical Interest 

A solution of Eq. (5.5) would yield an expression 
for aCt) and the quantities b1(Wk, t) and b2(t). They 
occur in Eq. (5.11) for W g , in Eq. (5.15) for p •• ,. 
and in Eq. (5.9) for Pi' These quantities evaluated 
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for all time and especially for t ~ ex> are of physical 
interest. 

We can rewrite Eq. (5.5) in the form 

:t aCt) + ;1r i'" f(;Je;(.,·-")lbl(W, t) 00 

+ Ge''''Olb2(t) = 0, (~Ua) 

which is to be solved with the subsidiary condition 

a(O) = 1, 

where 

G(t) == h-1y*(t) 

and the substitution 

has been made. 

Introduction of Dimensionless Quantities 

(S.lb) 

(S.2a) 

(S.2b) 

The integral equation (8.1) can be solved by using 
asymptotic techniques. 7 It is convenient to intro­
duce dimensionless and scaled variables and de­
termine the small parameters. Our final results are 
also to be expressed in this form. Let 

l = wot, 

W = w/wo, 

(S.3a) 

(S.3b) 

(S.3c) 

G = EwoG, (S.3d) 

BI = wobl, (S.3e) 

EBz = b2 • (S.3f) 

We have defined the new quantities given by 
Eqs. (S.3a)-(8.3f). We can now, without danger of 
ambiguity, drop all bars and rewrite Eqs. (8.1), 
(5.S), and (5.9) in dimensionless form. 

Dimensionless Equations 

Equation (8.1) becomes in dimensionless form 

:t a + ~ IoU> f(w)Bl(W, Oe i
(l-"')1 00 

(S.4) 

with 

(S.5a) 

B2(t) = 10' G*(r)a(rV ir dr. (S.5b) 

The Small Parameters J. and e 

We choose A so as to make fmax = 0(1) on the 
right-hand side of Eq. (S.3c). 

A glance of Eq. (8.4) indicates that, for E = 0 

(that is, when no external radiation is present), 
Eq. (S.4) reduces to the WW equation for a and 
corresponds to spontaneous emission. It is then 
easily seen that f(wo/21r) in Eq. (S.3c) is the natural 
line width and is the transition probability per unit 
time for spontaneous emission by ordinary perturba­
tion theory. It is of the order of 108 sec-1 and very 
small compared to Wo at optical frequencies. Thus, 
the parameter }.. will always be small. The factor 
of 2 in Eq. (8.3c) is introduced in order to facilitate 
notation of subsequent expressions. 

As for E, we choose it to make JGlmax = 0(1) on 
the right-hand side of Eq. (8.3d). In the analysis 
of this section, we are only concerned with the case 
of a single monochromatic incident wave. Thus, we 
choose a single term out of the summation in 
Eq. (5.7). 

We have, for the expectation value of the number 
of photon operator, 

IYkl 2 
= (Ykl a:a., !Yk)' (S.6) 

We wish to specify the single monochromatic 
wave, such that 

lim <),~V IYk!2 = b ¢ O. (S.7) 
V-+oo ~k 

Thus, in nondimensional quantities for a single 
monochromatic wave, we have 

G(t) = f3_ 1e- iOI + f3leirlt, (S.S) 

where 1f3-11 and 11111 are chosen to be 0(1) as in­
dicated in Eq. (8.3d). 

We henceforth limit this investigation to incident 
radiation intensities for which E always remain small, 
and for which our chosen model of a two-level 
atomic system remains valid. 

Solution of Eq. (8.4) for the Case a near 1 

In the following, we present very briefly the 
solution of Eq. (8.4) and the other quantities related 
to it. Since it can be shown that, when the fre­
quency g of the monochromatic incident beam is 
not near 1, the solution reduces to the WW case 
(spontaneous emission), we only concentrate our 
attention to the case of g being near 1, which means 
within the frequency of the naturallinewidth. Let 

g = 1 + a, (8.9) 

where a is small and represents the deviation from 
the atomic resonant frequency. We restrict this 
treatment to such intensities of the incident radia­
tion for which 

E = O(}") or less. (S.10) 
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The expression for aCt) is given by 

a(t) = 1 [(a + llo)e'I'·· - (a + IlI)e'I'··]. 
Ilo - III 

able for directions other than the forward one. The 
quantity B 1(0, w, t) which is proportional to the 
spontaneous emission is given by 

(8.11) BI(O, w, t) 

Here, Ilo and J1.1 are the roots, J1. = Ilo (+ sign) 
and J1. = III (- sign) of the equation 

J1. = Xg( -1) - e
2 

/fj_d
2 

= 0, (8.12) 
Il+a 

yielding 

Il = !IXgo - a ± [(Xgo + a)2 + 4e2 /fj_d 2]t}. 

(8.13) 

,(,,-I)' {n 1 + _ B (n ) _ . e •• - Ilo '1'.' 
- I ", W, <Xl '/, 1 + e 

Ilo - III W - Ilo 

° - 1 + III 'I"'} - e· 
w - 1 + III (8.17) 

The quantity B 2 (0, t) of Eq. (8.3£) which IS 

proportional to the induced emission is given by 

B 2(0, t) = -i fj!1 e,a'(e'I'" - e'I''') (8.18) 
Ilo - III 

In Eq. (8.13), we have put 

Xg(-1) == Xgo(-l) = 11 + ir, 

and its absolute value squared becomes 

(8.14) /B2(0, t) /2 

where r > 0 and is given by r = Xf(l), which is 
the damping factor for spontaneous emission. The 
quantity 11. is the frequency shift, also in the spon­
taneous emission case. Since, in this treatment, this 
quantity diverges, we can replace it by its correct 
value arrived at by more sophisticated means or we 
can ignore it altogether without imparing the validity 
of the results of our work. 

The quantity BI in Eq. (8.3e) for t - <Xl is given by 

-i(O - w) 
BI(w, 0, <Xl) = (w _ 1 + llo)(W _ 1 + Ill) (8.15) 

It can be readily verified that Bl(w, 0, <Xl) in Eq. 
(8.15) reduces, in the absence of incident radiation, 
to the ordinary WW value of the probability am­
plitude for spontaneous emission of a single photon 
and yields the natural line shape. From Eq. (8.15), 
we have 

_ (0 - w/ 
- D(w) D*(w) , (8.16) 

where J1.o, J1.h D(w), and /D(w) /2 are given in Appendix 
I by Eqs. (A12), (A13), (A14) , and (A15), respec­
tively. We notice that IBICw, 0, <Xl )/2 = 0 for ° = w, 
indicating that there is a dip at that frequency. 
This result is interesting. Since /B I /

2 is proportional 
to the spontaneous emission which is omnidirec­
tional, this would indicate that a quenching of 
spontaneous emission is predicted to be taking place 
at the frequency ° of the incident plane wave of 
radiation, and that it is present for all directions. 
However, since in the forward direction we also 
have induced emission, the effect would be observ-

= 2/i1_d
2 

e-rtlcosh [t(TIT2)' sin !COl - 0,)] 
TIT2 

- cos [t(TIT2)t cos !COl - 02)]} (8.19) 

with TI, T2, 01 , and O2 defined in Appendix I. We 
note that as t - <Xl the cosh term blows up but 
it can be shown7 that the factor multiplying t in 
the argument is smaller than r, so that B, - 0 9B 

t - <Xl. For ° = 1, a + 11 = 0, 2e /fj-d > r, 
Eq. (8.19) becomes, 

/B ( )/ 2 _ 2 /.8_d 2 -r. 
2 0, t - 4l /fj_I/2 _ r2 e 

X 11 - cos [t(4e2 /.8_1/ 2 
- r2)t]}. (8.20) 

For ° = 1, a + 11 = 0, 2E 1.8-1/ < r, Eq. (8.19) 
becomes 

IB (n t) 12 2 Ifj_d 2 
-r. 

2 ", = r2 _ 4l /fj_I/2 e 

X {cosh [t(r2 - 4l /.8_112)t] - I}, (8.21) 

and for long times, Eq. (8.19) becomes 

IB2(0, t) 12 

= 1i1-d
2 

exp [(TIT2)' sin! 101 - O2 / - rlt. (8.22) 
TIT2 

Equations (8.11)-(8.22) have one important fea­
ture in common-the presence of the damping factor 
r. This factor, in turn, is a direct result of the 
vacuum term (0/ A(r, t)A(r', t') /0) of Eq. (5.3) which 
contributes to the first term on the right-hand side 
of Eq. (5.5). The quantity proportional to the 
spontaneous emission is given by Eqs. (8.15)-(8.17). 
It is seen from Eq. (8.16) that spontaneous emission 
can be quenched despite the presence of r in the 
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denominator, despite the full contribution of the 
vacuum term. Thus, the physical contribution of 
the vacuum state, as expressed by r, does not 
necessarily imply spontaneous emission if incident 
radiation is present. In other words, in the presence 
of incident radiation, the concepts of damping and 
decay (associated with the physical contribution of 
the vacuum state) are distinct from the concept 
of spontaneous emission. 

IX. SOLUTION OF THE INTEGRAL EQUATION (6.2) 

A solution of Eq. (6.2) would yield an expression 
for a(t) and the quantities bl(Wk, t) (emission) and 
b2(Wk, t) (absorption). They occur in Eq. (6.5) for 
W., in Eq. (6.9) for bdt).m, and in Eq. (6.10) for 
bk , (t)ab.' These quantities evaluated for all time and 
especially for t -7 <Xl are of physical interest. 

We can rewrite Eq. (6.2) in the form 

:t aCt) + i?r i'" f(;JeHW.-W)lbl(w, t) dw 

+ i1l" f hI(;JeHW.-W>tbI(w, t) dw 

+ i?r f h2(;Jei<W.U)lb2(w, t) dw = 0, (9.1) 

where 

a(O) = 1, (9.2) 

and we have made the substitutions 

1" Ii 12 1 1'" (w) - 1i2 f.- 2Wk, V h, -7 2?r 0 f 2?r dw, (9.3) 

(9.4) 

- ~ ~ 2w~ V nk Idk l
2 

-7 i?r f h2(;J dw. (9.5) 

The limits a and f3 denote the frequency band 
limits of the incident radiation. 

Introduction of Dimensionless Quantities 

The integral equation (9.1) can be solved exactly. 
In order to be able to make analogies with the co­
herent wave case treated in the previous section, 
however, we introduce dimensionless and scaled 
variables so as to bring out the small parameters 
describing the physical situation. Let 

l 
t = -, 

Wo 

w = wow, 

(9.6) 

(9.7) 

hI ~:) = EIWohI(W), 

h2 (;J = E2WO~(W), 

We henceforth drop all bars. 

The Small Parameters :I.. and £ 

(9.8) 

(9.9) 

(9.10) 

(9.11) 

(9.12) 

In order to determine aCt) for this case and draw 
an analogy with Eq. (8.11), we make the following 
assumptions: 

(1) We choose the bandwidth of the incident 
radiation to be very narrow compared to the natural 
linewidth, so that 

f3-a«X. (9.13) 

(All that has been said about the size of A in the 
previous section remains valid here.) 

(2) We suppose that hI has been scaled in such 
a way that 

f hi dv = 0(f3 - a). (9.14) 

(This is no real restriction since this can always 
be done.) 

(3) We assume that the intensity of the incident 
radiation is such that 

(9.15) 

(This puts an upper limit to the intensity of radia­
tion compatible with our chosen model.) 

(4) We assume that 

E2 J: hiv) dv = 0(A2). 

Solution of Eq. (9.1) in Dimensionless Form 

I t is convenient to introduce the quantities 

n = !(a + f3) = 1 + 0', 

(9.16) 

(9.17) 

(9.18) 

In the following, we are only concerned with the 
situation where n is near 1 which means that a 
and f3 are within the natural linewidth. This is the 
interesting situation, since it can be shown that the 
expressions reduce to those of the WW case when 
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the frequency 0 is not near 1. Thus, u is a small where 
quantity in Eq. (9.17). The expression for aCt) is 

g(w) = .! 1'" !(w') duJ' , given by Eq. (8.11), where, instead of Eq. (8.12), 
we have 

1/ - "Ago - W/(1/ + u)J = 0, 

yielding the roots 

1/ = !{"Ago - u ± [("Ago + U)2 + 4e]t}. 

(9.19) 

(9.20) 

The roots 1/ = 1/0 (+ sign) and 1/ = 1/1 (- sign) 
become identical with 1-10 and 1-11 for the substitution 

k2 ~ E2 1,8_11 2
• (9.21) 

This indicates that the probability amplitude aCt) 
remains the same if the quantities proportional 
to the expectation value of the number of photon 
operator are the same. 

Evaluation of Bl «(,), 0, ex» 

The exact expression for Bl(w, 0, ex» is given by 

Bl(w, 0, CX» = -ill - w - "Ag( -w) 

+ Eldl ( -w) + E2d2(W)rl, (9.22) 

where 
g( -w) = if(w) , (9.23) 

dl( -w) = 'f.. hl(w) + l P If! hl~W') dw' 
2 211" "w-w 

(9.24a) 

and 

(9.24b) 

and P stands for "principal value" in Eq. (9.24). 
Here again, as in the previous section, the quantity 
/Bl(w,O, ex> )/2 indicates that there is a dip somewhere 
between a and,8. We interpret this effect as quench­
ing of spontaneous emission, since the value of 
spontaneous emission at the dip is below that which 
would prevail if there were no incident radiation. 
This is not inconsistent with the contribution of 
the vacuum term which is given by the second term 
on the left-hand side of Eq. (9.1) and corresponds 
to "Ag( -w) in Eq. (9.22). Thus, here again, the 
omnipresence of the vacuum state expressed in 
Eq. (9.22) by "Ag( -w) does not necessarily imply 
spontaneous radiation, when incident radiation is 
present. 

Evaluation of B2«(,), 0, CX» 

The exact expression for B2 (w, 0, (0) is given by 

B2 (w, 0, ex» = -ill + w - "Ag(w) 

(9.25) 

11" 0 W + w 
(9.26) 

(9.27) 

and 

(9.28) 

In connection with Eq. (9.26) it should be re­
membered that, since this quantity diverges, no 
physical meaning can be attached to it. This is 
closely related to our remarks made in connection 
with the frequency shift. For our purposes, this 
quantity is small and can be ignored. A glance at 
Eq. (9.25) indicates that IB2 (w, 0, CX) W is small 
owing to the plus sign in front of w, the second term 
in the denominator. 

X.SUMMARY 

In this work, we have calculated quantities pro­
portional to the induced and the spontaneous emis­
sion, for times comparable to, and long compared to, 
the free lifetime of the excited state of a two-level 
atomic system. Of physical interest is the prediction 
indicated by Eqs. (8.16) and (9.22) that, for t ~ CX), 

there is a partial quenching of spontaneous emission 
within the frequency band of the incident radiation. 
This result is valid for both the coherent and the 
stationary beams, despite the difference in the nature 
of the governing integral equations. In the case of 
an incident plane wave, the effect ought to be ob­
served for any direction other than the forward one. 
In this work, we have also clarified the relation 
between the physical contribution of the vacuum 
state and the occurrence of spontaneous emission 
when incident radiation is present. It is indicated 
that spontaneous emission can be quenched despite 
the full contribution of the vacuum state. The latter 
contribution expresses itself physically through 
damping. We found an expression for the spectrum 
of the emergent radiation both for coherent and 
stationary incident beams given respectively by 
Eq. (5.14) and Eq. (6.8). In the coherent case, an 
interference term between the incident wave and 
the probability amplitudes for induced and spon­
taneous emission has been found. In the stationary 
case, only transition probabilities are involved. The 
density operator of the field for all times is given 
by Eq. (7.3). 
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APPENDIX 

More Explicit Expressions for tlo and til 

We wish to derive more convenient expressions 
for Po and PI in the case a = O(A).·We have 

Po = t{Ago - a + [(AYo + a)2 + 4ll,8_d 2
]'}, (AI) 

PI = t {Ago - a - [(AYo + a)2 + 4l 1,8_112]1}. (A2) 

Let us call AYo( -1) = A + ir, where r > 0, 
r = 1.1(1) (the damping factor), and A is the 
frequency shift in the spontaneous emission case. 
Since in this treatment this quantity diverges, we 
can replace it by its correct value arrived at by 
more sophisticated means without impairing the 
validity of the other results of our work. We have 

[(AYo + a)2 + 4f2 1,8-1 n' 
= ([a + A + i(2f 1,8-11 + r)] 

X [a + A - i(2f 1,8-d - r)]ll. (A3) 

Case 2£1 I~_II - r ~ 0 

We draw a a + A plane as shown in Fig. 1. 

x = 2f 1,8-11 - r ~ 0, 

y = 2e 1,8-11 + r > 0, 

r~ = (a + .1)2 + x2
, 

r~ = (a + .1)2 + y2, 

x, y > 0, 

(A4) 

(A5) 

(A6) 

(A7) 

(A8a) 

xl 
--i-------~ ...... a+8 o 
y 

FIG. 1. a + II plane for the evaluation of J.I(l and ~I aB given by 
Eqs. (A12) and (A13), case 2 .!fj_l! - r ;::: o. 

a + b,. 
a+8 

._( 2! 1,B-11+r); 

'---- (2! 1,B_1!-r>i 
FIG. 2. a + II plane for the evaluation of J.I(l and ~I in the CaBe 

2 .!fj-l! - r = x < O. 

by definition, (A8b) 

(A9) 

a + A + iy = -r~e-;e· (AlO) 

With these definitions, Eq. (A3) becomes 

[(AYo + a)2 + 4e2 1,8-1 n' 
= (r

l
r2)te!i(9.-e.l 

= (rlr2)'[COS HOI - ( 2) + i sin HOI - (2)] 

and Eqs. (AI) and (A2) become, respectively, 

Po = !fA - a + ir + (r!r2)'e i ;(e.-e.)J, 

PI = !fA - a + ir - (rI r2)'e,;(e.-e.)]. 

Case 2£ !~_!I - r =- x < 0 

(All) 

(AI2) 

(AI3) 

The foregoing results apply also to this case but 
instead of Fig. I we have Fig. 2. 

The Quantity D (w) 

Finally, we wish to introduce the quantity 

D(w) = [w - I + HA - a) 

+ tir + t(rIT2)'e'i(6·-e.)j 

X [w - I + HA - a) + tir - HT lr2)'e!He.-e.)], 

which yields 

DD* = {[w - I + HA - a) 

+ t(rIr2)' cos HOI - 02)t 

+ Hr + (rl r2)' sin HOI - (2)n 

(AI4) 

X {[w - I + teA - a) - Hrlr2)' cos t(8! - ( 2)]2 

+ Hr - (rlr2)' sin H81 - ( 2)tl. (AI5) 
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Discrete Series for the Universal Covering 
Group of the 3 + 2 de Sitter Group* 
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A classification is given of the irreducible unitary representations of the universal covering group 
of the 3 + 2 de Sitter group which contract to the usual physical representations of the Poincar6 
group. These representations include the discrete series for the 3 + 2 de Sitter group. The classifi­
cation problem is reduced from one for the group to the corresponding one for the Lie algebra. The 
method used by Thomas for the representations of the 4 + 1 de Sitter group is then followed, except 
that a representation is reduced out with respect to the irreducible unitary representations of a 
noncompact 2 + 2 subalgebra. It is conjectured that each representation of this subalgebra occurs 
at most on!l6. The action on the representation spaces of a basis for the Lie algebra is given. The 
contractions of the representations to those of the Poincare, oscillator and the Galilei groups are 
briefly considered. 

1, INTRODUCTION 

T HE 4 + 1 and 3 + 2 de Sitter groups are the 
only simple Lie groups which can be contracted, 

in the In6nii-Wigner sense/ to the Poincare group.' 
The relationship of the Poincare group to the Galilei 
group through contraction,' suggests that any at­
tempt to base a theory of elementary particles on a 
space-time group other. than the Poincare group 
should at least begin with a study of the de Sitter 
groups.' In the spirit of Wigner, this means that we 
should first cl::tssify all irreducible unitary ray rep­
resentations of th~ de Sitter groups. Bargmann4 has 
shown that this is the same as claasifying all con­
tinuous unitary irreducible representations of their 
universal covering groups. 

If we pass to the Lie algebras of the de Sitter 
groups and consider the element iM05 whose image 
under contraction is represented by the energy 
operator, then we find ~ decisive difference between 
the two de Sitter spaces. a In the Lie algebra of the 
4 + 1 de Sitter group, iM05 belongs to a noncompact 
Cartan sub algebra. If we diagonalize its representing 
operator on an irreducible unitary representation 

• The research reported in this document has been spon­
sored in part by the Air Force Office of Scientific Research, 
OAR, under Grant AF EOAR 65-36, through the European 
Office of Aerospace Research, United States Air Force. 

1 E. Inonu and E. P. Wigner, Proc. Nat!. Acad. Sci. 
U. S. 39, 510 (1953). 

I W. T. Sharp, Racah Algebra and the Contraction of Groups, 
CRT-935 (Atomic Energy of Canada Ltd., Chalk River, 
Ontario, 1960), Chap. 10. 

a The first such study was made by P.A.M. Dirac, Ann. 
Math. 36, 657 (1935). For a recent summary of the situation 
see F. Gursey, Group Theoretical Concepts and Methods in 
Elementary Particle Physics (Gordon and Breach Science 
Publishers, Inc., New York, 1964). 

. " V. Bargmann, Ann. Math. 59, 1 (1954). 
I T. Phillips, Ph.D.T·hesis, Princeton University (1962). 

space for the group, its "energy" eigenvalues are 
continuous and symmetrically distributed about the 
origin. Thus, it seeIns to be impossible to define a 
positive-definite "energy" in any simple way in 
such a space and this casts serious doubts on the 
use of the 4 + 1 de Sitter group as a space-time 
symmetry group for elementary particles. However, 
iM 05 belongs to a compact Cartan sub algebra of 
the 3 + 2 Lie algebra and its "energy" eigenvalues 
are discrete. Furthermore, there exist unitary ir­
reducible representations of the 3 + 2 de Sitter 
group which possess positive-definite or negative­
definite "energies," and it is precisely these rep­
resentations which contract to the physical rep­
resentations of the Poincare group. These representa­
tions belong to the discrete series for the 3 + 2 
de Sitter group. 

The purpose of this paper is to classify these 
representations. Because we are restricting the clas­
sification to the discrete series, we show that we can 
formally follow a method used by Thomas6 for the 
unitary representations of the 4 + 1 de Sitter group. 
We first ·reduce the problem to one for the Lie 
algebra and reduce out the representations with 
reSpect to the representations of a semisimple non­
compact Lie algebra of order 6. 

Previously, Ehrman7 has classified unitary ir­
reducible representations of the universal covering 
group of the 3 + 2 de Sitter group using a method 
developed by Harish-Chandra. However, this method 
is not suitable for the discrete series and, except for 
certain "singleton" representations classified by the 

6 L. H. Thomas, Ann. Math. 42, 113 (1941) . 
7 J. B.Ehrman, Proc. Cambridge Phil. Soc. 53, 290 (1956)' 

and Ph.D. Thesis, Princeton University (1954). . ' 
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Thomas6 method, his representations contract to 
the imaginary mass representations of the Poincare 
group. 

In Sec. 2 we discuss the universal covering group 
of the 3 + 2 de Sitter group and several of its im­
portant subgroups. We also introduce its Lie algebra. 
In Sec. 3 we investigate the relationship between 
unitary irreducible representations of the universal 
covering group of the 3 + 2 de Sitter group and the 
corresponding irreducible representations of the Lie 
algebra. Weare able to reduce the classification 
problem for the discrete series for the group, to an 
explicit problem for the irreducible "physical" rep­
resentations of the Lie algebra. The matrix elements 
of a basis for the Lie algebra are computed in Sec. 4 
and in Sec. 5, we use these to complete the classifica­
tion. Section 6 contains a brief account of the con­
tractions of these representations to the physical 
ray representations of the Galilei group, via the 
representations of both the Poincare group and an 
oscillator group. The Appendix summarizes some 
relevant details of the discrete series for the 2 + 1 
Lorentz group. 

2. UNIVERSAL COVERING GROUP OF THE 
3 + 2 DE SITTER GROUP AND ITS LIE ALGEBRA 

Let x! + x~ - x~ - x: - x: be a nonsingular 
quadratic form in the Euclidean space R5. In this 
coordinate system we can introduce the diagonal 
metric tensor 

-1, 

go; = O(i ;;0: j). (1) 

The quadratic form is gi;X.Xj, where the usual 
summation convention for tensor indices is observed. 
The metric tensor is also used for raising and lowering 
indices. 

The group of automorphisms of RO which leaves 
invariant the quadratic form has four connected 
components.4 Let G' be the connected component 
of the identity. We call Gt the 3 + 2 de Sitter group 
(but we may often omit the label 3 + 2). The center 
of Gf is the identity element only. The group mani­
fold of Gt is homeomorphic to the direct product of a 
sphere, of So circle, and of a six-dimensional Euclidean 
space.8 Let G be the universal covering group of 
G' and let Ij} be the natural homomorphism of G 
onto G'., The kernel of Ij} is the center Z of G. It is 
one-dimensional and isomorphic to the fundamental 
group of G', i.e., to the direct product of a cyclic 
group of order 2 and an infinite cyclic group. G' 

8 E. P. Wigner, Proc. NetL Acad. Sci. U. S. 36, 184 
(1950): 

is isomorphic to GjZ, the adjoint group of G. G is 
a connected, simply connected, real simple Lie group 
and is, of course, noncompact. 

G has an infinite center and therefore has no 
faithful finite-dimensional representations. But we 
can easily find a faithful, finite dimensional (and 
thus nonunitary) representation of G' by identifying 
the linear transformations of RS with their matrices 
with respect to the natural basis for R6

, A matrix 
preserving gijx,x,. belongs to G' if it is unimodular 
and if the second-order sub determinant formed from 
its first two rows and columns is positive. 

Identify the Lie algebra 9 of G with that of Gt, 
9 is a simple, real Lie algebra. It is well known' that 
a 5 X 5 matrix A = (AD(i, j = 5,0,1,2,3) belongs 
to the corresponding representation of 9 if and only 
if 

Ai. + Aii = 0 

A basis for 9 over R is given by the ten linearly 
independent matrices M H , with elements 

(M;;)~ = gjk o! - gik o~ (i, j, k, l = 5,0,1,2, 3). 

They satisfy the commutation relations 

[Mij , Mk/] 

= gi/M jk + g"kMH - YikMjl - gilM;k. (2) 

Define the following elements of g: 

H =M21 + M50 NI = M 25 + Mlo N2 = M51 + M 20 , 

(3) 

H' =M21 - M 50 Nf = M 25 - M Io N~ = M51 - M 20 • 

The linear envelopes 

11 = «M23 , Mal. M I2», 
12 = «Moo, Mos, Mas», 

fa = «H, N 1 , N 2», 
14 = «N', N~, Nm, 

(4) 

are simple, rank-I, sub algebras of g. By examining 
their respective mUltiplication tables, we can verify 
that each of f2' fa, and f4 is isomorphic to the Lie 
algebra of the group 80(2, 1). However, fl is com­
pact and isomorphic to the Lie algebra of SO(3). 
Its image, F~ in the de Sitter group G' is the group 
of three-dimensional rotations leaving the Xs and 
Xo axes fixed. FI = lj}-l(FO is the spinor covering 
group of SO(3). 

Let f be the subalgebra of 9 generated by 
M.,.(i, j ¢ 3). I is semisimple but not simple. fa 
and f4 are simple ideals of f, and [fal 14] = 0, 13 (\ 
14 = O. Therefore I == Is + f,. 
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Let F*, F~, and F~ be the connected and simply 
connected Lie groups determined by I, 13, and 14, 
respectively. Then F* = F~ ® F~ where F~ is 
isomorphic to F~, and F*, F~ are isomorphic to the 
universal covering groups of 80(2, 2) and 80(2, 1), 
respectively. Let F, F' be the closed, connected 
subgroups of G, G', respectively, determined by I. 
Neither F nor F' is simply connected. F' is isomor­
phic to 80(2, 2), the connected component of the 
identity in the group of linear transformations in 
R4 preserving the quadratic form x~ + x~ - x~ - x:. 
It has a center of order 2 consisting of the identity 
and the element exp (rH) = exp (rH') , i.e., the 
5 X 5 matrix diag (-1, -1, -1, -1, 1). The 
kernel of tP restricted to F is an infinite cyclic group. 
Any connected group with Lie algebra I (F in 
particular) is isomorphic to F* jD, where D is a 
discrete central subgroup of F*. 

The sub algebra h = «H, H'» is a compact 
Cartan sub algebra of both I and g. We denote the 
complexification of a real Lie algebra by a subscript 
c. Introduce the following elements of gc: 

E±a = NI ± iN2' 

E±-y = M35 ± iMao, 

E±{J = Nf ± iN~, 

E±a = ±M23 + iM31 • 

(5) 

Together with H, H' they form a Weyl basis for 
gc. The other nonisomorphic real forms of gc are 
the Lie algebras of 80(5) and the 4 + 1 de Sitter 
group 80(4, 1). 

We give the multiplication table for g, in full, since 
we need it later. 

[H, H'] = 0, 

[H', E±a] = 0, [H', E±tJ] = ±2iE±tJ, 

[E a, E-a] = -4iH, [Ell, E_tJ] = -4iH', 

[E±a, E±tJ] = ° (all combinations), 

[H, E±-y] ±iE±-y, [H, E H] = ±iEH' 

!(2.) 

(6) 

(7) 

(8) 

(9) 

(10) 

FIG. 1. The .... ____ * _____ I( I) root diagram of 
g •• 

[H', E±-y] = =FiE±-y, [H', E H] = ±iE±a, (11) 

[E a, Eoy] = 0, [E_ a, E-a] = 0, (12) 
[Ea, E-a] = 2E·o [E-o<l E-y] = 2E_a, 

[E a , Ea] = 0, [E_ a , E_-y] = 0, 
(13) 

[E a , E_oy] = -2Ea, [E_ a , Ea] = -2E_ y , 

[Ell, Ea] = 0, [E-tJ, E-y] = 0, (14) 
[Ell, Eoy] = -2Ea, [E-Il' Ea] = -2E"(, 

[Ell, E_oy] = 0, [E-Il' E-a] = 0, (15) 
[Ell, E-a] = 2E_oy, [E_tJ , E_oy] = 2E_a, 

[Eoy, E_oy] = -i(H - H'), 

[Ea, E-a] = -i(H + H'), 

[Eoy, Ea] = E a , 

[E_.y, E-a] = -E_ a , 

[Eoy, E-a] = -E_tJ , (16) 

[E_'l' , Ea] = E{J. 

If we introduce a new basis for h. and normalize 
the root vectors 

2HI = -i(H + H'), 2H2 = -i(H - H'), 

V2E±2 = -E±oy, 

2E±4 = -E"tJ, 

(17) 

we can summarize the multiplication table in the 
familiar form: 

[H" H j ] = 0, 
2 

1: r,(X)H" 

[EA' E,,] = J ° if rCA) + r(p.) is not a root, 

LNA"E. if reX) + r(p.) = rev) is a root, 

N A" = N-".-A = -N"A, 

N12 = NI,-2 = N -1.3 = N 2 .-3 = N41 = 1, 

rei) = (1,0), r(2) = (0,1), r(-p.) = -r(p.) , 

r(3) = (1,1), r(4) = (-1,1), 

(i, j = 1,2; ±A, ±p., ±v = 1,2,3,4). (18) 

From this table we can easily construct the root 
diagram for g. = B2 in Cartan's notation. 

Four distinct Al sub algebras can be selected from 
a Weyl basis for g.D: 

fl. = {(HI, E±I», f2. = {(H2, E±2», 
(19) 

f3. = «2H3 = (HI + H2), E±3», 

8 In general, this number is equal to the number of positive 
roots, i.e., i (order-rank), of the simple Lie algebra. 



                                                                                                                                    

DE SITTER GROUP 173 

As the notation indicates, they are the complexi­
fications of the corresponding real forms (4). From 
f = fa + f4 we have 

(20) 

Let ill be the universal enveloping algebra of 
g.lO Because g has rank 2, the center of ill has two 
algebraically independent generators. We take for 
these the Casimir operator IT and the fourth-order 
invariant g, 

IT = !MijM'i 

= !(H3 
- N~ - N~ + H,2 - N{2 - N~2) 

- Mis - Mio + Mil + Mi2, 
g = W,W', 

with Wi = lE'iklmMikMlm, where Eijklm is antisym­
metric in all indices and normalized, ES0123 = + 1. 
Let IT .. be the Casimir operator for the sub algebra 
f.,(a = 1, 2, 3, 4), defined thus: 

ITl = -(M~a + Mil + M~2)' 
IT2 = M~o - M~a - Mis, 

ITa = l(H2 - N~ - ND, 

IT4 = l(H,2 - N:2 
- N~2). 

Now, II, g can be written more simply as 

(21) 

IT = 2(ITa + IT4) - Mis - Mio + Mil + Mi2, (22) 

g = [Mas, <I>]2 + [Mao, cJI]2 

(23) 

with 

3. RELATION BETWEEN REPRESENTATIONS 
OF GANDg 

Let K' be the maximal compact subgroup of the 
de Sitter group, G'. It is isomorphic to 80(3) @ 
80(2) = F{ @ 80(2), in previous notation. The 
80(2) subgroup leaves invariant the Xl, X2, and Xa 

axes in R5. Its infinitesimal generator is iH2• 

q,-\K') = K is the universal covering group of 
K'. K = F l @ T, where 

T = {T. = exp (iTH2) I - ro < T < ro}. (24) 

T is a closed subgroup of G isomorphic to the ad­
ditive group of reals. Neither T nor K is compact. 
Z is the center of both G and K, and K' ::::: K/Z. 
The element T2r generates the infinite cyclic sub­
group of Z. We call K the maximal essentially com-

10 Harish-Chandra, Ann. Math. 50,900 (1949). 

pact subgroup of G, i.e., its image in the adjoint 
group G' is compact. 

Irreducible unitary representations of K are finite­
dimensional, even though K is noncompact, and 
corresponding to the decomposition K = F l @ T, 
they are a tensor product of an irreducible rep­
resentation of Fl and an irreducible representation 
of T. They are specified by a pair, (j, E), where 2j 
is a nonnegative integer and E is any real number, 
and have dimensionality 2j + 1. 

Much work has been done by Garding, Harish­
Chandra, Nelson, and others on the relation between 
representations of a semisimple Lie group and those 
of its Lie algebra. In the following lemmas and re­
marks we apply several of their results to the present 
case. For the 4 + 1 de Sitter group this has been 
done by Dixmier,ll who also indicates that his con­
clusions carry over to an arbitrary real semisimple 
Lie group. 

Lemma 1: Let p' be an irreducible unitary rep­
resentation of G on a separable complex Hilbert 
space, X. Then p' I K, the restriction of p' to K, 
is completely reducible; that is, X decomposes into 
a direct sum of finite-dimensional subspaces which 
are invariant under p'(K) and irreducible for p' I K. 

Proof: T2r E Z and hence p'(T2r ) commutes with 
p' (G) and is therefore a multiple of the identity 1. Let 
p'(T2r ) = exp (i211" Eo)I, with 0 ::; EO < 1. Now, de­
fine v' to be the unitary representation of K = 

Fl @ TonX: 

v' : Fl(x)T. 

~ e- i 
••• p'[Fl(x)T.] (Fl(X) E F l , T. E T). (25) 

Then v'[Fl(x)T.+ 2 .. ] = v'[Fl(x)T.], and thus v' is a 
unitary representation on X of the compact group 
8U(2) @ 80(2). Hence v' is completely reducible 
by the well-known theorem for compact groups. 
This shows that p' I K is completely reducible also. 

Let Ao be the set of all inequivalent irreducible 
unitary representations of K. Elements of Ao are 
specified by (j, E). Let A C Ao be the set of all 
distinct (j, E) which occur in the complete reduction 
of p' I K. Then it is known that each (j, E) in A occurs 
at most 2j + 1 times in the decomposition.12 In 
fact, Ehrman7 has shown that this upper bound can 
be reduced to j + ! or j + 1 for 2j an odd or even 
integer, respectively. Only for special p' does each 
(j, E) in A has multiplicity one. Following Ehrman, 
we call such representations singletons. 

11 J. Dixmier, Bull Soc. Math. (France) 89, 9 (1961). 
12 Harish-Chandra, Trans. Am. Math Soc. 75, 185 (1953), 

p.243. 
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For (j, E) E A, let Vi " be the (finite) direct sum 
of all irreducible subspaces of X of type (j, E). Then 
X is the direct sum 

X= EEl Vi .• , 
(; •• lEA 

and the algebraic sum 

V= L: V;,. (26) 
(j, .lEA 

is dense in X. 

Let (j, C :JC be the set of vectors analytic13 for 
p'. Harish-Chandral4 has shown (i) V C (j" (ii) 
p'(g)V C V. Let p be this representation of g (or m) 
on V; then p is algebraically irreducible.16 For a 
class of X in <B, the closure of ip(X) is self-adjoint. 
This class includes all elements of g and the skew­
symmetric elements belonging to the center of <B or 
to the center of a sub algebra of m.16 In particular, 
the operators p(O), p(n), and p(ll,,) (a = 1, 2, 3, 4) 
are essentially self-adjoint; i.e., their closures are 
self-adjoint. 

Take the simultaneous eigenvectors IjmE; a) of 
the commuting operators p(lll), p(HI), P(H2) as 
an orthonormal basis for V. The eigenvalue equa­
tions are 

p(lll) Ijme; a) = j(j + 1) lime; a), 

p(HI) Ijme; a) = m Ijme; a), 

p(H2) lime; a) = E IjmE; a). 

For fixed (j, f) E A, the lime; a) span Vi ,f. The 
discrete parameter a lifts the (i, m, e) degeneracy. 
We have seen that the range of a is finite and, in 
general, dependent on both i and E. It is only for 
singleton representations that a becomes redundant. 

Lemma 2: In the algebraically irreducible rep­
resentation p of <B on V, the eigenvalues E and 
j(j + 1) of operators P(H2) and p(llI) obey the re­
strictions: 

(i) f == EO (mod 1) with 0 :::; EO < 1; that is f
O

, 

the fractional part of E, is constant. 
(ii) 2i takes either even integer or odd integer 

values. 

Proof: 

(i) With the notation of Lemma 1, let 

18 E. Nelson, Ann. Math. 70, 572 (1959). [A vector If> in 
:re is analytic for p' if for every vector 14> > in:re <4>1 p' (m.) 
/If> is analytic in some neighborhood m. of the identity of G.] 

14 See Ref. 12, especially Lemma 34. 
Ii Harish-Chandra, Am. J. Math. 78, 564 (1956). 
18 I. E. Segal, Proc. Am. Math. Soc. 3, 13 (1952). E. 

Nelson and W. F. Stinespring, Am. J. Math. 81, 547 (1959). 

pl(TT) = exp [iTp(H2)], l/(T.) = exp [iTJI(H2)]. 

From Lemma 1, v' is a (continuous) unitary repre­
sentation of 80(2) and therefore V(H2) has only 
integer eigenvalues. But, from the definitions of 
v' and v, P(H2) = EO! + V(H2) (0 :::; eO < 1), and 
hence (i) follows. 

(ii) It is well known that, under 1\ rotation 
through 21r in the XIX2Xa plane, lime; a) becomes 
multiplied by (_1)2;. Since this operation is in the 
center of G, the parity of 2j must be constant. 

For physical applications, it is essential that we 
find a set of commuting, essentially self-adjoint 
operators in p(<B) , whose eigenvalues completely 
parametrize a basis for V. Racah17 has shown that 
we need at least t (order g - 3 rank g) = 2 such 
operators, in addition to p(n), p(O), P(Hl), and 
P(H2)' We take p(lla) and p(ll,) as the extra com­
muting operators. Only for the special case of single­
ton representations is p(IIl) an appropriate choice 
as one of the extra pair; for the general p we cannot 
find a commuting self-adjoint operator with eigen­
values a. 

With p(lla) and p(ll4) in the set of commuting 
operators, it is more convenient to label the basis 
with eigenValues X and X' of the operators repre­
senting Ha and H 4 , (19): 

x = t(m + E), (28) 

From Lemma 2 (ii), A - X' is an integer or half-odd 
integer throughout p. 

We can generalize the idea of the weight diagram 
of a representation of a compact group to the non­
compact case. The weight space of p is two dimen­
sional. Its points (weights) are defined either by the 
coordinates (m, E) or (A, X'), corresponding to the 
two different bases for the Cartan subalgebra, he. 
These bases are related by a rotation through t1r 
and a change of scale on the weight diagram. The 
multiplicity of a weight is equal to the dimensionality 
of the associated eigenspace. It is important to 
notice that a weight may have an infinite multi­
plicity corresponding to the occurrence of i values 
up to infinity. We now prove a theorem which rules 
out this possibility for the representations of physical 
interest. 

Theorem 118
: Let p be an algebraically irreducible 

11 G. Racah, in Ergebnisse der exakten N aturwissenschaften 
(Spri~ger-Verlag, Berlin, 1965). 

18 C. Fronsdal, Rev. Mod. Phys. 37, 221 (1965) gives a 
similar theorem. 
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representation of g on V = 1:(; "lEA V; ." Then if X 
E is bounded below (above): 

(i) A and AI are bounded below (above), 
(li) E, A, and At are positive-definite (negative­

definite), 
(iii) given (j, E) in A, for fixed E, i < lEI. 

Prool: (i) First suppose E is bounded below. Let 
Eo E A be a lower bound. Then ImEo) is a basis 
vector for V, for some finite m. From (18), it is easy 
to check that p(E_o)(a = 2,3,4) are lowering opera­
tors for E. Therefore p(E-o) ImEo) must vanish. 
Now/9 V = p(ffi) ImEo). Let X be an element of ffi 
of degree n. Again using table (18), we find that 
p (E".-:l)p (X) ImEo) vanishes. Thus every vector in 
V is annihilated by a finite product of the p(E_G). 

But peE-a), p(E_4) are lowering operators for A, A', 
respectively. It follows that both A and A' are 
bounded below. For E bounded above, the result 
follows using p(E3) and p(E.). 

(li) It follows from (i) and (A3) that in the 
reduction of p I lo(a = 2, 3, 4), the irreducible 
components must all be of type u ~ or u ~ according 
as E, A, A' are bounded below or above, respectively. 
The result (ii) is a consequence of (A5). 

(iii) Fix a weight (m, E) = (A, A'). For E > OJ 
A > 0, A' > 0 => Iml < E from (28). Similarly, 
with E < 0; A < 0, A' < 0 => Iml < - E. For (i, E) 

in A, i ~ max Iml < lEI. This completes the proof. 

Corollary 1: For E bounded below or above, each 
weight has a finite multiplicity. 

Prool: This is immediate from (iii) and the finite 
dimensionality of the V; .• subspaces. 

Corollary 218
: Suppose E, A, A' are bounded below 

(above), with lower (upper) bounds Eo, Ao, A~, re­
spectively. Then the basis vectors Imfo), IAoA'), IAA~) 
transform under P(fI), p(f.), p(fa) as irreducible uni­
tary representations of type :Di ., u+, u+(:D;" u-, u-); 
that is, the weights (m, Eo), (Ao, A'), and (A, A~) are 
simple. 

Prool: Consider E, A, A' bounded below. Let Clih be 
the subalgebra of ffi generated by {I,ll}' ffi1 is the en­
veloping algebra of I I and we can identify the rep­
resentations of 11 and ffil• Sub algebras ffi2, illa, and 
ffi4 are defined analogously. Choose a nonzero basis 
vector ImEo), then V = p(ill) ImEo). Suppose ImEo)' = 
p(X) ImEo) for some X in ill has weight (m, Eo). 
We may commute through and thus remove all 
E_G(a = 2, 3, 4) in X, since these are lowering 
operators for E. Obviously all Eo(a = 2, 3, 4) must 

111 See Ref. 12, Lemma 33. 

FIG. 2. The weight diagram of a typical 
representation of type p+. 

also have disappeared. Further, [Ht , ffilJ = 0 and 
thus we may take X in ffil • But p(ffil) generates 
an irreducible representation, :D;. say, of 11 with 
io < Eo· In :D;., each weight m is simple. Therefore 
ImEo)' is a multiple of ImEo). The rest of the proof 
follows analogously. 

Let p +, p- denote the irreducible representations p 
with E bounded below and above, respectively. Theo­
rem 1 allows us to construct the form of the weight 
diagram of p +. Horizontal lines connect members of 
(ft) H 2) multiplets and oblique lines connect I = 
la + I, multiplets. Corollaries 1 and 2 show that 
weights on the perimeter are simple and interior 
weights h~ve finite multiplicities. For p - we reflect 
the diagram in the maxis. 

Decomposition of !.II! 
Let u i, . be the algebraically irreducible repre­

sentation u~ ® UI~ of I = la + 14, defined on the 
Kronecker product space Vii' = VI ® VI' (cf., 
Appendix). For X = Xa + X. in I and Ill') = 

Il) ® Il') in VI!': 

ui,,(X) Ill') 

= (U~(X3) Il» ® Il') + Il) ® (ui-(X4 ) Il'». (29) 

We can now deduce several results concerning the 
decomposition of p+1 I. (For p-I I the modifications 
are obvious, with U~I' defined analogously.) 

(A) The irreducible components are of type ITil" 

by Theorem 1. (The identity representation of j 
occurs if and only if p + is the identity representation 
and we agree to exclude this case from the class 
p±.) 

(B) Each u7" occurs at most with finite multi­
plicity, by Theorem I, Corollary 1. 

(C) The uiz' are subrepresentations of p + I Ii that 
is, V decomposes into the algebraic sum of sub· 
spaces VI!' on which p+ I I acts irreducibly according 
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to cr:I" This is a consequence of (B), Lemma 2(i) 
and (A7). 

(D) Let (mo, Eo)(mo = -jo, -jo +1, ... , jo) 
be the 2jo + 1 simple weights of Theorem 1, Corol­
lary 2. Each (mo, Eo) is a "terminal" weight of the 
irreducible representation crtl' with 

l = -!(mo + Eo), (30) 

and these 2jo + 1 distinct representations occur once 
and only once in the decomposition of p+ I I. We 
conjecture that, in fact, each crtl' occurs at most 
once in p + I I; or equivalently, the operators repre­
senting II, n, II3, II4 , Ha, and H4 form a complete 
commuting set. While we have no proof of this, we 
can make it plausible. We have observed that, by 
counting the parameters in g, we can establish the 
need for at least six elements in the commuting 
set.17 If a further commuting operator was required, 
then it would depend on I, since we have found 
2jo + 1 of the crtl' which occur only once. Such an 
operator is, necessarily, a function of the previous 
six operators.20 Dixmier21 has proved the analogous 
result for the irreducible unitary representations of 
80(4, 1) decomposed with respect to its maximal 
compact subgroup 80(4). His proof involves the 
Iwasawa decomposition of 80(4, 1), in which the 
maximal compact subgroup occurs explicitly. It 
does not carry over to our case where the subgroup 
with respect to which we decompose p is a covering 
group of 80(2, 2). Hereafter we consider only 
those p% for which the conjecture holds. The reasons 
given above suggest that this is not a restriction at 
all. 

(E) Let r W, l') I crtl' occur in p+ I fl. Then 
from (C) 

v = L: VII" (31) 
(1.1')Er 

From (17), (29), and (A6), we can choose an ortho­
normal basis for VII' so that 

crtl.(H) IIAl'A') = 2iA IIAl'A'), 

crtdH') IIAl'A') = -2iA' IlAI'A'), (32) 
crtl.(E±a) IIAl'A') 

= 2i[(A =F l)(A ± 1 ± 1)]1 IIA ± Il'A') , 

crt" (E ±/l) IIAl'A') 

= 2i[(A' ± l')(A' =F l' =F 1)]1 IIAl'A' =F 1), 
20 There is the possibility that we may not be able to 

find a complete set of commuting symmetric elements in (B 
or that our choice is an inconvenient one. ' 
. t~ J. Dixmier, Compt. ~nd. 25~, 3263. (1960). The proof 
IS given for the decomposltIon of IrredUCIble unitary repre­
sentations of SO(n, 1) with respect to SO(n). 

with 

A + 1 = 0, 1,2, ... ; A' + l' = 0, 1,2, ., .. 

These equations are formally identical with those for 
the case I is the real compact form of 1 •. 22 

(F) If we discuss the representation p + of g on 
V in terms of the basis IlAl'A') in which I is diagonal, 
then we can make a unitary transformation to the 
basis IjmE; a): 

IjmE; a) = L: (lAl'A' I jmE; a) IIAl'A'). 
/I' 

The transformation functions vanish for all save a 
finite number of (l, l') E r. This diagonalizes the 
operators p+(II1) and P+(H2)' V is dense in X, and 
w~ c~n l~se arguments similar to those given by 
DlXmler to show that there exists a unique ir­
reducible unitary representation, p'+ of G on X, 
whose infinitesimal representation is just p +. 

Thus, we have completely reduced the problem of 
constructing the irreducible representations of type 
p'% to a similar one for its Lie algebra g. Now, it is a 
trivial modification of the proof of Theorem 1 to 
show that, if at least one irreducible representation 
of type cr+(cr-) occurs in the decomposition of one 
of the reducible unitary representations p I lo(a = 

2,3,4), then p is of type p+(p-). We know from the 
work of Harish-Chandra 15 that G possesses a dis­
crete series of unitary irreducible representations 
p' and that on the restriction of p' to a subgroup 
of G which also has a discrete series,23 all irreducible 
components belong to its discrete series. (This fol­
lows from the square-integrability of members of 
the discrete series. 15

) Therefore, a classification of 
representations of type p% includes a classification 
of the discrete series for G. As has already been 
observed for the universal covering groups of 
80(2, 1)24 and 80(4, 1),11 we must expect that a 
certain subset of the p% will not be square-integrable 
and hence will not appear in the Plancherel formul~ 
for G. 

4. MATRIX ELEMENTS OF THE LIE ALGEBRA g 

. Hereafter, the representation p + of g is written 
slIllply as p. It also denotes the uniquely deter­
~n.ined unitary irreducible representation of G. We 
mtroduce an orthonormal basis, IlAl'A'; PW)[(l, l') E 
r; A + 1 = 0, 1, 2, '" j A' + l' = 0, 1, 2, '" ] for 
the representation space V, corresponding to the 
decomposition (31), with 

: See Ref. 11, Eqs. (13) and (~4). 
These are the subgro.ups which possess essentially com­

pact Cartan subgroups, VlZ. F, F t , F 3, and F •. 
24 L. Puklinszky, Math. Ann. 156,96 (1964). 
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p(n) IlXl'X'; PW) = P IlXl'X'; PW), 

peg) IlXI'X';PW) = W IlXI'X';PW), 
(33) 

and satisfying (32) with respect to p(f). For sim­
plicity, we omit the labels P, W. 

The commutations relations (6) to (9) of the 
8ubalgebra j c are automatically satisfied. We use 
the method of Thomas6 to determine the matrix 
elements of the operators p(E"y), p(E"3)' The end 
results are given by Dixmierll for the case that g. 
arises from the Lie algebra of the group 80(4, 1). 
We sketch a derivation as the range of our eigen­
value is different from that of Thomas and Dixmier. 
From Eqs. (10) and (11), we find 

(kvk'v'l P(E"T) \lXVX') = 0, 

[(l - k)2 - l]W + k + 1)2 - 1] = 0, (37) 

that is, the matrix elements (36) vanish unless 

k = 1 ± i, -1 - i, -1 - l (l < 0, k < 0). 

Together with (35), it can be seen that k = l ± ! 
gives all allowed k values. Substituting these values 
of k in (36), we have 

(l - i X + i k' A' + il P(ET) 11 X l'X') 

= (X -l)t(l- i k' X, + ill p(E.J IIll' X') (l < 0), 

(1 + i X + i k' X' + !I p(E.,) Il X l'X') 

= (X + 1 + 1)'(l + i k' X' + ill p(E.,) Illl' X') 
(l < -i), 

for ,,¢ X ± !, II' ¢ X' ± !, 
(kvk',,'1 p(EH) IlXl'X') = 0, 

for v ¢ X ± !, 

(l - i X - ! k' x' + il p(E_.) In I' X') 
(34) = (X + l)'(Z - i k' x' + ill peE-s) Illl' X') (1 < 0), 

(1 + i X - i k' X' + il p(E-s) 11 X l' X') 

This also places a restriction on the (1, k), (I', k') 
pairs involved in nonzero matrix elements. In fact, 
we easily deduce 

1 - k == !(mod 1), I' - k' == !(mod 1) 

(l, l', k, k' < 0) (35) 

for the (l, k) and (l', k') pairs occurring in a nonzero 
matrix element. 

The two vanishing commutators in (12) enable 
us to define reduced matrix elements with respect 
to X for P(ET) and p(E-s). Using (32) and (34) we 
find 

(kX + !k'X' + il p(E-y) IlXl'X') 

_ [CX + k + i)! (X - k - !) !J' 
- (X + 1)! (X - 1 - I)! 

X (kk'X' + ill p(E-y) I I ll'X') , 

(kX - ik'X' + il peE-i) IlXl'A') 

[ 
(X + l)! (X - 1 - I)! J' 

= (X + k - i)! (X - k - l)! 

X (kk'A' + ill peE-a) IIWX'), 
with x! = (x - 1) Ix. 

(36) 

We show that the left-hand sides of (36) vanish for 
all k which make the factorials negative. For these 
values of k, we define the reduced matrix elements 
to be zero. From each of the remaining two relations 
in (12) we can determine the ratio of the reduced 
matrix elements in (36). Then for consistency we 
require 

= (X - 1 - 1)1(1 + ! k' X' + ill p(E-s) IIll' X') 

(l < -i). 
(38) 

Note that the left-hand side of the third equation 
in (38) is not defined for X = -1 with -i ~ 1 < o. 
However, the right-hand side vanishes and we choose 
to regard the left-hand side as being defined but 
zero. 

The commutation relations (13) lead to similar 
definitions of reduced matrix elements with respect 
to X for p(E_.J and P(E3)' Similarly, (14) and (15) 
allow us to define reduced matrix elements with 
respect to X'. We can now combine the four sets 
of equations analogous to (38) and define four re­
duced matrix elements with respect to both A and 
X', Because we have completely parametrized our 
basis, these final four reduced matrix elements are 
complex numbers all', bll', CII', and dll" In terms 
of these, we have 

p(E:.,) 11 A l' A') = ±[(X =r l)(X' =r 1')]' 

X all' /1 - i A ± i l' - i A' ± i) 
± [(X ± 1 ± 1)(X' ± l' ± 1)]' 

X bll' Il + i X ± i l' + ix' ± !) 

± [(X ± 1 ± 1)(X' =r 1')]' 

X CII' 11 + i X ± i l' - ! A' ± !) 

± [(X =r l)(X' ± l' ± 1)]' 

X dll' 11 - i X ± i Z' + ! A' ± l), (39) 
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p(E"a) Il X l' X') = =Fi[(X =F l)(X' ± l')]l 

X aII'll - ! X ± ! l' - ! X' =F !) 
=F i[(X ± l ± 1)(X' =F l' =F 1)]' 

X bll' Il + ! X ± ! l' + ! X' =F !) 
=F i[(X ± l ± 1)(X' ± l')]' 

X Cw Il + ! X ± ! l' - ! X' =F !) 
=F i[(X =F l)(X' =F l' =F 1)]' 

X dw Il - ! X ± ! l' + ! X' =F i). (40) 

Remarks: 

(1) For p = p-, (39) remains valid but we must 
change the over.,.all sign of the right-hand sides of 
(40). 

(2) The vectors on the right-hand sides may be­
come undefined: 

(a) If (l - !, l' - !) EE r; then we agree to 
define all' = O. Similarly, if (l + !, l' + !) EE r, 
define bll' = 0, if (l + !, l' - !) EE r, define CII' = 0 
and if (l - !, [' + !) EE r, define dw = O. 

(b) If X - ! becomes negative or zero. This 
can happen only when A = -l with -! ~ l < O. 
In these cases either the coefficient contains (X + l) f 
and is zero or the vector contains the label 
(l + !, l' ± !) not in r, in which case bll' = CII' = 0 
by (a). Similarly for A' - ! ~ O. 

(3) For nonzero reduced matrix elements, the 
expressions under the square roots are nonnegative. 

(4) 2(l - l') is either even integer or odd integer 
throughout p. This is equivalent to the statement 
of Lemma 2 (ii). 

For the representation peG) to be unitary, we 
require that the operators ip(g) be essentially self­
adjoint on V. From (5), we see that we must apply 
this condition to the linear combinations ip(E-r + 
E_-r), p(E-r - E_-r), peE, + E_ a), and ip(E, - E_ 1) 

of (39) and (40). We obtain the reality conditions 

all' = 61- 1.I'-i, Cw = dl+1,1,-t, (41) 

where the bar denotes complex conjugation. 
All the commutation relations are satisfied save 

those of (16), and it is easy to check that only one 
of these six is now independent. We choose for this 

[E-r, E--r] = -i(H - H'). (42) 

Given (l, l') E r, we can take diagonal matrix 
elements of (42), insert a complete set of intermediate 
states and use (41) to deduce 

(Xl' + X'l) lall'12 - (X(l' + 1) - X'(l + 1» Ibll'12 
+ (Xl' - X'(l + 1» I Cit' 12 - (X(l' + 1) - X'Q Idll'12 

= -(X + X') 

(X + l = 0, 1,2, .. , ; X' + l' = 0, 1,2, ... ). (43) 

We obtain two further equations involving the 
quantities I all' 12

, .,. , Idll'12 by taking (diagonal) 
matrix elements of p(rI) and pen) in (22) and (23). 
We use (33) to express the irreducibility of p and 
we need (5), (39), (40), and (A6) in the evaluation. 
This gives the first pair of equations (44), and (43) 
gives the second pair. For (l, I') E r, 

ll' lawl 2 + (l + 1)(l' + 1) Ib w l
2 

- (l + I)l' Icw 12 

- l(l' + 1) Idll'12 

= P/2 + l(l + 1) + l'(l' + 1), 

ll'(l - l,)2 I all' 12 + (l + 1)(l' + 1)(l - l,)2 Ibw l2 

- (l + l)l'(l + l' + 1)2 Ic",12 

- l(l' + 1)(l + l' + 1)2Id"'12 
= W /2 + !(l(l + 1) - l'(l' + 1»2, 

l lall'1 2 
- (l + 1) Ibll'12 
- (l + 1) ICII'12 + lldw l2 = -1, 

l' lall'12 - (l' + 1) Ibll'12 
+ l' ICII'12 - (l' + 1) Idll'12 = -1. 

(44) 

We can write these equations in the matrix form 
(symbolically) 

Ax = y (45) 

with det A = 2ll'(l + 1)(l' + 1)(2l + 1)2(21' + I? 
Since l, I' are negative-definite, Eqs. (44) have a 
unique solution for all (l, l') E r, except when 

(2l + 1)(l + 1)(2l' + 1)(l' + 1) = o. (46) 

When (46) is not satisfied, we can invert (45) to 
obtain 

Ib 12 _ (l + l' + 1)(l + l' + 2)[P + (l + l')(l + l' + 3)] - W 
II' - 4(l + I)(l' + 1)(2l + I)(21' + 1) , 

Id 12 _ (l - l' - I)(l - l')[P + (l + l' - 2)(l - l' + 1)] - W 
II' - 4l(l' + I)(21 + 1)(2l' + 1) , (47) 
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Equation (42) has four off-diagonal matrix ele­
ments but, because of (41), only two are independ­
ent. For (l, l') E r, we find 

lbl-l.I·+idll' 

== (l + 1)dl+1.1,+tbll' if (l, l' + 1) E r, (48) 

l'b l +l.I' -tdl +i. Z'-i 

= (l' + 1)dl +1.1,bll' if (l + 1, l') E r. 
It is seen that these equations will be satisfied by 
any reasonable choice of phases in (47). Here we 
choose the positive square roots, which make all the 
all" bll ', ell" and dll ' real and nonnegative. The 
form of (47) suggests that we change to the new 
parameters 

u = -(l + l'), 

o = l' - l, 
(49) 

and we say that (u, 0) E A if and only if (l, l') E r. 
We write the decomposition (31): 

diagram of p. It is a consequence of Sec. 3 (D) that 
every A-weight is simple. 

With our choice of phases, we can use (39) and 
(40) to formulate the following criterion. The pair 
(u, 0) belongs to A only if Eqs. (44) determine non­
negative a!a, ... , d!a, of which at least one is non­
zero. 

By interchanging land l' in (44) and (48), and 
using (41), we obtain 

(54) 

for all (u, 0) E A. Therefore the A-weight diagram is 
symmetric about the u axis, and for classification 
purposes we need consider only 0 ~ O. Also, with 
our phases, (41) reads 

(55) 

We have previously determined 2;0 + 1 A-weights 
(Eo, mo) of p [see (30)] corresponding to the 2;0 + 1 
values of mo. Furthermore, the weight diagram of 
Fig. 1, together with (39) and (40), implies 

(50) d .. io = b .. mo = 0 (mo = ;0, ;0 - 1, ... , - ;0)' (56) 

From remark (4) above and with l, [' < 0, we deduce: 

Ju > \0\, (51) 
120 , an even integer throughout 

l or odd integer throughout. 

Write avB == all', ••• ,dvB == dll' and then av.-B = 
al'lI •.. , d v .-a = dl'I' With the above choice of 
phases, (47) and (49) give 

b B=[ (u-1)(u-2)(P+u(u-3»- W Jl, 
• (u+ o-I)(u+ 0-2)(u- o-l)(u- 0-2) 

d _[ 0(0+1)(P+(0-1)(0+2)-W]1 () 
va - (u+ o)(u+ o-I)(u- o-I)(u- 0-2)' 52 

as a solution of (44) for all (u, 0) E A', where [see 
(46)] 

A' = {(u, 0) E AI u ± 0 ~ 1, 2}. (53) 

It will be convenient to consider the matrix elements 
for the singular cases in the next section. 

5. CLASSIFICATION OF THE DISCRETE 
SERIES FOR G 

Definitions: A pair (u, 0) E A is called a A-weight 
of p, and the two-dimensional vector space spanned 
by the set of A-weights is called the A-weight space 
of p. The set of all A-weights forms the A-weight 

This motivates our next definition. 

Definition: (u, 0) E A is called an extreme A­
weight of p if and only if 

(57) 

One extreme A-weight of p is (Eo, ;0)' Furthermore, 
we show that this is the only extreme A-weight 
of p and that it determines p uniquely up to equiva­
lence. 

Firstly, let (q, s) E A' be an extreme A-weight 
of p. Applying (57) to (52), we require 

W = (q - 1)(q - 2)(P + q(q - 3», 

W = s(s + 1)(P + (s - l)(s + 2), 

that is 

P = -(s(s + 1) + q(q - 3), 

W = -s(s + 1)(q - 1)(q - 2), 

and [using (51) with 0 ~ 0], 

q > s; s = 0, !, 1, .... 

Substituting (59) in (52), 

_ [(u+S)(U-S-l)(u- q+l)(U+ Q-2)Jt 
aa-

v (u+o)(u+o-l)(u-o)(u-o-l)' 

_ [(s+o)(S- o+I)(q- 0-1)(q+0-2) Jt 
C a -

v ~+o-D~+o-~~-~~-o-D' 

(58) 

(59) 

(60) 

(61) 
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Of course, the conditions (60) are not sufficient 
for (q, 8) to belong to ll', since we must also guarantee 
that a:. ;;:: 0, c!. ;;:: 0 and that at least one is nonzero. 
However, before giving a set of sufficient conditions 
(Lemma 4) I it is useful to have the solutions of (44) 
for the singular cases u ± 0 = I, 2, (46). Using (51) 
with 0 ;;:: 0, we find that only u - 0 = 1, 2 are 
independent, and further that (0 + 1, 0) Ellis 
necessarily an extreme ll.-weight and that (0 + 2,0) 
is either itself extreme or occurs in the same ll­
weight diagram as an extreme ll-weight of the first 
type. 

Case 1. q = 8 + 1 (8 = 0, !, 1, ... ) 

With 11 = q = 8 + 1, 0 = 8 in (44) and (45), rank 
(A) = 1 or 2 according as 8 is zero or not. In either 
case the consistency condition, rank (A) = rank 
(A I y), is 

(62) 

These P, W values are also given by (59), with 
q = 8 + 2. Thus (59) is true for all extreme ll­
weights (q, 8). 

Secondly, when (0 + 2, 0) is not extreme, it is 
associated with an extreme ll-weight (8 + 1, 8) 
by (55), with 0 = 8 or 8 - 1. With P, W given by 
(62), (68) is satisfied for both these values of o. Using 
(55), (64), and (65), we obtain from (44) 

a20 = b20 = (2)i, C20 = dao = ° (q = 1, s =0), 

a •.• _1 = b •.• - 1 = 0, c •. '-1 = d •. • -1 = 1 

(q = s + 1; s = i. 1, ... ). 

This completes the solution of (44) for the singular 
ll-weights. 

Lemma 3: Let (q, 8) be an extreme ll-weight of 
p. Then P = -2(82 

- 1), 

and (57) gives 

b •• = d •• = ° (q = 8 + 1;8 = 0, i, ... ). 
b.a = ° for s - 0 = 0, 1, '" , [s] 

(63) duo = 0 for Ij - q = 0, 1,2, ... , 

(0;;:: 0), 

Note that (62) also follows formally from (59) with 
q = s + 1. For 8 = 0, (54) gives CIO = 0 and then 
(44) reduces to 

For rank (A) 
in (44) give 

(64) 

2, the two independent equations 

a~.=c •• =1 (q=s+l;s=j,I,···). (65) 

Case 2. IS = 0 + 2 (0 = 0, i, 1, ... ) 

Here, rank (A) = 2 or 3 according as 0 is zero or 
not. For 0 = 0, the consistency conditions are 

P = 2, W = 0, (66) 

and then from (44) and (54) we obtain 

b20 arbitrary. (67) 

For 0 = i, 1, .,. , the consistency condition is 

W = 0(0 + 1)(P + (0 - 1)(0 + 2», (68) 

which is (58) with 8 = 0, and three of Eqs. (44) are 
independent. 

Suppose, firstly, that (11 = q = s + 2, 0 = s) is an 
extreme ll-weight. Then, using (57) and the above 
equations, we can solve (44) uniquely to obtain 

a~. = (8 + 1)/(s + 2), c!. = 8/(2s + 1), 

b •• = d •• = 0, 
(69) 

P = -2(i + 8 - 1), 

W = -8
2
(8 + 1)2 (q = 8 + 2; 8 = 0, I, 1, ... ). 

where q > s, s = 0, !, 1, .,. and (s1 denotes the 
greatest integer not exceeding s. 

Proof: For the singular case q = s + l(s = 
0, !, 1, ... ), b •.• - 1 = dq+1 •• = 0 from (70). The 
rest follows immediately from (60) and (61). 

Corollary 1: Let (11, 0) belong to the ll-weight 
diagram containing an extreme ll-weight (q, 8). 
Then the possible (0'1 0) values are 

(j - q = 0, 1,2, '" , 

0+8 = 0, 1, ... ,2s. 

Proof: This follows from the lemma, using (39), 
(40), and the symmetry about the 0' axis, (54). 

Corollary 2: There is one and only one extreme 
ll-weight of p. 

Proof: We know from (56) that (Eo, io) is an ex­
treme ll-weight of p. Denote this by (q, 8). Suppose 
(q', 8') Eiland is also extreme. We deduce from 
Corollary 1 that q' = q, s' = s. 

It can be seen from the above results and equa­
tions (39), (40), and (54) that all ll-weight dia­
grams for g can now be found by determining the 
signs of Ja~&12 and /C .. ,/2(0 ;;:: 0), for each allowed 
extreme ll-weight (q, s). These properties are sum­
marized in the next lemma. 

Lemma 4: Given the real number pairs (q, 8) 
(q > 8; 8 = 0, t, 1, ... ) and (0', 0)(11 - q = 
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0, 1, 2, ... ; s - 0 = 0, 1, .. , , [s]), the solutions 
ladl2 and IC~aI2 of Eqs. (44) and (59) satisfy the 
inequalities 

(a) s + 1 > q > s + ~ 
q>s+1 

la~.12 > 0, 

Ic.alll = { 0 
>0 

(b) q = 8 + 1, 

laq.12 > 0, 

(s = 0) 

(s = 0, t), 
(s = 0, t, 1, ... ), 

(s = 0) 

(s = t, 1, I .... ). 

lea.1 2 
= { 0 

>0 (s = t, 1, I, ... ), 
and aaa = 0, ICq al 2 > 0, la.l > 0, Cn = 0, otherwise. 

(c) q = s + t (s = 0). 

latol2 > 0, a!O = Cto = cio = O. 

(d) q = s + t (s = t)· 
ali = 0, ICIl12 > o. 

(e) 8 + t > q > s 

s+l>q>s 

(s = 0, l), 
(s = 1, I, 2, ... ). 

laaol2 > 0, laa+l,oI2 < 0, 

la.,12 < 0; Ic.l > 0, la •.• _1 1
2 < o. 

Proof: For all nonsingular (0", 0), we can use (60) 
and the given conditions to deduce 

ladl 2 > 0 ¢:::} (0" - S - 1)(0" + q - 2) 

X (0" + 0 - 1)(0" - 0 - 1) > 0, 

lc~al2 > 0 ¢:::} (q - 0 - 1)(q + 0 - 2)(0" - 0 - 1) 

X (0" + 0 - 1)(0" + 0 - 2) > 0 (s ¢ 0). 

We consider 8 = 0, and s = t separately. 

s = O. Then 0 = 0, C .. o = ° and 

la.ol 2 > ° ¢:::} (0" + q - 2)(0" - 1) > ° 
¢:::} q > 1, 1 > q> ! 

except {O" = q I q = 8 + 2 = 2}. 

Also latoll! > 0, ato = ° for q = 8 + ! = i· 
8 = t. Then 0 = land 

la.tl2 > o} ¢:::} {(O' + q - 2)(0' - \) > o} 
Ic.,12> 0 (0"-\»0 

¢:::}q>1 

---------------¥--~----------.s 

FIG. 3. The Ll-weight diagram of Po.± with q > 8 + ! (8 == 0, i), 
q > 8 + 1 (8 = 1, 3/2, 2, ... ). 

except {O" = q, q + 1 I q = 8 + 1 = I I 
and {O" = q I q = 8 + 2 = !}. 

Also all = 0, IcIl l2 > 0, for q = s + t = 1. 

8 = 1, I, 2, ,., . Here (0" + 0 - 1) > 0, 

(0' + q - 2) > ° and therefore 

la •• 12 > ° ¢:::} (0' - 8 - 1)(0" - 0 - 1) > ° 
¢:::} q > 8 + 1 except {o' = q I q = s + 21, 

and this also guarantees 

Ic.!12 > 0. 

Equations (69) extend these results to the singular 
cases, {O" = q I q = s + 2} excepted above. This 
already proves (a), (c), and (d). Result (b) follows 
immediately from (64) and (65) for (0' = q, 0 = s), 
from (70) for (0' = q + 1, 0 = 8) and (0' = q, 0 = 
s - 1), and from (61) otherwise. Finally, (e) is 
easily verified by using (61). 

Using Lemmas 3 and 4, we can now draw a set 
of typical A-weight diagrams of unitary irreducible 
representations of G of type p +. Figures 3, 4, 5, and 
6 correspond, respectively, to (a), (b), (c), and (d) 
of Lemma 4. 

-----------~-----s 
FIG. 4. The Ll-weight diagram of Po':!: with 

q .. 8 + 1 (8 ... 1, 3/2, 2,. .. ). 
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----------------~--------------_+5 
FIG. 5. The ~-weight diagram of P •• ± with q == , + i (.= 0). 

We can follow through the same classification 
procedure for the representations of type p - and 
we arrive at an identical set of .1.-weight diagrams. 
However, the weight diagrams of p + and p - are 
related by reflection in the "m" axis. We assemble 
these results in the next theorem. 

Theore:m 2: Each pair (q, s)[q ;::: s + !(s = 0, !), 
q ;::: s + l(s = 1, I, 2, ... )] determines two in­
equivalent unitary irreducible representations p.~ of 
G. To each (0', 0) in .1. •• , there corresponds a unitary 
irreducible subrepresentation O'I~' of p.~ I F with 
2l = - (0' + 0), 2l' = 0 - 0'. We distinguish four 
cases: 

(a) q > 8 + ! 
q>s+1 

(0', 0) E .1. •• 

(s = 0, !), 

(s = 1, !, 2, ... ) 

(ef. Fig. 3), 

¢:} {O' - q = 0, 1,2, .. , , 

{) + s = 0, 1, ... ,28 for each 0'. 

(b) q = 8 + 1 (8 = 1, !, 2, ... ) 

(cf. Fig. 4), 

--------------~~~-----------+8 
Yz. 

FIG. 6. The ~-weight diagram of P •• ± with q = 8 + i (8 = i). 

(0', 0) E .1. •• 

¢:} }O' - q = 0,l!1,12, .. , , 

10 
+ s = fO,~l, ... ,2s for 0' = q, 

10, 2s for each 0' ¢ q. 

(c) q = s + ! (s = 0) (cf. Fig. 5), 

(0', 0) E .1. •• ¢:} {O' = !, !, 
0=0. 

(d) q=s+! (8=!) (cf.Fig.6), 

(0', 0) E .1. •• ¢:} {O' = 1, 
o = !, -!. 

In each case, 

p:.(II) = -(s(s + 1) + q(q - 3»1, 

p:.(O) = -s(s + 1)(q - 1)(q - 2)1. 
(59) 

This exhausts the unitary irreducible representations 
of G in which e is bounded below or above. 

Corollary: The unitary irreducible representations 
P.:, P;,., of G are equivalent if and only if q = q', 
s = s'. Similarly, for P.-., P;,.,. 

It is also useful to know the composition of A for 
the decomposition of the representation spaces of 
P:' into subspaces invariant under the maximal 
essentially compact subgroup K. From our knowl­
edge of the .1. •• -weight diagram of P:' and the weight 
diagrams of O'il" we can easily construct the weight 
diagrams of P.~, including the multiplicities of the 
degenerate weights. Let us define the multiplicity 
of (j, e) E A as (2j + 1)-1 dim Vj" [see (26)]. The 
(j, e) content of P.~' together with the multiplicities 
can be read from the weight diagrams. The cases 
(a)-(d) below correspond to (a)-(d) of Theorem 2, 
and the ± e correspond to P.~. 

(j, e) content of P.~. 

(a) 28 = 1, 3, 5, ... . 

j - k = 0, 1, 2, ... (2k = 1, 3, ... , 2s) 

±e - (q + j + s - 2k) = 0, 1, 2, ., . for each j, k. 

s = 0,1,2, .. . 

j - k = 0, 1, 2, ... (k = 1, 2, '" , s) 

±e - (q + j + 8 - 2k) = 0, 1, 2, ... for each j, k, 

and j = 0, 1,2, .. . 

± e - (q + j + s) = 0, 2, 4, ... for each j. 
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(b) 23 = 2,3, 4, ... 

j - s = 0, 1, 2, '" , 

±E - j = 1,2,3, ... for each j. 

(c) 8 = 0 

j = 0, 1, 2, ... , 

±E = j + ! for each j. 

(d) It = ! 
2 j = 1, 3, fl, '" , 

±E = j + !foreachj. 

Remark8: For the P~. in (a), the greatest (;, E) 
multiplicity is [s] + 1, i.e., they are singletons if 
and only if It = 0, !. The representations in (b), (c), 
and (d) are also singletons. The singletons of type 
p% given in Sec. 7, (3) of Ehrman7 are precisely those 
given above. Our Eqs. (59) can be obtained from 
his Eqs. (20) and (21) by substituting VI = q, V2 = 

8 + 1, R = P, and PI = - W. It can then be checked 
that the P.~ indeed satisfy 2, 3, or 4 of his reducibility 
conditions, (24) or (25). His conjecture that single­
tons are the only unitary irreducible representations 
of G in which the (;, E) multiplicity has an upper 
bound independent of both j and E is contradicted 
by our result for P.~ in (a), with 28 = 2, 3, 4, .... 
Explicit realizations of the representations (c) and 
(d) have been given by Dirac.26 

6. INONO-WIGNER CONTRACTIONS OF G 

In order to discuss such contractions of G, it is 
useful to iniroduce the following symmetric opera­
tors on the representation space, V: 

(71) 

(i = 1,2,3), 

where c, ware real parameters. 
Hereafter, we let the same symbol denote an 

element of g. and its representing operator on V. 
The multiplication table for g. now reads 

SIi P. A. M. Dirac, J. Math. Phys. 4, 901 (1963). 

lJ., J j ] = iEljlJl , 

[J., L j ] = iE;;kLk, 

[J" Pj] = iEljkPk, 
(72) 

[L;, Pi] = i/cZ ~'jPO' 

[L., L j] = -i/c2 E;;kJk, [L;, Po] = iP, 

(i, j, k = 1,2,3), 

with all other commutators zero. 
The contra9tion of the de Sitter group to the 

Galilei group is a two-step process associated with 
the limits w ~ 0 and c ~ <Xl. The intermediate group 
in this chain will obviously depend on the order in 
which we take these limits. 

Usually we first let w ~ 0, corresponding to the 
curvature of the de Sitter space tending to zero, 
and we obtain the Lie algebra of the Poincare 
group. In the standard way/ we obtain faithful 
unitary representations of the Poincare group by 
considering the limit of a sequence of representations 
P.:' (We consider only the positive energy repre­
sentations throughout.) Substituting from (71) into 
the expressions (22) and (23) for IT and 0, we find 
the Poincare invariants P and W given by 

P = -lim (elIT), 
(73) 

W = lim (w2 0). 

For the representation P.:, we have from (59): 

P = lim (el(s(8 + 1) + q(q - 3»}, 
..... 0 (74) 

W = -lim (w2s(s + 1)(q - 1)(q - 2)}. 

With q, 8 always positive, we see that we never 
obtain the nonphysical representations of the 
Poincare group with P < O. The real, nonzero mass 
representations P, are obtained from a sequence of 
P.: of type (a) by taking q ~ <Xl such that wq ~ M, 
the mass of the representation, and with s remaining 
fixed and determining the spin of P" The zero mass 
representation 0

" 
with 28 an integer, occurs as a.n 

irreducible component of the contraction of P;III' 

Finally, we can obtain the classes O(:a:), O'(:a:) of 
mass zero representations by taking q ~ <Xl, S ~ <Xl 

such that wq ~ 0, wS ~ 0 while wqs ~ :a:. These 
limiting procedures definitely associate the class 
0., not the class O(')(:a:), with the zero mass limit 
of the class P" No other unitary irreducible rep­
resentations of G contract to P" The imaginary mass 
class is obtained by contracting irreducible repre­
sentations classified by Ehrman.7 We can also give 
explicitly the matrix elements of the Lie algebra 
of the Poincare group by contracting the matrix 
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elements of P.:(y).28 However, the basis for the 
contracted representation space turns out to be 
most unusual. It is given by the simultaneous eigen­
vectors of the two invariants P, Wand of the opera­
tors representing Po, Pa, Ja, and Wa, the third com­
ponent of the intrinsic angular momentum W". This 
undesirable basis arises because we have reduced 
V out with respect to subspaces invariant under 
transformations which leave the quadratic form 
x: + x~ - x~ - x~ invariant. Further contraction 
to the physical (ray) representations of the Galilei 
group, by taking C --t ($), is well known. 1 

Contracting in the reverse order by first taking 
C --t ($), we arrive at a transformation group of a 
curved space which stands in the same relation 
to the GaIiIei group as does the 3 + 2 de Sitter group 
to the Poincare group .. Because it differs from the 
Galileigroup only through the commutators [Po, p.] = 
i6/L.(i = 1, 2, 3), we call this nonrelativistic de 
Sitter group the oscillator group. It has many fea­
tures in common with the Galilei group, e.g., it 
possesses a one-dimensional infinity of equivalence 
classes of unitary ray representations. The rep­
resentations Pa: contract to these ray representations, 
provided we first renormalize the operator Po. The 
further contraction, w --t 0, to (ray) representations 
of the Galilei group is of the normal Inonu-Wigner 
type. 

ACKNOWLEDGMENTS 

The author wishes to thank Dr. J. Goldstone for 
his interest in this work and Unilever (N. Z.) Ltd. 
for the award of a scholarship. 

APPENDIX. UNITARY IRREDUCIBLE 
REPRESENTATIONS OF THE UNIVERSAL 

COVERING GROUP OF SO(2,1) 

It is well known that there exists a 1-1 correspond­
ence between these representations and algebraically 
irreducible representations of the Lie algebra in 
which every element of the algebra is represented by 
a skew-Hermitian operator.24 .27 fa[cf.(4)] is such an 
algebra and we use it to demonstrate some of the 
properties of these representations.24.27.28 

The multiplication table for fa. is 

[Ha, E±a] = ±E±3, [Ea, E-a] = 2Ha• (AI) 

Let u be a representation of fa of the above type and 
let Va be the representation space. In u, the Casimir 
operator takes a fixed real value. A basis for Va 

26 See S. Strom, Arkiv Fysik 30, 455 (1965), for similar 
results for the 4 + 1 de Sitter group. 

27 V. Bargmann, Ann. Math. 48, 568 (1947). 
18 A. O. Barut and C. FronsdaI, Proc. Roy. Soc. (London) 

A287, 532 (1965). 

is formed by the si!llultaneous eigenvectors IQ, X) of 
u(lIs) and u(Ha) 

u(lIa) IQ, X) = Q IQ, X), (A2) 

u(Ha) IQ, X) = X IQ, X). 

The irreducible representations u are specified by 
Q and the range of X. They fall into a continuous 
class and a discrete class. Within the continuous 
class there exist two distinct series, the principal 
series and the supplementary series. 

Continuous Class 

If X is an eigenvalue of u(Ha), then so is h + n 
for n integer; that is, the spectrum of u(Ha) 
is unbounded above and below. Each eigen-
value is nondegenerate. (A3) 

Q can take a continuous range of real values and 
is not determined by X, except that X determines 
the upper bound of Q for the supplementary 
series. (A4) 

Discrete Class 

It is composed of two inequivalent series u~ and 
UI, Q = -l(l + 1), l real and negative definite. The 
two series are distinguished by the ranges of X: 

u~; X + l = 0, 1,2, ... , 
(A5) 

u"i; X - l = 0, -I, -2, ... 

Thus the eigenvalues of u~(Ha) are bounded below 
and positive and reversely for u"i(Ha). 

By a choice of phase, we have 

u~(Ha) Il, X) = X Il, X), 

u~(iE±a) Il, X) = [(X =t= l)(X ± l ± I)]! Il, h ± 1), 

U~(1I3) Il, X) = -l(l + 1) Il, X). (A6) 

Remarks 

For u~ (respectively, u"i), - l = min X (respec-
tively, l = max X). (A7) 

The factors under the square root are (sep­
arately for u~, collectively for u"i) nonnegative, 
and we mean the positive root. Thus u~(Ea)t = 
-u~(E_a). (AS) 

u~ are square integrable in the sense of Barg­
mann27 for l ~ -to They occur in the direct 
integral reduction of the regular representation. 

(A9) 

There is a formal similarity of (A6) to the case 
in which H a, E±a arise from an irreducible rep-
resentation of the compact form. (AIO) 
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Structure of the Crossing Matrix for Arbitrary Internal 
Symmetry Groups. II. Matrices in SU (n) 
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It is shown that in SU(n) two distinct processes can give rise to identical crossing matrices in 
general. In SU(2) a~d SU(3),. how,ever, the c~ossing matrix corresponds to a unique scattering process, 
and thus the dynaIDlcal equatlons m the eiastlC channel are sufficient to discriminate between different 
proc~sses. Some SU(n) crossing matrices, which generalize the work of Cook, Muturza, and Rashid, 
are glven. 

1. INTRODUCTION 

IN the. last few !ears the fu.ndamental role of the 
crossmg matrIX, as the mtermediary through 

which properties of the internal symmetry group 
of elementary particles affect dynamical calculations, 
has been recognized more fullyl-a and attention has 
shifted from utilitarian calculations of numerical 
values of specific crossing matrices to the study of 
more general features of their structure.4

-
7 Recently 

Cook, Muturza, and Rashid6 and Mani, Mohan, 
Pande, and Singh7 have obtained several crossing 
matrices for elastic scattering of particles trans­
forming under totally symmetric, totally antisym­
metric, or regular representations of SU(n), and 
their results have a somewhat surprising simplicity. 
The existence of these calculations in SU(n) prompts 
the question: is there any distinguishing feature of 
the results for n = 2, 3 which might give some clue 
as to why SU(2) and SU(3) appear to be the 
symmetry groups favored in nature? In this paper 
it is shown by an explicit calculation that in SU(n) 
for n > 3, two different scattering processes may 
have exactly the same crossing matrix; and hence 
share the same Low equation. Explicitly the elastic 
scattering of a particle transforming as a representa­
tion described by the Young diagram [1 h] (Le., h 
boxes in a vertical line) off a particle transforming as 
a totally symmetric representation with k boxes in 
a line [k], is found to give the same crossing matrix 
as that of a quark scattering off a representation 
described by a Young diagram consisting of a 

1 J. Rotheitner, Z. Physik 177, 287 (1964). 
I A. W. Martin and W. D. McGlinn, Phys. Rev. 136, 

B1515 (1964). 
8 D. B. Fairlie, Nuovo Cimento 43, 859 (1966). 
4 D. B. Fairlie, J. Math. Phys. 7, 811 (1966). 
5 D. E. Neville, Phys. Rev. 132, 844 (1963). 
e C. L. Cook, G. Muturza, and M. A. Rashid, Nuovo 

Cimento 41, 122 (1966). 
7 H. S. Mani, G. Mohan, L. K. Pande, and V. Singh, Ann. 

Phys. (N. Y.) 36, 285 (1966). 

rectangle of length k boxes, height h boxes in SU(n). 
In SU(2) and SU(3) these two processes are iden­
tical. In these groups alone, therefore, the Low equa­
tions are sufficient to determine the process uniquely. 
(The internal symmetries considered here exclude 
spin, which couples directly to the angular mo­
mentum.) 

In the remainder of this paper some calculations 
are presented which generalize the crossing matrix 
for [3] off [3] in SU(n) given by Cook, Muturza, 
and Rashid.6 Matrices are given for the elastic 
scattering of a representation of width r(r = 1, 2, 3) 
boxes, height h off a completely symmetric rep­
resentation [k]. These matrices possess remarkable 
symmetry properties, and show much more clearly 
than before the pattern of these calculations with 
increasing r. Finally a method of obtaining the 
crossing matrix to the inelastic t channel for these 
processes is given. 

2. CROSSING MATRIX PROPERTmS 

In the case of elastic processes with only two 
amplitudes, the crossing matrix is completely de­
termined by the dimensions of the irreducible rep­
resentations in the direct channel N;, say, and the 
crossed channeIM;, say.3 Then the crossing matrix is 

1 [MI - pN;lM2 + PN;l] (1) 

MI + M2 MI + pN;IM2 _ pN;1 

with / = M 1M 2N 1N 2 • 

In the scattering 

[IA] + [k] ~ [IA] + [k] (2) 

the irreducible representations occurring in the S 
channel are [k + 1, 1 h-I] and [k, I h], while in the 
U channel they are [k + 1, 1 ,,-h-l] and [k, 1"-A] , 
respectively. The crossing matrix for the process 
18 given in Table I, while the dimensionalities of 

185 
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TABLE 1. [P] + [k] -> [1'] + [k]. 

n-h k· 
[k+l,Ih-l] 

n+k-h n+k-h 

n+k -h 
[k,Ih] '---

n+k-h n+k-h 

the irreducible representations are listed in Table IV. 
Similarly, the irreducible representations in the S 
channel for the process 

a two parameter crossing matrix. It turns out that 
if k is an integral multiple of n, the solution for the 
8 matrix elements takes the form of rational frac­
tions of two polynomials in a single function, ana­
lytic in the cut energy plane. Putting the parameters 
from the crossing matrix into Eq. (17) of Ref. 3 
it is found that for the more general process (3) with 
arbitrary k the criterion for a solution of the above 
type is unaltered, i.e., does not depend upon k. 

3. SPECIFIC SU(n) CROSSING MATRICES 

Crossing matrices for processes 

(3) and 

are [k + 1, k"-l] and [k\ 1], respectively, while 
the U channel representations are [(k + 1)\ l',-h-l] 
and W-t, k - 1]. The dimensionalities are given 
in Table IV, and the crossing matrix turns out to 
be identical with that for process (2). This circum­
stance serves to distinguish the cases when n = 2 
and n = 3, from that of general n, for in SU(2) 
~he only nontrivial value of h permitted is 1, and 
ill SU(3), h can be 1 or 2, but W] is the conjugate 
representation to (k]. In both cases processes (2) 
and (3) are identical, and are the crossed channel 
processes for 

[1] + [k] ~ [1] + [k], (4) 

where in (2) the quark has been crossed, and in (3) 
the representation [k] is the one transferred. 

Since the crossing matrix, and not the particle 
multiplicities enters into Low equations for scat­
tering, nothing distinguishes the scattering of the 
generally different processes (2) and (3) in this ap­
proximation. This is a theoretical objection, though 
obviously not a crucial one, to the application of 
special unitary groups with n > 3, such as SU(4), 
favored by many authorss .9

, to the internal sym­
metry structure of elementary particles. Of course, 
one must emphasize here that spin is not regarded 
as an internal symmetry in this context. It is easy 
to conjecture an obvious generalization of the above 
example by considering the scattering of two rep­
resentat~ons with rectangular Young diagrams, again 
the pOSSIble processes are equivalent when n ::; 3. 

The writer has obtained the solution of the Low 
equation3 for process (3) in the case h = 1, using 

8 I. S. Gerstein and M. L. Whippman, Phys Rev 134 
B1123 (1964). . . , 

9 P. Tarjanne a~d V. Teplit!', Phys. Rev. Letters 11, 447 
(1963); J. P. Antome, D. SpeJ.Ser, and R. J. Oakes Phys 
Rev. 141, 1542 (1966). ' . 

(6) 

are given in Tables II and III. They are constructed 
by combining the matrix for [3] + [3] given by 
Cook and Muturza6 with the matrices for (5) and 
(6) for the case n = 2, h = 1, k arbitrary, which 
are obtainable from tables of Racah coefficients, 10 

since the isotopic spin matrices are simply related 
to Racah coefficients for SU(2). 

The generalization to arbitrary h is achieved by 
requiring that the matrix for process (5) with k = 1 
is identical with that for process (3) with k = 2, 
and by insisting that the matrices satisfy the fol­
lowing necessary requirements4

•
6

: 

L C;; = 1, (7) 
; 

Cj;l = (NJMj)C;j (all i, i), (8) 

C-;/(h) = C;j(n - h). (9) 

Equation (10) follows from the observation1
•
4

•
11 that 

any matrix C may be written as 

(10) 

where N; and M j are the dimensionalities of the 
irreducible representations in the direct and crossed 
channels, respectively, and 0 0 is an orthogonal 
matrix. In Eq. (11) C;j(h) stands for the matrix 
for processes (2), (5), (6) while Cij(n - h) stands 
for the same processes with h replaced by n - h. 
But [3n

] and [3 n
-

h
] are conjugate representations, 

hence (11) follows. These requirements are all met, 
and the equivalence of matrix IV with k = 2 with 
that of III with k = 3 gives another example of 

10 L. C. Biedenharn, J. M. Blatt, and M. E. Rose, Rev. 
Mod. Phys. 24, 249 (1952). 

11 L. L. Foldy and R. F. Peierls, Phys. Rev. 130, 1585 
(1963). 
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TABLE II. [2h] + [k] -+ [2h] + [k). 

[k + 2,2"-h-l] [k + 1,2"-H,l] [k,2"-h] 

(n-h) (n-h+l) 2k(n-h) k(k-l) 

(n+k-h) (n+k-h+l) (n+k-h+l) (n+k-h-l) (n+k-h) (nH-h-l) 

(n-h+l) (n+k+l) k(k+n)-(h+l) (n-h+l) (h+l) (k-l) 

(n+k-h) (n+k-h+l) (n+k-h+l) (n+k-h-l) (n+k-h) (n+k-h-l) 

(n+kH) (n+k) -2h(n+k) h(h+l) 

(n+k-h) (n+k-hH) (n+k-h+l) (n+k-h-l) (n+k-h) (n+k-h-l) 

the general conjecture of the equivalence of crossing 
matrices for the processes 

order of the matrix is denoted by N, they all satisfy 
the properties 

[kh] + [k'h'] ---t [kh] + [k,n,], (11) Cm_;(n, k, h) = Ci;[n, -en - h), (n + k)], (13) 

[k,h] + W'] ---t [k'h) + [kn,]. (12) 
CN-i.;(n, k, h) = C,;(n, -h, -k). 

These relations were obtained empirically. 

(14) 

In this example k' = 3, h' = 1, k = 2. 
In these matrices the pattern of dependence of 

the elements on n, k, and h for more general processes 
begins to be apparent. The matrices I, II, and III 
satisfy some curious symmetry properties. If the 

4. CROSSING MATRICES CONNECTING THE 
INELASTIC CHANNEL 

[k+3,3h-l] 

[k +2,3h-l,1] 

[k+l,3h- 1,2] 

[k + 1,3n- 1,2] 

[k,3h] 

So far the matrices given relate the two elastic 
channels, say the S and the U channels in an elastic 

TABLE III. [3n] + [k] -+ [3h] + [k]. 

(n-h)(n-h+l)(n-h+2) 

(n+k-h)(n+k-h+l)(n+k-h+2) 

(n-h+l)(n-h+2)(n+k+2) 

(n+k-h)(n+k-h+l)(n+k-h+2) 

(n-h+2)(n+k+2)(n+k+l) 

(n+k-h)(n+k-h+l)(n+k-h+2) 

(n+k)(n+k+l)(n+k+2) 

(n+k-h)(n+k-h+l)(n+k-h+2) 

[k+l,3n -h-l,2] 

3k(k-l)(n-h) 

(n+k-h+l)(n+k-h)(n+k-h-2) 

-(k-l)[2(h+2)(n-hH)-k(k+n)] 

(n+k-h+l)(n+k-h)(n+k-h-2) 

-(h+l)[2(k-2)(n+k+l)-h(n-h)] 

(n+h-k+l)(n+k-h)(n+k-h-2) 

3h(h+l)(n+k) 

(n+h-k+l)(n+k-h)(n+k-h-2) 

3k(n-h)(n-h+l) 

(n+k-h-l)(n+k-h)(n+k-h+2) 

(n-h+l)[2k(k+n+l)-(h+2)(n-h+2)] 

(n+k-h-l)(n+k-h)(n+k-h+2) 

(n+k+l)[(k-2)(n+k-2)-2h(n-h+l)] 

(n+k-h-l)(n+k-h)(n+k-h+2) 

-3h(n+k)(n+kH) 

(n+k-h-l)(n+k-h)(n+k-h+2) 

[k,3n- h] 

k(k-l)(k-2) 

(n+k-h)(n+k-h-l)(n+k-h-2) 

-(h+2)(k-l)(k-2) 

(n+k-h)(n+k-h-l)(n+k-h-2) 

(h+2)(h+l)(k-2) 

(n+k-h)(n+k-h-l)(n+k-h-2) 

h(h+l)(h+2) 

(n+k-h)(n+k-h-l)(n+k-h-2) 
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scattering process. However,· the crossing matrices 
for the T to the S channel C", and C'" are related 
to the elastic crossing matrix C .. • by the following 
considerations, which hold also in the case where 
all channels are inelastic. Defining the T channel for 
the process a + b -7 C + d as 

a+c-7d+b 

cross to the S channel 

(15) 

(16) 

thence back to the T channel 

b + d -7 a + c. (18) 

Since the only difference between processes (15) and 
(18) is that (18) is obtained from (15) by con­
jugating the particles in (15) the S-matrix elements 
for the two processes differ only by real phase 
factors; hence 

(19) 
a + b -7C + d, 

thence to the U channel 

a + a -7C + b, 

where D is a diagonal matrix with diagonal ele­
ments ± 1. This property was mentioned briefly in 

(17) Ref. 4, and is the equivalent for crossing matrices 
of the well known Racah sum rule. 10 Since the 

TABLE IV. Dimensions of irreducible representations 
occurring for the frocesses [Ih]+[k]-.[Ih]+[k] 

and [1 + [kh]-.[I] +[kh]. 

Representation Dimensionality 

(n+k)h 
[k+l,Ih-l] ---p 

h+k 

(n-h)k 
[k,I"] ---p 

h+k 

[k+l,I,,-h-l] 
(n+k) (n-h) 

n+k-h 

kh 
[k,l"-h] ---p 

n+k-h 

[k+l,kh-l] 
(n+k)h 
---p 

h+k 

[kh,l] 
(n-h)k 
---IT 

h+k 

[(k+l)h,l,,-h-l] 
(n+k) (n-h) 

[kh,k-l] 

(n+k-l)! 
withp = ---­

(n-h)!k!h! 

n+k-h 

kh 
---IT 

n+k-h 

h (n+k-r)!(r-l)! 
and IT = II -----­

r-l (n-r)!(h+k-r)! 

p 

IT 

crossing matrix may be written in the form 

C:~ = N~l(8)0:;Ni(u'), (20) 

where Ni(s) are the dimensionalities of the irre­
ducible representations occurring in the S channel, 
and O~ is an orthogonal matrix which is known 
to be symmetric in the case where C'" connects two 
elastic channels/,ll Eq. (19) gives 

0'0'0" = D. (21) 

Also the eigenvalues of 0' are the nonzero elements 
of D.' Hence (21) has a solution 0" = 0', and is 
the orthogonal matrix which diagonalizes the sym­
metric matric matrix 0'. Thus the matrices C" and 
C'" are determined in terms of (20) by the matrix 
C'" through (21). Applying this result to the proc­
esses (1) and (2) and using the property that the 
irreducible representations occurring in the t channel 
for both processes are the scalar (associated with 
element +1 of D) and the regular representation 
N(t) = n2 

- 1 (associated with element -1 of D), 
the C" matrices are completely determined. In the 
notation of Table IV the inelastic crossing matrices 
for the two processes are related by a multiplicative 
factor as 

C', (process 1) = (plaiC" (process 2). (22) 

Thus the inelastic crossing matrices for the two 
processes are proportional and the T-channel forces 
have a greater strength in one case than the other. 
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A pro.cedu.re is given which enables one to construct all the type N Robinson-Trautman solutions 
and an mfimte class of type III solutions. Some approximate solutions consistent with the Bondi­
SaclJ:; radiation conditions for bounded source fields, are also given. These approximate solutions 
obt8.1ned by perturbing the Schwarzschild solution, are Schwarzschild in the asymptotic future. It ~ 
also shown that there exists an infinity of exact solutions which are Schwarzschild in the asymptotic 
future. 

I. INTRODUCTION 

T HE solutions of the Einstein field equations for 
empty space given by Robinson and Trautman! 

are characterized by the fact that they admit a 
congruence of null rays which is geodesic, shear­
free, hypersurface-orthogonal, and diverging. These 
solutions are also easily obtained by using the spin 
coefficient formalism2 as was shown in a paper3 on 
empty space metrics containing hypersurface-or­
thogonal geodesic rays. This paper together with 
a paper4 on the behavior of asymptotically flat 
empty spaces are the starting point for the present 
one; the notation of these papers is used throughout 
with the exception that lower case Greek indices 
now take the values 0, 1,2,3 and Latin indices 2,3. 

In Sec. II we set out the equations to be solved 
in spin coefficient formalism, and give some of the 
known solutions. An algorithm is given which en­
ables one to construct all the null RT solutions and 
an infinite class of type III solutions. These two 
classes of solutions are generated from two special 
solutions, one corresponding to flat space, the other 
to a type III solution given in RT. 

In Sec. III we give some approximate RT solu­
tions which can be regarded as small perturbations 
of the Schwarzschild solution subject to the shear­
free condition of Robinson and Trautman. By using 

* The research reported in this document has been spon­
sored by the Aerospace Research Laboratories under Contract 
AF 61(052)-457 through the U. S. Air Force European Office 
of Aerospace Research (OAR). 

t In receipt of a grant from the Science Research Council 
of Great Britain. 

t Present address: University of Sussex, Birghton, Eng­
land. 

I I. Robinson and A. Trautman, Proc. Roy. Soc. (London) 
A265, 463 (1962), subsequently referred to as RT. 

2 E. T. Newman and R. Penrose J. Math. Phys. 3, 566 
(1962). 

a E. T. Newman and L. A. Tamburino, J. Math. Phys. 3, 
902 (1962). 

4 E. T. Newman and T. W. J. Unti, J. Math. Phys. 3, 891 
(1962), subsequently referred to as NU. 

a coordinate transformation developed in NU, it is 
shown that these approximate solutions satisfy the 
boundary conditions suggested by Bondis and SachsG 

as suitable for defining gravitational radiation from 
bounded sources, but there are technical difficulties 
involved in solving the field equations and in trans­
forming to Bondi-8achs coordinates which force us 
to consider approximate solutions only. 

n. EXACT SOLUTIONS 

We consider a space-time in which, by hypothesis, 
there exists a family of null hypersurfaces containing 
shear-free null geodesics; these are used to construct 
a coordinate system as described in RT. This coor­
dinate system is also used in NU (where the shear­
free condition is relaxed) together with a null tetrad 
system, and the Newman-Penrose equations for 
empty space then take a simpler form. The coor­
dinate u = X

O labels the hypersurfaces, r = Xl is 
an affine parameter along the null geodesics lying 
in the hypersurfaces, and the coordinates x· (i = 2,3) 
pick out a particular null geodesic in a hypersurface 
u = const. 

In this coordinate system the radial equations 
have been solved explicitly3; the notation employed 
here for the functions independent of r introduced 
by this integration (0/ etc.) agrees with that of NU. 
The nonradial equations yield relations between 
these functions, and one is eventually led to the 
metric3 

g" = a_Ir + ao + air-I, 

gli = 0, 

gii = _2p2 8iir- 2 , 

(1) 

& H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, 
Proc. Roy. Soc. (London) A269, 21 (1962). 

• R. K. Sachs, Proc. Roy. Soc. (London) A270, 103 (1962). 
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where 

a-I = -4l = 2(log P).o, 

ao = 2Uo = -2p2VV log P, 

wd P and 'lF~ (real functions of u, x'r satisfy 

V'lF~ = 0, 

'lF20. 0 - :NrWog P).o 

(2) 

+ p2VV(P2VV log P) = 0. (3) 

In the above .0 denotes differentiation with respect 
to u, and V = ajax2 + iajax3

• Introducing the 
complex coordinate.l =:£2 + ix3 (so that V = 2ajaf), 
we may write the remaining coordinate freedom as 

u' = ')'(u), r' = rj-y, (4) 

.I' = f(.I), which induces P'2 = (ajja.l) (a]/af)p2. 
(5) 

Equation (4) is a relabeling of hypersurfaces, and 
(5) a relabeling of geodesics within the hypersurfaces. 

The 2-spaces V2(u, r): u = const, r = const, 
have line elements r2dl2

, where dl2 is the line element 
of a 2-space ~, given by 

V~: dl2 = IP-2[(dx2
)2 + (dX3)2] = !P-2 dt df; (6) 

the Gaussian curvature of a 2-space with metric 
(6) is 

K = 2p2VV log P, 

so that (3) may be written 

(7) 

'lFzo,o - :Nrg(Iog P).o + !p2VVK = 0. (8) 

There are now two cases to consider: (a) 'lF~ = 0, 
giving I!olutions of type III, N or flat. 

Equation (2) is satisfied, and (3) reduces to 
VV K = 0. The condition that these solutions be 
type N (possibly fiat) is VK = VK = 0, implying 
K = K (u) a function of u alone. In any region 
where K is positive or negative it can be reduced 
to +1 or -1, respectively, by a coordinate trans­
formation (4) with -y(u) = (±K)i. This can be seen 
from the transformation under (4) of g", whose 
second term is ao = -K. 

In order to obtain all the null solutions we require 
the most general solution of 

K = -1,0,1. (9) 

7 The p and m of RT are here denoted v'2P and -'lr20, 

respectively. 

Since each of the spaces vg now has constant curva­
ture, a particular solution of (9) is P = 2-1(1 + lK.lf). 
Although this solution yields flat space, it may 
nevertheless be used to generate the most general 
solution of (9). This is achieved by defining a new 
coordinate .I' and a new function P'(.\', u) by 

,\' = .\'(,\, u), (10) 
p,2 = (a.l'ja.l)(afjaf)p2. 

For each value of u this represents a coordinate 
transformation of vg, under which (9) remains in­
variant, but it is not a coordinate transformation 
of the four-dimensional space. 

This method of constructing null solutions also 
gives flat-space solutions; for example the choice 

.I' = [a(u).l + b(u)]j[c(u),\ + d(u)], 

ad - be = 1 (11) 

in (10) yields a fiat-space metric based on a family 
of null cones whose vertices lie on an arbitrary 
spacelike, null or timelike curve, given by K = 
-1, 0, + 1, respectively. These solutions are gen­
eralizations of some flat-space solutions8 given 
previously. 

A particular type III solution given in RT is 

P = (.I + f)f, (12) 
K = -12(.1 + D. 

From this particular solution one can generate an 
infinite class of type III solutions by defining a new 
coordinate .I' and a new function P' by Eq. (10). 
This does not lead to all the type III solutions, 
as the expression for K in (12) is not the most 
general solution of VVK = 0, VK .,e 0. 

(b) 'lFg ~ 0, giving solutions of type II or D. 

From (2), 'lF~ is a function of u only, therefore 
by a coordinate transformation (4) it may be made 
equal to _1.9 The remaining equation to be solved 
is (3), which now takes the form 

3P.o + p 3VV(p2VV log P) = 0. (13) 

Various solutions of this equation are given in RT, 
but they cannot be used to generate new solutions 
because (13) is not invariant under the substitu­
tion (10). 

8 E. T. Newman and T. W. J. Unti, J. Math. Phys. 4, 1467 
(1963). 

9 In Ref. 3 it is made equal to +1, but here the minus 
sign is more convenient. 
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The Schwarzschild solution (with mass K-J) is 
given by 

K = 2p2VV log P = const > 0, 

P = (1/V2)(1 + tK~t). 
(14) 

For the next section it is convenient to introduce 
a new coordinate ~' = V + Up defined by 

(15) 

then from Eq. (5) 

P' = (1/V2)K! cosh V. (16) 

The transformation to the usual null polar coordinate 
system is then 

r' = ~!r, tanh V = cos O. (17) 

m. APPROXIMATE SOLUTIONS 

Using the coordinates V, cp defined above, the 
line element (6) of V~ for the Schwarzschild metric 
in the form (16) is 

dl 2 = K- 1 sech2 V(dV2 + dcp2) , (18) 

and on putting tanh V = cos 0 this becomes 

(19) 

which is the metric of a sphere of radius A = K-!. 
The approximate solutions to be presented here 

are obtained by considering 2-spaces V~ which are 
only approximately spherical, and neglecting the 
square of a small parameter which measures their 
deviation from spherical form. They can thus be 
regarded as perturbations of the Schwarzschild solu­
tion subject to the RT shear-free condition. More 
precisely we consider the surfaces formed by re­
volving the curve, given in polar coordinates (R, 0) 
by 

R = A[1 + ~Pn(COS 0)], (20) 

about the polar axis, where ~ is a small quantity 
whose square can be neglected. One could, of course, 
take a more complicated surface given by a linear 
combination of spherical harmonics, but without 
any significant loss of generality we confine our­
selves to the simple axially symmetric surface rep­
resented by Eq. (20) so as to avoid cumbersome 
expressions later. The cases n = 0 and n = 1 both 
represent spheres, that in the latter case having its 
center displaced a distance A ~ along the axis of 
revolution, and so to achieve nontrivial results we 
take n ~ 2. 

The line element (6) for the surface given by 
(20) is 

dl2 = A2[1 + 2~n] sech2 V(dV2 + dq/) , (21) 

where p .. = p .. (cos 0) = p .. (tanh V) = Pn(/-I) say, 
so the function P is 

P = A -12-t(1 - ~ .. ) cosh V. (22) 

Substitution in Eq. (13) shows that this is an ap­
proximate RT solution if 

(23) 

where Eo is the value of ~ on the hypersurface u = O. 
As u --? 00, ~ --? 0 and the 2-spaces tend to spheres. 
The approximation is not valid when carried in­
definitely into the past, but this difficulty can be 
avoided by relaxing the shear-free condition prior 
to u = 0 say, and taking ~ to be given on u = 0 
as a small quantity; then Eq. (23) shows that at 
later times E is still small and the approximation 
is valid. 

The metric (1) now has the form 

(/1 = 1, 

gll = a-1r + ao + aIr-I, 

gii = _2p2 (jiir-2, 

where 

a-I = 4[ n ; 2 JA -4~Pn' 

Ao = -A -2[1 + e(n + 2)(n - I)Pn ], 

P = A -12-1(1 - ~n) cosh V. 

(24) 

We wish to interpret this solution as representing 
radiation from a bounded source, and to do this 
we must transform to a coordinate system in which 
it is apparent that the boundary conditions sug­
gested by Bondi5 and Sachs6 are satisfied. The first 
task is the removal of the term a-I in the metric (24), 
which is accomplished by using a coordinate trans­
formation developed in NU. 4 In general this trans­
formation is given by infinite series in r-t, of which 
only the first few terms are readily calculated, and 
the transformed metic is not expressible in closed 
form. However, in our case the term to be trans­
formed away is of first order in ~, and so an in­
finitesimal coordinate transformation is sufficient. 
Quoting from NU, Sec. IV, we see that it is of the 
form x'" = xl' + ~"(x') where in the axially sym-
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metric case which we are considering the infinites­
imal quantities are given by 

and satisfy 

rO = rOO(u, V), 

rl = - roo.or + rOI(u, V), 

r2 = r02(V) - 2p2r- IrOo.2' 

r3 = 0, 

r02.2 = r 02
.3 = 0, 

rOI = p 2rOo.22' 

Considering the effect on gIl, we have 

rOo = ~ [n ; 2fIA
\p", 

(25) 

(26) 

and taking r02 = 0, this gives the transformation 

r
O = ~ [n; 2rIA4~", 

rl = EP"r - [6/(n - 1)(n + 2)]A2EP .. , 

r2 = _! [n + 2] -IA2E dP"r-l, 
2 4 dp. 

(27) 

r3 = 0, where p. = tanh V. 

The transformation (25) is similar to an infini­
tesimal Bondi-Metzner transformation,5 but is more 
general as rOo is a function of u as well as of V. Taking 
r02 = 0 is analogous to using a supertranslation 
rather than a general BM transformation. 

The transformed metric has components 

where 

0'0' O'i' g = g = 0, 

l'l' = 1, 

gl'l' = a'o + a'lr,-l + a'2r,-2, 
gl'2' = b,22r,-2 + b,23r,-a, 

gl'a' = 0, 

g"i' = _2P,2 aiir,-2 + d';iar,-a, 

a'o = _A-2, 

a'l = 2 + 6E'P'", 

a'2 = -12 A 2 ,P' 
(n - 1)(n + 2) E n, 

(28) 

b,2 _ [n + 2]-IA2 , dP' n 
a - Ed' , 

4 p. 

2p,2 = A -2 cosh2 V', 

d,23a = 0, 

d,22a = _d,33
3 

= ~ [n ; 2] -IE'P,2" cosh2 V', 

and here 

p.' = tanh V' = cos (J'. 

Finally by a transformation to new coordinates 
u, r, V [not to be confused with the original coor­
dinates used in (24)] 

u = A-Iu', r = Ar', 

V = V', cp = cp', 
and putting A a = mo, one obtains the metric 

lO II = 0, 

where 

II 1, 

gIl = ao + alr- l + a2r- 2
, 

gl2 = b~r-2 + b~r-3, 
gl3 = 0, 

gii = _2p2 a,ir- 2 + d;ir-a, 

au = -1, 

a2 = [-12/(n - 1)(n + 2)]m~EP", 

b2 6 dP" 
2 = n(n + 1) moE a;; , 

b2 _ [n + 2]-1 2 dP" 
3- moE

d
, 

4 p. 

d22 _ _ d33 = ! [n + 2] -1 _D2 osh2 V 
3 - 3 2 moEr" c , 

4 

and here 

r rn + 2] -1 ] 
E = Eo exp l-2l 4 mo u , 

P" = PnCtanh V) = P,,(cos (J) = P,,(p,). 

(29) 

(30) 
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The offensive term a_I has now been removed 
(at the expense of introducing shear into the coor­
dinate hypersurfaces), and as r ~ co the 2 X 2 
metric associated with the surfaces of constant u 
and r tends to 

dl2 = jP- 2(dV2 + dcf/) 

= sech2 V(dV 2 + dcf/) = dfl + sin2 
() dcf/, 

which is that of a sphere. Thus apart from using an 
affine parameter r instead of a luminosity distance 
we have made a transformation (of the region u > 0) 
to Bondi-8achs coordinates, and the approximate 
solution is now clearly seen to represent radiation 
from a bounded source. 

Making use of Eqs. (32) and (25a)-(25d) of NU 
we can pick out from the metric (30) the following 
leading terms of the spin coefficients and tetrad 
components of the curvature tensor: 

° _ .! [n + 2J-l EP2 
U - 4 mo n, 

4 
(31a) 

Wo = - [3 v2/n(n + l)]moEP~, (31b) 

it~ = 0, 

it~ = - [en - l)(n + 2)/2v2]EP~, 

it~ = _[n; 2rlm;;-lep!. 

(31c) 

(3Id) 

(31 e) 

(3lf) 

(31g) 

(31h) 

These are of course correct to first order only in e. 
In Eq. (31a) Uo is Bondi's news function, and 

corresponds to 2n-pole radiation. Ai3 n ~ 2 quad­
rupole is the lowest pole radiation which occurs, 
as was to be expected. 

The mass of the system at any time u as defined 
by Janis and Newmanlo is 

m(u) = -~ LI (it~ + ~~)Po(tL) dtL = mo· 

The mass mB(u) as defined by Bondi differs from 
m(u) by terms quadratic in uO, and so when l is 
ignored mB(u) = m(u), and neither mass ci).anges to 
first order in E. The change in either mass depends 
only on terms quadratic in 0"0,11 and so both iJm/au 

lOA. 1. Janis and E. T. Newman, J. Math. Phys. 6, 902 
(1965). 

11 E. T. Newman and T. W. J. Unti, J. Math. Phys. 6, 1806 
(1965). 

and amB/aU can in fact be calculated. Quoting from 
Newman and Unti,l1 

am 1 ]1 lauol
2 1]1 a

2 ° ° - = - - - dtL + - -2 (u q ) dtL 
au 2 -I au 4 -1 au 

_ 1 (n + 2)! 2 

- 4(2n + 1) (n - 2)! E , 

which is a positive quantity, while 

amB __ .!]1 lauOl
2 

dtL 
au - 2 -1 au 

1 (n + 2)! 2 

4(2n + 1) (n - 2)! E , 

which is of necessity a negative quantity. The dif­
ference in sign of the two rates of change of mass 
occurs whenever the news function depends ex­
ponentially on u, but it is not really significant as 
the system does not start from a static configuration. 
I t is only in the static case that the mass of the 
system can be positively identified, and then 
m(u) = mB(u); in a system which has an initial 
static configuration and a final static configuration, 
but is active in between, both definitions give the 
same net mass loss. 

We end this section with a few remarks about 
the solution of the propagation equation (13), which 
may be written 

6P,o + P 3T/\l'VK = 0, 

where K is the Gaussian curvature of V~, 

K = 2p2VV log P. 

(32) 

Suppose P(u, .I, f) is given by a Taylor series 
in u, i.e., 

(33) 

where the suffix zero indicates that the function is 
evaluated at u = 0, and a dot denotes differentiation 
with respect to u. If Po is given (Le., if a 2-surface 
V~ is given at u = 0) then P(u) is determined 
uniquely at other times u by Eq. (32). For 

Po = -tpgVVKa = MPa) , 

Po = -tP~oVVKa - tP~VVKo 

= g2(PO, Po) = MPa), 

and in general 
(n) (n-I) 

Po = gn(PO, ... ,Po) = fn(Po). 

As a trivial example one could take 

Po = (1/v2)(1 + ia-2 .1f), 
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corresponding to a sphere of radius a. Then Ko = 
a-2 = const, Po = Po = ... = 0, and the 2-surfaces 
V~ remain spherical. By taking more complicated 
initial surfaces and neglecting higher powers of u 
one can in this way obtain approximate RT solutions 
valid for small u. 

Alternatively one can ask for solutions which take 
a prescribed form in the infinite future. Putting 
w = u-t, Eq. (32) becomes 

6w2P' - P 3VVK = 0, (34) 

and analogous to (33) 

where a prime denotes differentiation with respect 
to w. Repeated differentiation of (34) yields 

and in general 

VVKo = 0, 

VVK~ = 0, 

VVK~' = 12P~3p~, 

JOURNAL OF MATHEMATICAL PHYSICS 

(36a) 

(36b) 

(36c) 

VVK~") = f(P6,,-I), P6n
-

2
) , ••• ,Po). (36d) 

Equation (36a) puts a restriction on the Gaussian 
curvature of the 2-surfaces which can be prescribed 
in the infinite future. Even if a function Po com­
patible with (36a) is given, pew) is not uniquely 
determined. Equation (36b) is a differential equa­
tion for P' 0, and its solution involves arbitrary 
functions; P' 0 can then be substituted in (36c) to 
give a differential equation for P" 0, and again ar­
bitrary functions are introduced by the integration, 
and so on, arbitrary functions being introduced as 
each p~n) is determined. 

A possible form for Po which is compatible with 
(36a) is that corresponding to a sphere. Thus we 
infer that there is an infinite number of RT solutions 
which are Schwarzschild in the asymptotic future. 
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The relation between the augmented and the standard vacuum amplitudes is derived (for a 
finite-valued amplitude for the point fermion-antifermion loop) by diagrammatic methods. This 
relation is shown to consist of a mass renormalization, whereby the point fermion-antifermion loop 
is absorbed into the fermion propagator, plus some additional factors, and the analytical properties 
of the amplitudes are greatly modified. The effects of the renormalization are the increase of the 
density of zeros, the increase of the exponential order in the variable z, and the change of the singulari­
ties in '7 from simple poles to essential singularities. The significance of these for massless fermions or 
bosons is briefly discussed. 

I. INTRODUCTION 

I N three earlier papers l
-

3 (denoted hereafter by 
CT, AP, and EO, respectively), an investigation 

of the analytic properties of coupling constant ex­
pansions in Regularized Field Theories (RFT) was 
initiated. The field theories studied in those articles 
were restricted by two major "finitizing" conditions 
(i.e., conditions imposed to make the amplitudes 

* Present Address: U. S. Naval Ordnance Laboratory, 
Silver Spring, Maryland. 

1 W. M. Frank, Ann. Phys. (N. Y.) 29, 175 (1964). 
J W. M. Frank, Ann. Phys. (N. Y.) 29,217 (1964). 
a W. M. Frank, Ann. Phys. (N. Y.) 30, 328 (1964). 

of all diagrams finite numbers); restriction to a 
finite four-dimensional periodicity volume V (in the 
Euclidean metric), 4 and regularization of the boson 
and fermion propagators. 6 While we presently con-

, In an alternative approach to the "existence of solutions" 
problem in quantum field theory by K. Symanzik the analy­
sis proceeds from the same formulation, an Euclidean metricl a finite foUr-dimensional periodicity volume, and regularize<1 
propagators. The relation between field theory in the Lorentz 
and Euclidean metrics is presented there in terms of the 
Wightman function formalism. See K. Symanzik, "A Model 
of Euclidean Quantum Theory," NYU Report IMM-NYU327, 
June 1964. 

6 Details of the regularization are discussed in CT, Sec. 
lIB, and briefly in Sec. II of this paper. 
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sider only the vacuum-to-vacuum amplitude; these 
results are crucial to the study of the physical 
amplitudes. For simplicity, only spinless fermions 
are considered; however, all results are essentially 
applied to fermions with spin. 

This investigation is being carried out in anticipa­
tion of eventual consideration of the physical limit; 
the limit as the regularized series approaches the 
renormalized series (to be known as the "renormali­
zation limit"), and the limit as V -+ 00. In this 
paper and in a paper to follow, the first step of the 
renormalization limit will be studied in the form 
of renormalizing the augmented6 (blind) S matrix 
by including the point fermion-antifermion loop in 
the nonaugmented6 S matrix via a mass renormal­
ization of the fermion propagator. The case of a 
finite point-loop amplitude is studied in this paper, 
while the circumstance of an infinite point-loop 
amplitude is investigated in a subsequent paper. 
From the physical point of view, this renormalization 
is really a "straw man" in that the point fermion­
antifermion loop is not part of the physical am­
plitude, but was invented for mathematical con­
venience. Mathematically, however, this simple re­
normalization is extremely illuminating. A brief 
review of definitions and earlier results is presented 
in Sec. II. The Point-Loop Renormalization Rela­
tion (PLRR) is derived by diagrammatic methods 
in Sec. III. In Sec. IV, the structure and some 
interesting consequences of the PLRR are derived. 
The results are discussed in Sec. V. In the sub­
sequent article, convergence of the nonaugmented 
S matrix is demonstrated for the case that the 
point loop is infinite provided that other diagrams 
have finite amplitudes, and the implications of these 
results as well as the general considerations con­
cerning renormalization are discussed. 

n. DEFINITIONS AND EARLIER RESULTS 

The vacuum-to-vacuum amplitude was con­
structed in Ref. 1, in terms of two functions d(X) 
and Sex) of a Euclidean four-vector variable x, 
which have the periodicity of a four-dimensional 
Euclidean periodicity volume V. Their Fourier co­
efficients are 

(1) 

6 These terms are defined in CT Sec. IIG, and in Sec. II of 
this paper, where the epithet "nonaugmented" is replaced by 
"standard". The adjective "blind" refers to the removal of 
all the (imaginary unit) i's. "Augmented" refers to the in­
clusion of the point fermion-antifermion loop. 

S(k) = Iv dx S(x)e- ikz
, (2) 

where k is a vector of the four-dimensional momen­
tum lattice .£ and 

( 1" -(k) ib d x) = V k.J de, 
iEJl 

SeX) = 1. L S(k)eikz
• 

V iEJl 

(3) 

(4) 

They correspond, respectively, to the bare boson 
and fermion propagators, after the transformation 
to the Euclidean metric described in Ref. 1 has 
been performed. The latter function is to be con­
sidered the 7] = 0 value of the function S~(x), 
defined by 

1 A ikz 1 eikz 

S,(x) = V L S,(k)e = V L .S(k) 1 _ (5) 
kEJl kEJl 7] 

where 7] is a complex variable. In the case of fermions 
with spin, Eqs. (2), (4), and (5) would be replaced 
by more elaborate expressions [Eqs. (84), (B33), 
(B34) in CT] for nongradient scalar coupling. The 
expansions to be studied are [Eqs. (4), (9) of AP] 

'" (2z)" f f s(z, 7]) = L (2 ) , dx l • • • dx2" 
,,-0 n. v v 

(6) 

S(z, 7]) = t «22Z»", f dx l ••• f dx 2" 
,,-0 n. v v 

S (2,,)( ) A (2")( ) X 0 Xl,' •• ,X2"j 7] L.>. Xl,' •• , X2n , (7) 

known, respectively, as the "augmented (blind)" 
and the "standard (blind)" (vacuum) amplitudes. 
These are the amplitudes expressed in the Euclidean 
metric after the removal of the i's (hence "blind"). 
The quantity 

S(2n)(XI' •.• ,X2n; 7]) = S(2")(12, ... ,2nj 7]) 

is the determinant of the matrix S (2,,) (Xl' ••. , X2"j 7]) 

(we adhere to the notation of representing the matrix 
by a boldface symbol, and its determinant by the 
corresponding plain symbol) whose i, j matrix 
element is 

[S(2")(X I , ••• ,X2n; 7])];; = S~(Xi - XI), (8) 

and the elements of the matrix Sb2n) (Xl> ..• , X2n.7]) 
whose determinant is 

Sb2n) (XI , ••• , X2nj 7]) = S~2n)(12 .•• 2nj 7]) 

differ from those of S(2,,) (Xl' .,. , X2"j 7]) only in 
that its diagonal elements are zero. d (2,,) (Xli ••. , X2,,) 
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is the sum of n-fold products of the form 

A (2 .. ) (Xl, •.. ,X2 .. ) == A (2 .. ) (12 ..• 2n) 

E A(x" - XIa) 
ISh < i. 10. ·<i~I1.-1 

all i. di atinot 

X A(x •• - X • .) ••• A(x ••• _. - Xi •• ) 

corresponding to all ways of forming distinct pair­
wise boson connections between the 2n points. Cer­
tain "regularization conditions" are demanded of 
the functions A(k) and Sv(k) so that all integrals 
appearing in S(z, '1/) and S(z, '1/) are finite. They 
are to be specified in the course of this article. The 
variable z corresponds to il, where g would be 
the coupling constant for a Yukawa-type coupling 
of the fermions to the bosons. 

In AP and EO the regularization conditions 

Al == Iv dx I A (x) I < 00 (9) 

and 

1 " A S(O) == V ~ S(k) < 00 
kE.il 

(10) 

were imposed. 
The latter condition was somewhat strengthened to 
the condition on the large momentum behavior of 
S(k) 

lim Iklt IS(k) I < 00 (11) 
Ikl~'" 

for some t > 4. Then, it was shown in AP that 
S(z, '1/) had exponential order of at most 1 in Z,

7 

and in EO it was shown that S(z, 0) had exponential 
order exactly (it - 1)-1. For S(z, '1/) ('1/ ¢ 0), it was 
shown that, except for a discrete set of points 
('7 = S(kr\ k E £], where S(z, '7) had poles in 
'7, S(z, '7) had exponential order of at most (it - 1)-1 
in z. In this paper, the case t > 4 corresponding 
to the regularization condition Eq. (10) is demanded. 
In a following paper, the range 2 < t ::::; 4 will be 
studied, where S(z, '7) is no longer defined since S(O) 
of Eq. (10) is a divergent sum. The condition Eq. 
(9) will be maintained. 

Our ultimate concern is with the quantities 
U(z, '7) and U(z, '7) defined by 

S(z, 1/) == exp [- VU(z, '7)], 

S(z, '7) == exp [- VU(z, 1/)J. 
(12) 

7 In AP only an upper bound of unity was established for 
the exponential order of the standard vacuum S matrix. That 
the order is exactly unity follows immediately from the 
observations at the end of Sec. IV of this paper, or by argu­
ments similar to those used in EO based on Eq. (28) of this 
paper. 

These are "observed" quantities in the sense that, 
in the V -+ 00 limit, they are finite. Physically, 
they represent the vacuum energy density. They 
are given as the sum of the amplitudes of all con­
nected diagrams calculated by the proper pre­
scription (see CT Sec. lIC). 

m. THE POINT-LOOP RENORMALIZATION 
RELATION 

In the Appendix B of CT, relations [Eqs. (BI8) 
and (BI9)] were derived connecting the functions 
S(z, '7) and S(z, '7). These relations will now be 
rederived by diagrammatic methods, and their phys­
ical content will be made clearer. The relation to 
be deriveds (in a somewhat different notation than 
in CT) 

(13) 

is termed, for reasons to become clear later, the 
"Point-Loop Renormalization Relation" (PLRR). 
We have defined Ao == A(O) = J v dx A(x), 

It should be recalled that S~(k) obeys the relation 

(14) 

which allows the interpretation that the operation 
a/a'1/ has the effect of attaching a vertex (of unit 
strength) of an external line carrying four-momen­
tum zero into the propagator S~(k) (to be termed a 
"zero vertex"). Equation (13) is thus a generalized 
Ward identity.9 Consequently, a/a'1/, acting on any 
diagrammatic amplitude, produces the sum of the 
amplitudes of all diagrams obtained from the 
original one by the insertion of the zero vertex 
into all possible internal fermion propagators. Itera­
tion of a/an leads correspondingly to the attachment 
of further zero vertices into the original diagram. 

8 Equations (BlS) and (BI9) of CT contain a number of 
errors in sign [a consequence of an error in Eqs. (BI6) and 
(B25) of CT]. In Eqs. (BI6), (B25), and the rightmost side of 
Eq. (B24), replace the explicit V by - V in both places, and 
place an addItional factor of (-)q on the right side. The 
origin of this error is the omission of a minus in the first term 
on the right side of Eqs. (B21), (B22), and (B24). Equation 
(BI7) is corrected by an additional (-)q on the right side as 
well as the replacement of V by - V (except for the V multi­
plying X2i.\oz). Equation (BIS) is corrected by changing X to 
-x and interchanging the upper and lower limits on the integ­
ral. Equation (BI9) is corrected by preceding the integral 
with a - rather than a +, and setting '1 = 2S(O)i.\oZ in the 
rightmost subscript. In this paper, -X has been used every­
where in place of the X of CT [see Eq. (16)]. 

g These generalized Ward identities can be put to the same 
use as the original Wa.rd identity in simplifymg the analysis 
of overlapping divergences in the perturbation theoretic 
version of renormaliza.tion. 
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Let us consider now the power series 

ro (2zr f f S,(z, 7J) == L: (2 ) , dXl' • • dX2n 
n-O n. v v 

X 8~2nl(Xl' '" X2n; 7J) Ll(2
n
l(XI ••• x2n ), (V» 

where 

(16) 
[Si2nl(12 ... 2n; 7J)L = 8,(0) - A. 

Diagrammatically, the new terms appearing in 
~h(z, '17), which would vanish when A = 0, arise from 
the inclusion of point loop of strength A attached by 
a zero-momentum boson line to fermion lines. This 
contribution can be determined by considering the 
A contributions via U,(z, 7J), the total amplitude 
for all connected diagrams. There are two types 
of A-dependent diagrams appearing in U,(z, 7J): 
(a) those connected diagrams where removal of the 
"A-polyps" (Le., A point loop plus attached boson 
line) leads to a connected diagram already in U(z, '17), 
(b) those not of type (a), (see Figs. 1, 2). The con­
tribution of type (a) [where we include Uo(z, 7J) in 
the sum] is readily evaluated by considering the 
fact that the attachment of k A-polyps is achieved 
by acting on U(z, 7J) with 

(17) 

The operator a/a7J attaches a zero-momentum boson 
line to all possible fermion lines in U(z, '17); Ll(O) == Llo 
is the propagator for the zero-momentum boson 
line; 2ZA = lA is the strength factor arising from 
the two ends of the boson line and the strength A 
of the point loop, l/k! removes the multiplicity 

til o P 
1 I 

d 

tlil 0---0 0--<::>---0 

• 
(iii) 0--0-· 6 

~ 
~ 

FIG. 1. Type-(a) diagrams. The hollow circle denotes a 
point fermion-antifermion loop of strength 8"(0). The black 
circle denotes the point loop of strength X (X-polyp). On line 
(i) are some typical connected vacuum diagrams correspond­
ing to the standard vacuum 8 matrix. Line (ii) includes some 
of the connected diagrams associated with the augmented 
vacuum 8 matrix. Line (iii) includes some of the vacuum 
diagrams arising from the inclusion of the X-polyp, which, 
upon detachment of the X-polyps, are part of the augmented 
vacuum 8 matrix. 

til e----. 

, 
II iI .---0 + .--0-" + A + "'0 + e.·A- + ••• 

ff .... ..", .)---\. 

FIG. 2. Type-(b) diagrams. The diagram on line (i), upon 
removal of the X-polyps, reduces to the null diagram. The 
diagram (ii), upon removal of X-polyps, reduce to the point 
loop 8"(0) which is not part of the augmented amplitude. 

due to the different orders of attaching the polyps 
to a diagram and all terms appear with the same 
sign. The total contribution for (a)-type diagrams is 

a m (AV)k ak 
U,(z, 7J) = L: -k' -a Ii U(z, 7J) = U(z, 7J + AV), 

k-O • 7J 

(18) 

where 

v == 2LloZ. 

Another way of obtaining this result is by considering 
.. 
S,(z,7J) == exp [-VU,(z, '17)]. (19) 

a 

The net effect of including the A-polyps in S(z, 7J) 
can be obtained by summing the contribution of 
all A-polyps attached to each fermion line. This is 
just a mass renormalization of the fermion prop­
agator S"(k), and the renormalized propagator is 
[see Fig. 3] 

S~(k) = S"(k) + }WS,(k)2 + AV S"(k)3 + ... 
[S"(k)-l - AVr l = [S(k)-l - 7J - AVr l 

(20) 

Thus, '17 is essentially the mass, i.e., the quantity 
to be augmented by mass renormalization in the 
case of regularized propagators. From Eq. (20), one 
immediately finds 

a 

S(z, 7J + Xv) (21) 

, 
'" iiI = __ + ---L- + " I I 

-'-'-
+ 'I I + -'-'-L.. ••• 

, 
Ii il ---© = ---0+ --~ 

~ " 
+ ---c{ + ---Q.--e + ••• 

.... '. 
FIG. 3. The double heavy line in (i) denotes the renormalized 

fermion line obtained by including any number of X-polyp 
attachments. The same renormalization of the point loop of 
strength 8"(0) is shown on line (ii). This renormalization in 
the augmented amplitude gives rise to the augmented 8 
matrix with all X-polyp attachments whose removal leads 
back to diagrams in the augmented 8 matrix [viz. type (a)]. 
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or 
& 

U~(z, 11) = U(z, 11 + >.v) 

as in Eq. (18). 
The (b)-type diagrams (as mentioned), upon de­

tachment of the X polyps, reduce to diagrams not 
contained in U(z, 11). Since any connected diagram 
with internal meson lines is included in U(z, 11), 
the (X-polyp) detached (b)-type diagrams consist 
exactly of two diagrams, the "null" diagram con­
taining no lines, and a single, closed fermion loop 
with strength S~(O). From the null diagram, by 
attachment of X polyps, one can form only one 
diagram (see Fig. 2) (remembering that a X-point 
loop can connect to only one boson line). From the 
point fermion loop, one can form simply the set 
of all polygons with X polyps connected at each 
vertex (see Fig. 2). The sum of contributions from 
all of these is readily evaluated in closed form. 
One finds 

-&~(z, 11) = tl'X2 - f (I'A)m VI L [S~(k)r 
m~l m kEJl 

2 1" A = tVA + V L.... In [1 - XvS.(k)]. 
kEJl 

(22) 

In Eq. (22), the first term is the contribution from 
the attached null diagram, while the remaining sum 
is over the attached polygons. The 11m denominator 
in the polygon sum is an enumerative factor. 1o An 
alternative expression for the sum in Eq. (22) gives 

1 2 b 1 1·). 1 
-zvX - U).(z, 11) = V ~ 0 dp S~(k) I _ p 

1 1'). A j'h)' = V L dp S.+p(k) = dp S.(O). 
k 0 ~ 

(23) 

Thus, from Eqs. (21), (22), and (23), 
b 

S).(Z,l1) = exp {- V[U).(z, TJ) + U).(z, TJ)ll 

= exp(V.1oX2z)S(z, TJ + XI') II [1 - AI'S~(k)] 
kEJl 

= S(z, TJ + XI') exp V[ tl'X2 - J:'+).' dp Sp(O) J. 
(24) 

The last form corresponds to Eq. B(18) in CT. 
Setting A = S.(O), one obtains 

S_., (O)(z, TJ) = S(z, TJ) 

= exp (tS:(O)vV) II [1 - I'SiO)S.(k)] 
kEJl 

10 A detailed discussion of this enumerative factor can be 
found in W. M. Frank, J. Math. Phys. 5, 363 (1964), Sec. IV. 

x S(z, 11 + vS.(O» = S[z, 11 + 2.1oZS.(0)] 

X exp V[ .1oZS:(O) - {+2AO'S'(O) dp S.(O) ] (25) 

in accordance with the corrected Eq. B(19) of CT. 

IV. ANALYTIC PROPERTIES OF THE PLRR 

There is an interesting analytical structure in the 
relations Eqs. (24) and (25). In AP some of the 
analytical properties of S(z, 11) and s(z, TJ) in the 
variable TJ were discussed, though the discussion 
there emphasized the branch cut in 11 obtained in 
the V = (Xl limit. For simplicity, and with no loss 
of generality from a physical point of view, let us 
assume that the function S(k) repeats no value for 
k E .e. For finite V, the functions S(z, 11) and 
S(z, 11) have singularities in 11 at the points 

11; == [S(k;)r\ k; E .e. (26) 

These originate in the function S.(x) which is a 
meromorphic function in TJ having simple poles at 
the 11;. The set of 11; is denoted by {11 I. The function 
S(z, 11) has simple poles at the points of {'II, while 
S(z, 'I) has an essential singularity at these points. 
This is readily recognized from the relations: 

co n 2n 

S(z, 11) = ~ nf
z
V 2n O:5"<~"<i'. IT S,(k.) 

X Iv dXI ••• Iv dX2n ID(k i • ••• k ••• ; Xl ••. X2 .. W 

X .1(1, 2) .1(3, 4) ... .1(2n - 1, 2n), (27) 

where .1(i, j) == .1(x. - x;), and 
00 n 

o "Z "A 
S(z, TJ) = f::'o nf V 2n i •• i~'i •• S.(k.;) 

X f dXI ••• f dX2n exp (-i I: k.;x;) 
v v ,~l 

X .1(1,2) ... .1(2n - 1, 2n). (28) 

Equation (27) is the same as Eq. (24) of EO, and 
Eq. (25) is readily established by the same type 
of reasoning as Eq. (27). For any k; E .e, each 
term in the expansion in Eq. (27) either has a 
simple pole at 11 = TJ; or none at all, while in Eq. (28), 
a factor S.(k;) appears to arbitrarily high powers. 
That an essential singularity in 11 is compounded in 
this way is to be seen from the PLRR. 

What about the analytic properties in z? It has 
already been shown in AP and EO that, for t > 4 
[i.e., S,(O) finite], both S(z, 11) and S(z, 11) are entire 
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functions in z. The PLRR is very illuminating in 
this connection. The function S(z, 1/ + 2A.6oZ) ap­
pearing in Eqs. (24) and (25) has a functional 
dependence on z arising both from the "explicit" 
dependence on z (i.e., the first argument variable), 
and the dependence on 1/ + 2A.6oZ (i.e., the second 
argument variable). It will have simple poles in z 
arising from this second dependence at points 

Z; = (2.6oA)-1[S(k;)-1 - 1)] = [2A.6oSik;)r l
• (29) 

However, these are exactly cancelled by factors in 

FA(z, 1) == II [1 - 2A.6oZS~(k)], (30) 
kE,c 

leaving SA(Z, '7) entire in z. S(z, 1) is, of course, 
a special case of this. A further comment on analytic 
properties in z will be made later. 

Essential Singularity in '1 

Let .e[k l , ••• , kd denote the momentum lattice ex­
cluding the points kl' k2' ... ,kl' and let {1/[k1, ••• ,kl ]} 
denote the set {1)} excluding the points S(kl)-r, 
S(k2)-r, .• , , S(kl)-l (== 1)1> 1)2, '" , 1)1, respec­
tively). Let 

II [1 - 2A.6oZSv(k)]. (31) 
kE,c(k, ••• ·.kll 

This function has a simple pole in 1) at each point 
of {1/[k l , ••• , kd}. From Eqs. (24) and (27), 

Q(z, 1/;).) == exp (- V).2 .6oZ)SA(Z, 1) 

= S(z, 1/ + 2A.6oZ)FA(z, 1) 

... z" 
= L IV" L FA(z, 1); k"k i ., ••• , ki •• ) .-0 n. O:5h<i.·· -<i." 

2 .. 

X II Sv(kil):n(ki" ... ,ki •• ), 
i-I 

where 

:n(kl' ... ,k2,,) == ~" iv dX I ••• i dX2" 

X ID(kl' '" ,k2n j Xl, ••• ,X2 .. )1 2 

(32) 

X .6(1,2) .6(3,4) ... .6(2n - 1, 2n), (33) 

and the relation 

S~+/k) = Sv(k)/[1 - pS~(k)] (34) 

has been used. In Eq. (32) it is clear that each term 
in the last expression has a simple pole in 1/ at each 
point of {1/}. Moreover, the arguments in AP make 
clear that the only singularities of S(z, 1/) in 1) are 
for 1/ E {1/}. The sum of the series in Eq. (32) has 

at worst a simple pole at each 1) of {1/} and the 
same is true for SA(Z, 1/) for any fixed A. When A = 
Sv(O) is chosen, as in 

S(z,1) = exp [VS:(O) .6oZW •• (O)(z, 1) 

X S[z, 1) + 2.6oZS~(0)], (35) 

new singularities in 1) appear as a result of the 
simple poles of S~(O) for 1/ E {1/). Then, both the 
exponential factor and the remaining factors in 
Eq. (35) both involve poles of infinite order, i.e., 
essential singularities for 1/ E { 1/ } . We show 
that no systematic cancellation between these sin­
gularities takes place, so that the poles of infinite 
order appearing in S(z, 1) are really there and rep­
resent an essential singularity in 1/. Let us assume 
that the function S(z, 1/) has poles of a maximum 
finite order pat 1) = 1/; (and therefore for all 1) E {1)} 
because of the symmetric dependence on the lattice 
points). The residue R~,,+I) (z) of the pole of order 
p + 1 at 1J = 1/; would have to be identically zero. 
This residue is expressible as 

R),,+1l(z) = 2!i lei d1)' (1)' - 1);)"S(z, 1)') (36) 

with C; a closed contour in the 1/-plane enclosing 
only 1/; from among the singular points in {1/}. 
From the fact that the location of the singularities 
in 1/ is independent of z and that S(z, 1/) is analytic 
everywhere in z for all 1/ at which S(z, 1) is analytic 
(see AP Sec. B), one can readily establish that 
R?+I)(Z) defined by Eq. (36) is an analytic function 
of z, which by hypothesis should be identically 
zero. This is contradicted by the nonvanishing 
value of 

(37) 

as obtained explicitly from the power series expres­
sion in Eq. (28). 

We conclude that S(z, 1) has an essential sin­
gularity in 1/ for all 1/ E {1/). The significance of 
this result will be discussed in Sec. V. 

Exponential Order of Q(z, '1;:1..) 

While it was shown in AP that S(z, 1/) has ex­
ponential order unity,7 it will now be shown that 
this growth arises solely from the exp (!A2 /1V) factor 
in Eq. (25), and that, in fact, Q(z, 1/; A) of Eq. (32) 
has exponential order Po = 4/t which is taken to 
be less than unity in this paper. The result is a 
relatively straightforward consequence of the right­
most expression in Eq. (32). From the fact that, 
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for each 0 < a ~ 1, there is a constant C Ct such 
that, for all complex z 

11 + zl ~ exp (C a Izn. (38) 

it follows that if a > 4/t 

/F~(z. 1); kI • •••• k,)1 

II 11 - 2'A.1.oZS~(k) I ~ exp (p. IzICt). 
hOC[k •• ···k.J 

(39) 

where 

p. = CCt 12'A.1.ola L: IS~(k)la < co. (40) 
hoC 

since the numbers S~(k) have exponent of con­
vergence 4/t.1l Then, in the notation, and by the 
same arguments of Sec. II in EO, 

IQ(z. 1); 'A) I ~ ePI
•

I
" ~nlz~n (2nr .1.; 

2" 

X L: II ISik.JI. (41) 
O$i1.<i.< "'<i an i-I 

The summation on the right is precisely of the form 
of the upper bound in Eq. (26) of EO, whose growth 
for large Izl was shown to correspond to an ex­
ponential order p. = (it - 1)-1. The growth of 
IQ(z, 1); 'A) I in z therefore corresponds to a, which 
is the larger of the two exponential orders a and p. 

if t > 4. The greatest lower bound of a is 4/t subject 
to the convergence of the sum in Eq. (40). 

V. DISCUSSION 

The renormalization relation in this specialized 
11 The exponent of convergence of a set of numbers (a .. ) is 

the greatest lower bound of the set of numbers r for which 
Lnla"lr < 0>. The exponent of convergence of the set (S~(k») 
was established in Sec. I of EO. 

case has been seen to cause some interesting and 
quite marked modifications in the analytic properties 
of the perturbation expansion. The renormalized 
expansion (i.e., the sum over the more restricted 
class of renormalized diagrams, namely, those with­
out the point fermion-antifermion loop) has a denser 
distribution of zeros and a higher exponential growth 
in z. A particularly striking result is the emergence 
of an essential singularity in 1) from the renormaliza­
tion. In the case of a fermion of mass zero, the 
point 1) = 0 becomes one of the singular points 
of S(z, 1) and S(z, 1), and, in the latter case, it is 
an essential singularity. The same thing happens 
if the boson has mass zero in which case .1.0 is un­
bounded. In these cases the contributions of large 
numbers of external zero momentum lines no longer 
fall off in the manner characteristic of the high 
terms in a convergent power series. This corresponds 
to the fact that the contribution of processes in­
volving arbitrarily large numbers of photons or 
neutrinos have a qualitative effect on the total be­
havior of a process. In the V -+ 00 limit, the branch 
cut in 1) discussed in AP runs into the origin 1) = 0 
for both U(z, 1) and U(z, 1). These cuts in U(z, 1) 

and U(z, 1) differ presumably in some very char­
acteristic way (since one is an accumulation point 
of simple poles, and the other of essential singulari­
ties). These matters are deferred for a later in­
vestigation. In a forthcoming paper, we shall discuss 
the interesting situation when an infinite "subtrac­
tion" is necessary for renormalization, as well as the 
program for tackling the nontrivial renormalizations. 
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. The possib!lity of describing orb!ts in c!assical r~lativistic mechanics in instantaneous action-at-a­
~lStance ~ashion ~y second-or~er differential equatIOns (as in Newton's gravitational theory) is inves­
tigate? WIth p~~tlCular emphasIS on the two-body problem of classical relativistic electrodynamics. Dif­
f~renttal Co~dItlons are stated to guarantee world-line invariance and form-invariance of the equa­
tl?nS o~ motIOn u.nder .Lorentz. transf<?rmation .for such a descriI?tion of an N-particle system in three 
dImens~0.ns, A paIr of m~grodifferentlal.eq~atlO.ns ~or t~e equat~ons of motion are derived to provide 
an expliCIt meallS of passmg from a descrIptIOn VIa direct mteractIOn along light cones to an illStantane­
ous ~ction-at-a-distance description for a two-body problem. These integrodifferential equations are 
ap~lic~ble to th.e two-b~dy problem of classical electrodynamics with either retarded interactions and 
radIatIOn dampmg or WIth half-advanced plus half-retarded interactions. 

I. INTRODUCTION 

A BASIC difficulty of the field-theoretic descrip­
tion of interparticle interaction in relativistic 

mechanics is the necessity of introducing an infinite 
number of degrees of freedom to describe the world 
lines of a finite number of particles. As a consequence 
of this, the simplest problem in the relativistic 
electrodynamics of interacting particles, namely the 
two-body problem, has never been solved. The 
elimination of the fields by making use of the 
Lienard-Wiechert potentials does not eliminate 
the difficulty; the resulting equations of motion have 
a differential-difference structure and the two-body 
problem still defies solution. If one attempts to 
escape the difficulty by expanding these differential­
difference equations in a Taylor series about some 
observer's present time, one obtains infinite-order 
dift'erential equations-again a description involving 
an infinite number of degrees of freedom. 

We will begin our inquiry by focusing on the two­
body problem, which already contains all of the 
aforementioned difficulties. With the exception of 
the circular-orbit solutions found by Schild,t solu­
tions to the two-body problem are known only in 
the nonrelativistic limit, in which one obtains the 
usual Kepler problem discussed in undergraduate 
mechanics texts, or in the limit in which the mass 
of one of the particles goes to infinity,2 which is no 
longer a two-body problem. 

"Why can one solve two-body problems in non­
relativistic mechanics?" is a logical first question 
to ask in seeking to solve a two-body problem in 
relativistic mechanics. The answer is essentially the 

1 A. Schild, Phys. Rev. 131,2762 (1963). 
I A. Sommerfeld, Ann. Physik 51, 1 (1916). 

following: Invariance under space and time transla­
tion provides four constants of the motion3 (momen­
tum and energy conservation), rotational invariance 
prov~des ~hree (angular momentum conservation), 
and mvanance under Galilean velocity transforma­
tions provides three (center-of-mass theorem) for 
a total of ten constants of the motion. These con­
servation laws permit the reduction of the primitive 
equations of motion, whose solution contains twelve 
arbitrary constants, to a second-order ordinary dif­
ferential equation which can be solved easily for 
many interaction potentials. In the relativistic situa­
tion, the Galilean velocity transformations are re­
placed by the pure Lorentz transformations; the 
geometric invariances should still provide ten con­
stants of the motion. However, the fact that the 
interaction is viewed as occurring along light cones 
rather than instantaneously prevents the reduction 
to a single second-order differential equation. 

The two situations are contrasted in Fig. 1. If 
instantaneous action-at-a-distance is employed the 
acceleration at the world point Po is writt:n in 
terms of coordinates and velocities at Po and Qo; the 
acceleration at Qo is also written in terms of quanti­
ties at Po and at QQ, and one obtains a closed set of 
equations. However, if one describes the world lines 
by means of retarded interactions along light cones, 
the acceleration at Po is written in terms of quantities 
at Po and QlI the acceleration at Ql is written in 
terms of quantities at Ql and PI, and so on. One is 
caught in an infinite regression and does not obtain a 
closed set of equations. The same difficulty arises 

~ This !o~ows ~ediately from Noether's theorem if an 
actIOn ~nnC1ple eX!-Sts: A clear and concise discussion of 
Noether s theorem IS gIven by E. L. Hill Rev Mod Phys 
23, 253 (1951). ' . . . 
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FIG. 1. Instantaneous action-at-a-distance compared with 
direct interaction along light cones. 

if some combination of retarded and advanced inter­
actions along light cones is employed, as in Wheeler­
Feynman4 electrodynamics and in the generalization 
of Wheeler-Feynman electrodynamics given by 
Rohrlich.5 

A way out of the difficulty in the relativistic 
situation has been shown by Kemer.8 Kerner ex­
pands the differential-difference equations which one 
obtains in the case of two particles interacting via 
half-advanced plus half-retarded potentials in a 
Taylor series about some observer's present time 
and obtains a set of infinite-order differential equa­
tions. He then proceeds to systematically depress 
the order of the equations by means of an expansion 
in powers of e2

, thus obtaining an instantaneous 
action-at-a-distance description of the orbits via 
second-order differential equations. 

The use of Taylor expansion followed by order 
depression to obtain successive approximations to 
an instantaneous action-at-a-distance description is 
a quite general procedure, being in principle limited 
only by the question of convergence of the expan­
sions involved. Section II provides a relatively sim-

, J. A. Wheeler and R. P. Feynman, Rev. Mod. Phys. 21, 
425 (1949). 

'F. Rohrlich, Phys. Rev. Letters 12, 375 (1964); F. 
Rohrlic~ ClaBBical Charged Particles (Addison-Wesley Pub­
lishhut vompany, Inc., Reading, Mass., 1965), Sec. 7-1. 

6 lIT. H. Kerner, J. Math. Phys. 6, 1218 (1965). 

pIe example of such a "brute force" perturbative 
calculation for a one-dimensional electrodynamic 
two-body problem. The possibility of using such a 
successive approximation procedure implies that an 
instantaneous action-at-a-distance description is in 
principle always available, even if energy and mo­
mentum are carried away (as radiation) by a field; 
all that is required a priori is a decision to confine 
attention to the particle's world lines, as is done in 
hydrodynamics when the equations for the velocity 
field of the fluid are solved (with appropriate bound­
ary conditions) to obtain the viscous drag force 
(of which Stoke's law is the first term of the low 
Reynolds number expansion for the force on a 
sphere). 

In Sec. III, the compatibility of instantaneous 
action-at-distance with special relativity is inves­
tigated. Differential conditions guaranteeing this 
compatibility for a one-dimensional two-body prob­
lem are derived and used to show that summing 
to all orders in c- 1 for each order in e2 of the expan­
sion of Sec. II is not sufficient: all powers of i 
as well as all powers of c-1 must appear for compati­
bility with special relativity. 

In Sec. IV, the results of Sec. II and the insight 
of Sec. III into the role played by special relativity 
are used as stepping stones to a more powerful 
method of dealing with the problem of reducing 
the one-dimensional electrodynamic two-body prob­
lem of Sec. II to instantaneous action-at-a-distance 
form. A pair of integrodifferential equations, which 
formally sum the approximation method of Sec. II, 
are derived; their solutions (the instantaneous action­
at-a-distance equations of motion) satisfy the con­
ditions of Sec. III for compatibility with special 
relativity. These integrodifferential equations are 
restricted in their application to the reduction of 
interactions along light cones to instantaneous inter­
action form; they are thus less general than the 
method of Sec. II. 

The basic ideas and methods developed in Sees. 
III and IV are generalized to three dimensions in 
Sec. V. The resulting equations can be used to sum 
Kerner's scheme. The development, although con­
siderably more complicated in detail, parallels that 
given in the one-dimensional case. The inclusion 
of radiation damping is also considered. In Sec. VI, 
the differential conditions expressing compatibility 
of special relativity with instantaneous action-at-a­
distance for N particles in three dimensions are 
derived and used to show that the principle of 
relativity demands many-body forces in an instan­
taneous action-at-a-distance description. 
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II. A ONE-DIMENSIONAL ELECTRODYNAMIC 
TWO-BODY PROBLEM 

The basic difficulty of the finite propagation time 
required for the interaction is already present in the 
problem of two three-dimensional point particles, 
whose motion is confined to one dimension as a 
consequence of the initial data. Inasmuch as both 
the radiation fields and the magnetic field due to 
one particle then vanish at the location of the other 
particle, we will examine this simpler problem first 
before attacking the complexity of the full three­
dimensional problem. As a further simplification, 
we assume that the two particles have the same 
charge and the same mass: e1 = e2 = e and m1 = 
m2 = m. We employ the Lienard-Wiechert expres­
sions7 for the fields of a point charge and assume 
that particle 1 is always to the right of particle 2 
so that XI2 = XI(tO) - X2(tO) is always positive. The 
retarded and advanced fields (EI),et and (EI).dv felt 
by particle 1 due to the motion of 2 are 

(1) 

The fields (E2)ro. and (E2).d.., felt by particle 2 due 
to the motion of 1 are 

The equations of motion are 

mVI = (1 - v~)JeEI' 

mV2 = (1 - vD!eE2 • 

(2) 

(3) 

We will systematically rewrite the equations of 
motion in instantaneous action-at-a-distance form 
by means of an expansion in powers of the coupling 
constant l. We will do this for both purely retarded 
and half-advanced plus half-retarded interactions, 
but will include no radiation damping, since the 
radiation damping term as given by Dirac8 has the 
form of a finite self-interaction term and is not in-

7 L. Landau and E. Lifshitz, The Classical Theory of Fields 
(Addison-Wesley Publishing Company, Inc., Reading, Mass., 
1951), p. 177. 

8 P. A. M. Dirac, Proc. Roy. Soc. (London) A167, 148 
(1938). See a).so F. Rohrlich, loc; cit. T~e math~tical c~n­
sistency of usmg purely retarded mt~ractlOns while neglectmg 
radiation damping has been emphaSIzed by J. L. Synge, Proc. 
Roy. Soc. (London) A177, 118 (1940). 

volved in the basic difficulty of a finite propagation 
time for the interaction. 

Before proceeding, we note that the mass and 
charge appear only in the combination e" /m after 
the fields have been introduced into the equations of 
motion. Thus, the only length which can be formed 
from the available parameters is the classical charge 
radius i fmc"; the only time is e2 /mc3

• If this length 
and this time are used to rewrite the equations of 
motion in dimensionless form, it becomes clear that 
an expansion in powers of the coupling constant e2 

is necessarily also an expansion in inverse powers of 
the spatial distance xu. Inasmuch as an expansion 
in inverse powers of a spatial distance is typically 
not Lorentz invariant, we cannot expect any ap­
proximate instantaneous action-at-a-distance elec­
trodynamics (obtained by truncating the expansion 
in powers of e2 at some finite stage) to be Lorentz 
invariant. Only the full theory obtained by summing 
the expansion will be compatible with the principle 
of relativity, as will be shown in the next section. 

We now proceed to construct the first few terms 
of the expansion. These first few terms will give us 
something to work with in later sections. We set 
e2 /m = c = 1 and write instantaneous action-at-a­
distance equations of Newtonian order in the form 

'" 
VI (1 - v~)J L e .. (v I , V2)/X~;\ 

.. -0 (4) 
'" 

V2 = -(1 - v~)i L e .. (vl , V2)/X~;", 
.. -0 

where XII x2 , VI, and V2 are all to be evaluated at the 
present time. Since the particles are identical, 
e .. (vI, v2 ) = e .. (v2 , VI), the terms e .. (vl , V2)/X~;2 are 
successive approximations to the field EI rewritten 
in terms of present positions and velocities. The 
retarded and advanced times are computed from 

XI (to) - X2 (tro t) 

xl(tO) - X2(tadv) tadv - to, 
(5) 

by making Taylor series expansions about the pres­
ent time til, We obtain 

t t = ~ + ___ 1 __ 
o - ,e' 1 1 - V2 - V2 

'" (_I)m dmv2 
X ]; (m + 1) I dtm (to - t,o.)m+1 (6) 

for the retardation. 
The infinite series, involving as it does the ac­

celeration and all higher derivatives (to be computed 
by differentiating the equations of motion), is a 
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correction to the first term, which gives to - tret 

when particle 2 is in straight-line motion. The ap­
proximation scheme proceeds by computing better 
approximations to the series; the first n terms of 
(4) are sufficient to compute to - tre • accurately 
enough for the computation of the (n + l)st term 
of (4). Since to - tret = (X12)r." a knowledge of 
to - tre • to a given order of approximation gives 
(XI 2) ret to that order of approximation. (V2)re. IS 

computed from the series 

which is similarly evaluated by successive approxi­
mations. To lowest order, (v2)ret ~ V2 and (xl2)r •• ~ 
x12(l - v2 ). Hence, denoting retarded quantities 
by a subscript r and advanced quantities by a 
subscript a, the zeroth-order retarded field is 
eor/~2 = (1 - V=)/X~2' The zeroth-order advanced 
field is the same: eoa = eoro The details of computing 
the next two approximations are given in Appendix 
A; for retarded interactions without radiation damp­
ing the results are 

eor(vl, v2 ) = 1 - v~, (8a) 

2(1 - vD(l - Vi)6/2 
e1r(vI, v2) = (V2 _ V

I
)2 

X [(V2 - vl )(l - VIV2) + In (1 - V2)J (8b) 
(1 - vI)(l - v~) 1 - VI ' 

(8 c) 

where 

~2(VI' v2) = 6 + 3vI - 3v2 - 3V1V2 

- 9v~ + V~V2 - 5vlv~ + 4v~ - 3v~v~ + 9vlv~, (8d) 

~3(VI' V2) = 6 - 12vI + 6V2 

- 4v1vZ - 2v~ + lOv~v2 - 4v1v;, 

Mvl , v2) = 6 - 12vI + 6V2 + 2v~ 
- 8V1V2 - 6v; + v~ + llv~v2 + 3vlv~ 
- 3v~ - 2v~vi + 8vlv~ - 4v~v~ - 2v~v~. 

If half-advanced plus half-retarded fields act, the 
zeroth (8a) and first (8b) approximations to the 
retarded fields remain the same, but the eZr of (8c) 
must be replaced by eZr + aezr , where 

.. (1 - 2V2 + v,v2)(1 - vD5/2(1 - VD5/2 
LJ.e -2r - (1 - VI)2(V2 - VI)2 

X [In (~ ! ~:) - In (~ := ~:) 
_ 2(V2 - vl)(l - VIV2)]. 

(1 - v~)(l - v~) 
(9) 

The successive approximations to the advanced fields 
e... may be obtained from the e..r by reversing the 
signs of the velocities. The apparent pole at VI = V2 

is spurious, since the numerators contain compensat­
ing zeros of the necessary order. The only singulari­
ties of the e..a and enr through n = 2 are logarithmic 
and square-root branch points at the velocity of 
light. 

The most obvious conclusion to be drawn from 
the results (8) and (9) is that this is not the most 
efficient way to solve the problem. More powerful 
methods are needed if the general term of the series 
(4) is to be surveyed. It will nevertheless be reas­
suring to find that the more powerful group-theo­
retic methods of Sees. III and IV, which do make it 
possible to survey the general term, are in agreement 
with the more pedestrian calculations of this section. 

m. THE PRINCIPLE OF SPECIAL RELATMTY 
IN INSTANTANEOUS ACTION-AT-A-DISTANCE 

THEORIES 

Better computational methods frequently follow 
from a better over-all understanding. We therefore 
seek to illuminate the role played by the (special) 
principle of relativity in the present problem. 

The principle of relativity places two requirements 
on a theory of interacting point particles. The first 
is that all observers in inertial frames shall calculate 
with the same equations (form invariance of the 
equations of motion). The second is that the family 
of particle trajectories is the same no matter who 
calculates them: a pair of trajectories which form 
a solution of the equations of motion in one inertial 
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frame also forms a solution of the equations of 
motion when described by the coordinates appro­
priate to another inertial frame (world line invar­
iance). For an instantaneous action-at-a-distance 
theory, these requirements can be satisfied by in­
sisting that the fact that simultaneity is different 
for different observers be compensated by the dif­
ferences (given by the usual Lorentz transformation 
formulas) in the sets of numbers assigned by different 
observers to kinematical quantities at the same 
world point. 

For simplicity, we continue to work in one dimen­
sion. In the notation of Fig. 2, Qo and Po are simul­
taneous in the inertial frame S; Q~ and Po are simul­
taneous in S'. Thus, an observer in S computes the 
acceleration at Po in terms of coordinates and 
velocities at Qo and Po, while an observer is S' 
computeS the acceleration at Po in terms of coordi­
nates and velocities at Q~ and Po. We require that 
the two observers' expressions for the acceleration 
at Po, written as 

a1(PO) = fl[X1(P O) - x2(Qo), vl(PO), V2(QO)] (10) 

in S and as 

a[(Po) = Mx[(Po) - xHQ~), v[(Po), v~(Q~)] (11) 

in S' (same fl in both Sand S'), agree when one 
makes use of the Lorentz transformation formula 
for accelerations 

a[(Po) = (1 - i)3/2[1 - ZVl(po)r3al(PO) (12) 

to relate the numbers assigned to the acceleration 
at Po by the two observers. 

This requirement is most easily enforced by im­
posing it upon the infinitf.'simal Lorentz transforma­
tion. Inasmuch as it is (from the viewpoint of group 
theory) the requirement that the infinitesimal trans­
formation on the form of the equations of motion 
vanish, the group property of the Lorentz trans­
formations then guarantees that it holds for all 
proper Lorentz transformations. We now think 
of Sf as moving with respect to S with an infini­
tesimal velocity z = 8(3. Then x' = x - t8(3 and 
t' = t - x8(3 are the kinematical transformations; 
t(Q~) - t(Qo) = -[Xl(PO) - x2(Qo)]8(3 takes account 
of the change in simultaneity. Using these, 

x[(Po) = Xl(PO) - to 8(3, 

x~(Q~) = X2(QO) - V2(QO) 

X [xl(PO) - x2 (Qo)] 8(3 - to 5(3, 

vicPo) = VI (Po) - [1 - v~cPo)] 8(3, (13) 

X' 

--~~--~-+----------;-------~x 

2 

z· tonI#> is the 
relative velocity 

of 5 and 5' 

FIG. 2. Instantaneous action-at-a-distance in 
Lorentz frames. 

vHQ~) = V2(QO) - a2(QO) 

different 

X [Xl (Po) - X2(QO)] 8(3 - [1 - v~(Qo)] 8(3, 

a[(Po) = al(PO) + 3al(PO)vl(PO) 8(3. 

If we insert the transformations (13) into (11), 
expand to first order in 8(3, and demand agreement 
with (10) to first order, we obtain the condition 

3a l vl = X12V2(afljax12) - (1 - vD(afl/ avl) 

- (1 - v; + xI2a2)(afl/av2). 

We now use al = f 1 and assume that the accelera­
tion of particle 2 has been written in the instan­
taneous action-at-a-distance form, a2 = f2(X12 , VI, v2). 
We then arrive at the differential statements of the 
Lorentz invariance of a one-dimensional two-body 
instantaneous action-at-a-distance theory9 

3vdl + £fl = -X12Mafl/aV2), (14a) 

3v2f2 + Lf2 = x ldl(af2/aVl) , (14b) 

where the linear first-order differential operators 
£ and L are defined by 

£ == -X12V2(a/aX12) + (1 - vD(a/aVl) 

+ (1 - v~)(a/aV2)' (15a) 

9 Conditions equivalent to these have been dervied inde­
pendently by D. G. Currie, Phys, Rev. 142, 817 (1966). 
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L == -X12Vl(a/aX12) + (1 - vD(a/avl) 

+ (1 - v~)(a/aV2)' (15b) 

The conditions (14) are quite general, and apply to 
any two-body one-dimensional instantaneous action­
at-a-distance theory. I 0 The corresponding conditions 
in three dimensions are written down in Sec. V 
and generalized to N particles in Sec. VI. 

Weare now in a position to confirm the conclusion 
drawn from dimensional analysis at the beginning 
of Sec. II. We note that the operators 3 VI + Land 
3 V2 + L which appear in (14) are homogeneous of 
degree zero as far as Xu is concerned [e.g., (3vI + L) 
operating on XI~A(VI' v2 ) with A an arbitrary function 
of VI, V2 produces something of the form XI~P,(VI' V2)]' 
Thus, a series solution to (14) in inverse powers of 
Xu which begins with x~~ must contain all inverse 
powers: any truncation of the series (4) cannot 
satisfy (14). We can, however, verify that the con­
ditions (14) are satisfied to the order to which we 
have computed (4). 

It is convenient to remove the factor (1 - v~)!, 
which arises from the relativistic variation of mass 
with velocity, and work directly with the electric 
field Ell which is a scalar under Lorentz transforma­
tions in one dimension. We assume that EI has been 
rewritten as a function of instantaneous positions 
and velocities; then II = (1 - V~)!El and EI satisfies 

LEI = -x12MaEt/av2)' 

Direct computation now shows that 

L(x~22eo) = 0, 

(16) 

L(x~23el) = x~2a(1 - V~)!8o(aeO/aV2)' 

L(x~24e2) = x~24(1 - v~) ![8o(ael / aV2) + 81 (aeo/ (2)] 

hold for both the purely retarded and half-advanced 
plus half-retarded cases considered in Sec. II, so 
that the results (S) and (9) satisfy the differential 
expressions (14) of the principle of relativity to 
the accuracy of the computation. 

IV. THE INTEGRODIFFERENTIAL EQUATION 
FOR THE FIELD IN ONE DIMENSION 

The differential conditions (14) form a system of 
first-order partial differential equations; as such they 
have an infinity of solutions corresponding to dif­
ferent one-dimensional two-body problems. What 
singles out the solution to the electrodynamic two­
body problem with which we began? An answer to 

10 Some examples of such theories obtained by solving the 
Eqs. (14) have been given by E. H. Kerner, Phys. Rev. Letters 
16, 667 (1966). 

this question may well provide the more efficient 
computational method sought after; we now address 
ourselves to this task. 

The fact that the operator L in (16) operating 
on Xl~X(Vl' v2 ) (with A arbitrary) produces something 
of the form x1";p,(vI, V2) for any m suggests computing 
the series in inverse powers of X1 2 by treating the 
right-hand side of (16) as a perturbation, i.e., in­
verting L and rewriting (16) as 

E - 1 - v~ _ L-1( f aEI) 
I - 2 X122' Xu aV2 

(17) 

Unfortunately, the infinity of possible solutions to 
(14) manifests itself in the infinity of possible in­
verses L -t, There seems to be no obvious way to 
find L -1 other than by trial and error: one looks for 
an inverse L -1 which reproduces the el and e2 of 
(S) and (9) without the need for arbitrarily adding 
on solutions tp of the homogeneous equation Ltp = O. 

After some experimentation, it was found useful 
to define the following pair of (formal) inverseslI 
for L: 

-I -.L 1'" 
L ret == 0 e d8, (ISa) 

-1 8L 1'" 
Lad. == - 0 e ds. (ISb) 

The effect of the operators (ISa) and (ISb) on a 
function tp = tp(X12' VI, v2) can be obtained by in­
troducing the new variables t = (1 - V:)t/X12' 1] = 
tanh-lVI' and r = tanh-1v2 • Then L = a/a1] + 
alar and 

e",aL1/t(t, 1], r) = 1/t(t, 1] ± 8, r ± 8). 

If we now set z = tanh 8 and transform back to the 
original variables, we find that 

L;.\ = 11 1 dz 2 m(z), 
o - z 

i
-I dz 

L-;:d~ = -1--2 m(z), 
o - Z 

where the operator m(z) is defined by 

m(z)tp(X12, VI, V2) 

= (xu(1 - Z2)! VI - Z V2 - Z ) 

tp 1 - V2z '1 - VIZ ' 1 - V# 

(19a) 

(19b) 

(20) 

for tp any function of the three indicated arguments. 
The Lr:! and Lad! are only inverses for L when 
applied to a class of functions which vanishes fast 

11 The consideration of a formal inverse of the type (18a) 
the suggested to the author by E. H. Kerner. 
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enough as IVII or IV21-7 1 for the contributions at the 
upper limits in (ISa) and (ISb) to be discarded. In 
our problem, the fact that the electric fields EI and 
E2 are bounded and of bounded variation, while 
12 = (1 - V~)jE2 contains a factor (I - v~)t ensures 
that [-x12MClEl/Clv2)J has this property. 

Direct computation and comparison with the re­
sults (8) and (9) show that 

elr = x~2L;eltX~23(1 - v;)leo(Cleo/ilv2), 

e2r = x~2L;e\x~24(1 - v:)![llo{aetr/aV2) + etr(CleO/aV2)], 

.:1efr = iX~2L;e\x~24(I - v~)! 

x [eo(Clela/aV2 - aelr/Clv2) + (ela - el r )(Cleo/ilv2)]. 

These results suggest the conjecture 

E 1 - vi L -l( I aElr) 
1r = ---;;;- - ret X12 2 ClV2 ' (21a) 

E 1 - v; L- l ( f aEIa) 
1& = -2- - adv Xl2 2 -!l- • 

X I2 UV2 
(2Ib) 

We note that the full 12 (not just the advanced or 
retarded contribution to it) enters in (21a) and 
(21b). This is to be expected, since 12 has implicit 
in it the second particle's orbit, which is just what 
is needed to obtain the fields. We now proceed to 
prove the correctness of (21). 

The fact that <R(z) , operating on the velocities 
VI and V2 , produces the correspond!ng velocity in a 
Lorentz frame moving with velocity z down the 
positive x axis suggests that the conjecture (21) 
produces the retardation (or advancement) by 
parametrizing the portion of the second particle's 
trajectory between the present time to and the 
retarded time tret with the velocity of the Lorentz 
frame in which the world point x2(t.), tret < t. < to, 
is simultaneous with the world point Xl (to) as in­
dicated in Fig. 3. When z = 0, X2 = X2(tO); when 
Z = 1, X2 = X2 (tret). The suspicion that a proof can 
be constructed along these lines is strengthened 
by the recognition that <R(Z)X12 = (1 - l)t[xl2/(1 -
ViZ)] is just the number assigned to xWo) - xW.) 
in the S' frame if x2(t.) is reckoned in straight-line 
approximation: X2(t.) ~ X2(ta) + (t. - ta)v2(tO)' 
This is easily seen by using to - t. = [Xl (to) - X2(t.)] 
tan ({J, which follows from the geometry of Fig. 3, 
and z = tan ({J to obtain 

t. - to = -z[Xt(to) - X2(t.)]. (22) 

Following this line of reasoning, the first step is 
the production of a "correction formula," which 
can be used to write the quantity to be calculated; 

X' 

2 

FIG. 3. Parametrization of an integral to the retarded time on 
the velocity of Lorentz frames. 

El = [1 + v2 (tre .)]/ {[Xl (to) 

- X2(tret)]2[1 - vitru)] I , 

as this quantity reckoned by a straight-line approxi­
mation to the second particle's motion plus a cor­
rection term in the form of an integral from to to 
tre• which involves the acceleration of the second 
particle linearly. The formula 

((J[Xl(tO) - x2(t",) + (t", - ta)V2(t",), Vl(ta), Vl/(t .. )] 

= ((J[Xl(tO) - X2(tO), vl(tO), V2(tO)] 

1
1.. a 

+ I. dt. a2(t.) Clvz(t.) 

x ((J[Xl(tO) - X2(t.) + (t. - ta)V2(t.), Vl(tO), v2(t.)], 

(23) 

which follows from the fact that the integrand in 
(23) is just 

(d/dt.)({J[xl(ta) - X2(t.) + (t. - to)V2(t.), Vl(tO), v2(t.)], 

serves our purpose: if ({J is a straight-line approxi­
mation, the (t", - to)vz(t",) on the left-hand side 
removes the effect of the straight-line approximation 
and leaves the quantity to be calculated. 

We now change from the time variable t. to the 
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velocity variable z and integrate 0 :::; z :::; w. From 
(22), 

dt. = (24) 

a2(t.) may be obtained by recognizing that the over­
all Lorentz invariance of the theory permits writing 
the acceleration of particle 2 at the world point Q. 
as seen by an observer in the frame S', for whom 
Po and Q. are simultaneous, as 

a~(Q.) = MxfCPo) - xHQ.), vf(Po), vHQ.)]. (25) 

If one now employs the usual Lorentz transformation 
formulas for position, velocity, and acceleration to 
re-express (25) in the units appropriate to S, 

( ) _ [1 - ZV2(t.)]3 '()1 
a2 t. - (1 _ z2)f CR Z 2' 

The operator CR'(z) is defined by 

CR'(z)(/l(xu, VI' V2) 

= rp![xl(tO) - x2(t,)](1 -l)t, 

[vl(to) - z]/[l - zvl(to)], 

[v2 (t.) - z]/[l - zv2(t.)] I 

(26) 

(27) 

for rp any function of X12' VI) V2 • The CR(z) defined in 
(20) is the straight-line approximation to CR'(z). 
We now use (24) and (26), and let rp be the straight­
line approximation to some function if;, i.e., 

(/l(XI2' VI, Va) = if;(xI 2/(1 - WV2), VI, V2). 

The correction formula (23) then takes the form 

if;[xl(tO) - x2(tw ), VI(tO), V2(tw )] 

= if;[X I 2/ (1 - WV2), VI' v2] 

-1" ~ [CR'() 1 ] [1 - ZV2(t.W _a_ 
o 1 - Z2 Z Xl2 2 1 - Z2 aV2(t.) 

X .,.{[XI(to) - X2(t.)][1 - zv2(t.)] (t) (t )}. 
'I' 1 _ wv2(t.) ,VI 0, V2 • 

(28) 

We now apply (28) to the computation of the re­
tarded field by setting z = 1 and if; = x~=(l + 
v2)/(1 - va). We use 

CR'(z)if;[xI2/(1 - v2), VI, v2] = if;l[xl(tO) - x2(t.)] 

X [1 - zv2(t.)]/[1 - v2(t.)] , vl(to), V2(t.) I 
for this choice of if; (which can be verified directly) 
and the operator relation 

[1 - ZV2(~.)]2 _a_ CR'(z) = CR'(z) ~ (29) 
1 - z aV2(t.) aVa 

to obtain 

{I (1 + V2)} 1 - v~ 
X~2 1 - V2 ret = ~ 

This yields the conjecture (21a) if we can show 
that 

11 dw, 11 dw 
1 2 CR (w)rp = 1 2 CR(w)rp 

o -w o-w 

11 dz, a II du 
- -1--2 CR (Z)Xd2 a- -1--2 CR(u)rp 

o - Z v2 0 - U 
(31) 

for l{J an arbitrary function of X12, VI, V2 i iterating (30) 
with the aid of (31) leads to a geometric series in 
the operator 

i l 

dz (1 - Z2)-ICR(Z)Xld2 a/av2, 

which is summed by (21a). The formula (31) can 
be established by letting 

if; = (1 - w2)-ICR'(w)Xld2acp/aV2 

in (28) and integrating from 0 to 1 on w. The re­
sulting formula involves a double integral g dw 
f~ dZj interchanging the order of integration pro­
duces a double integral n dz J! dw. The lower limit 
z on the dw integral can be made into a zero by 
going into a frame moving with velocity z. We 
therefore make the change of variables from w to 
u via the Lorentz velocity addition formula w = 
(z + u)/(l + uz). Using (29) and the definitions 
of CR and CR', establishes (31) and completes the 
proof of (21a). Equation (21b) then follows from 
integrating to the advanced point in the same way. 

We must point out that the results (21a) and 
(21b) have been established formally, and not rig­
orously. The difficulty lies with the convergence of 
the geometric series in the operator 

{ dz (1 - ltICR(z)XI2Ma/aV2); 

a sufficient condition for this convergence [and hence 
the rigorous, rather than formal, establishment of 
(21a) and (21b)] is the convergence of the expansions 
(4) in inverse powers of XI2 for EI and Ea. 

We can summarize the content of the integrodif­
ferential equations (21a) and (21b) by remarking 
that they exploit the invariance group (Lorentz 
group) to integrate back (forward) to the retarded 
(advanced) time once and for all, for all members 
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of the family of possible particle orbits. We now 
tum to the thre~dimensional problem. 

V. THE TWO-BODY PROBLEM IN THREE 
DIMENSIONS 

In order to establish a notation and provide a 
convenient reference list of formulas, we write down 
the Lorentz point transformations, which relate 
kinematical quantities at the same world point. 
A caret over a vector denotes a unit vector: thus 
t is a unit vector in the direction of the vector 
z. \ is the unit dyadic. We first define the dyadics 

(32) 

K(z, v) == (1 - z2)-\1 - Z'V)2 

X [J(z) - (1 - lr;zv]. (33) 

Then, if the frame 8' is moving with a velocity z 
with respect to 8, quantities at the same world 
point are related by the formulas 

x' = J(z)·(x - zt), 

vf(Po) = v,(Po) - 1l(,J·[\ - v,(Po)v,(Po)], 

vHQ~) = v2 (Qo) - 1l(,J'[x,(Po) - x2 (Qo)] 

X a2(QO) - 1l(,J·[1 - v2(QO)V2(Qo)], 

a~(po) = a,(po) + 1l(,J 

.[2v,(Po)a,(Po) + a,(po)v,(Po)]. (36) 

We assume instantaneous action-at-a-distance equa­
tions of motion of the form 

a, = f,(X12, v" V2), 

a2 = f2(x'2, v" v2). 
(37) 

We now write the Eqs. (37) in the frame Sf, insert 
(36), expand to first order in 1l(,J, and demand agr~ 
ment with the equations in S to arrive at the thre~ 
dimensional version of (14): 

- a 2V2f2 + f2V2 + 1£2 = x12f"-a f2' (38b) v, 
t' = (t - z.x)(l - Z2)-!, 

v' = (1 - Z2)! J(z)·(v - z)/(1 - z·v), 
(34) where the operators Land t are defined by 

a' = a.K-'(z, v). 

The first step is to generalize (22) to three dimen­
sions. Assume that x,(to) and x2 (t.) are simultaneous 
in 8'. Then, if [x,(to), to] are the coordinates in 8 
of the world point Po, and [x2 (tZ), tz] are the co­
ordinates in 8 of Qz, 

t'(po) = [to - z'x,(lo)](l - z2r!, 

t'(Qz) = [tz - z'x2 (t z)](1 - z2)-i. 

But t'(Po) = t'(Qz), hence 

Weare now in a position to generalize the conditions 
(14). The use of a vector notation includes the rota­
tional subgroup of the Lorentz group automatically; 
we thus need concern ourselves only with an arbi­
trary infinitesimal pure Lorentz transformation. 
Using the notation of Fig. 2 and letting z = 1l(,J, the 
use of (34) and (35) yields the generalization of (13): 

xf(Po) = x,(Po) - to 1l(,J, 

x'(Q~) = x2(Qo) - 1l(,J 

. [x, (Po) - X2(QO)]V2(QO) - to 1l(,J, 

An attempt to generalize the method of Sec. IV 
(parametrizing an integral to the retarded point 
on the velocities of Lorentz-frames) is faced with 
the difficulty that the velocity of the limiting frame 
in which x,(to) and x2 (tret ) are simultaneous, which is 

(40) 

is not known a priori as it was in the on~dimensional 
case. We thus find it necessary to approximate 
successively to the upper limit as well as to the path 
of particle 2 in generalizing (21). Furthermore, we 
can no longer avail ourselves of the simplification 
achieved in one dimension by working with the 
field E, which transformed as a scalar under Lorentz 
transformations. Thus we work directly with the 
acceleration fl' A third problem absent in one dimen­
sion is the presence of radiation terms containing 
the acceleration of the second particle at the retarded 
point. We disregard the radiation terms and attack 
the first two problems first . 
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We begin with the correction formula 

rp[x,(lo) - x2(t..) + (tw - lo)v2(lw), v,(lo), v2(tW )] 

= cp[x,(lo) - x2 (tO), v,(lo), v2 (tO)] 

j l. a 
+ I. dt. a2(t')· av2(t.) 

X cp[x,(to) - X2(t.) + (t. - to)V2(t.), v,(to), V2(t.)] 

(41) 

and rewrite the integral as a line integral on z. 
This line integral will be path independent as a 
consequence of the connection (35) between t. and 
z: only the component of z along x, (to) - X2(tZ ) 

matters. We adopt a short hand notation: 

x. == x,(to) - X2(t.) , v, == v,(to) , v. == v2(t.), (42) 

Xret == XI(tO) - X2(tret), Vret = V2(t ret). 

From (35), it follows that 

dt. = -(1 - z·v.)-lx.·dz. (43) 

We define an operator ffi'(z), which is the generaliza­
tion of (27): 

ffi'(Z)CP(X'2, v,, v2) 

= cp[r'(z)·x., (1 - Z2)!J(Z)'(v, - z)/(1 - z·v,), 

(1 - Z2)!J(Z)'(vz - z)/(1 - z,vz)] (44) 

for any function cp (which may have any transforma­
tion properties-<R' operates only on the arguments). 
The straight-line approximation ffi to ffi' is defined 
hy 

ffi(z)cp(X12' v" v2) 

= cplr'(z)'[X12 + V2(Z'X12)f(l - z,v2)], 

(1 - Z2)!J(Z)'(v, - z)/(1 - z·v,), 

(1 - z2)l J(z)· (V2 - z)/(1 - Z ,v2)}. (45) 

The assumed over-all Lorentz invariance of the 
theory permits writing a2 (t.) as 

a2(t.) = [ffi'(z)f2] 'K(z, V2). (46) 

We now need the straight-line approximation to 
xret. This can be obtained by making the straight­
line approximation x. ~ Xu + v2 (to - t.) in (35) 
and (40); the result of solving for Xret is 

+ [X~2 - (xu XL V2)2]l} 1(1 - v~). (47) 

The corre~tion formula (41) motivates the definition 

of an interpolating vector S(z) by making the re­
placements 

xl2 ~ x. + (t. - to)v. = [I - vzz] . x., (48) 

in (47); thus we define 

S(z) == x. + v.(1 - v!)-ll (v. - z) ·x. 

+ [(x. - v.z·x.>" - (x. x v.)2]l}. (49) 

S(z) has the property that S(zret) = xret . S(O) is 
the straight-line approximation to xret. 

We now assume that the primitive expression for 
the contribution to the acceleration a, of particle 
1 from the retarded interaction has the form 
F,(xret , v" vret). The straight-line approximation 
to F" which we call f:O), is 

f:O J(x12, v" V2) == F,(S(O), VI, V2)' (50) 

We assume that F, is such that fin) satisfies (38a) 
with f2 set equal to zero [Eq. (Bll) of Appendix B]. 
The result (B14) of Appendix B then implies that 

[ffi(z)fiO)]·K(z, v,) = F,(S(O), v" v2). 

But S(z) was obtained from S(O) by the replacements 
(48); the same replacements in ffi(z) produce ffi'(z), 
since 

[I + (1 - z·v.)-'v.z]·[1 - v.z] = I. 

Hence 

[ffi'(z)fiO)].K(z, v,) = F,[S(z), VI, v.]. (51) 

We now use (43), (46), (50), (51), and the operator 
relation 

alav.ffi'(z) 

= (1 - z2r t (1 - z·v.)K-'(z, v.)·ffi'(z) ajav2 (52) 

in (41) with cp = F1[S(z), VI, v.l and t.. = tr., to 
produce the result 

- 1"" dZ·(1 - Z2)-t J(z) 

.[ (fl'(z)f2• a~2 fin) }K(Z, v.), (53) 

which is a three-dimensional analog of (30) . We 
must next find a formula analagous to (31) which 
permits the iteration of (53) into an integrodif­
ferential equation from which the time has disap­
peared. 
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We therefore consider an integral of the general 
form 

{'"' dw·(l - w2)-tJ(W)·(ffi'(w)x12G}.K(w, VI), (54) 

where G is a function of X 12 ' VI' V2 which transforms 
as a vector under the rotation group. In order to 
be able to approximate to the upper limit Zret, as 
well as to x'" and v"" we specify a particular path 
of integration-the path 

w = wXw ' 

With this specification of path, 

dw·J(w)·[ffi'(w)XI2] = Ix",ldw 

(55) 

(56) 

since x",·di", = O. We now use the scalar was our 
dummy variable of integration. 

We need next the straight-line approximation to 
x'" with the path (55). We use the straight-line ap­
proximation x'" ~ XI2 + v2(tO - tw) in (35) and in 
(55) to obtain 

mula (41) again motivates the definition of an 
interpolating vector. We make the replacements (48) 
in (57) and define the interpolating vector 

M(w, z) == X z + v.[l - w2v!rl {(w2v. - z)· x. 

+ w[(x. - vzZ'XI)2 - w2(x. x v.y]ll. (58) 

M has the property that M(w, wi .. ) = x ... M(w, 0) 
is the straight-line approximation to x'" with the 
path specified by (55). Also, M(l, z) = S(z). We 
define an interpolating operator ffi(w, z) by making 
the replacements (48) and the replacement w -'" 
wM(w, z) in the definition of <R(w): 

ffi(w, Z)<P(XI2, VII v2) 

== <p{ (1 - w2)iM(w, z), (1 - w2)i J(wM(w, z)] 

• [VI - wM(w, z)]/[l - WV j ' M(w, z)], 

(1 - w2)! J[wM(w, z)] 

·[v. - wM(w, z)]/[l - wvz·M(w, z)]l. 

It follows from definition (59) that 

(59) 

x ... ~ Xu + V2 {W
2

(V2 'X12) ffi(w,O) = ffi[wM(w, 0)] and ffi(w, wiw) = <R'(wi",). 

+ W[Xi2 - W2(X12 x v2)2]'}/(1 - w
2
v;) (57) We now apply the correction formula (41) to (54) 

in straight-line approximation. The correction for- and use (43), (46), (58), and (59) to obtain 

{ dw (1 - w2)-l Ix .. I [ffi'(wx",)G]·K(wxw , VI) 

= f dw (1 - w2)-t IM(w, 0)1 {ffi[w, M(w, O]GI·K[wM(w, 0), VI] 

11 1"x.. dz·x a 
- dw (1 - w2r' 1 • [<R'(z)f2]·K(z, vz)':;-

o 0 - z·v. vV. 

X {lM(w, z)1 [<R(w, z)G] .K[wM(w, z), VI] I. (60) 

We next specify a path for the z integration in the double integral in (60). We make again the choice 
(55): z = zx. •• We then have an integral over the scalar z instead of a line integral; the double integral 
has the form f~ dw f~ dz. If we interchange orders of integration, the double integral in (60) becomes 

11 Ix.1 dz ['( A )f] K(-" ) - 1 A ffi zx. 2' IO>AI, V. 
o - ZX,,·V. 

• i)~" {{ dw (1 - w2)-i IM(w, zx,,) I (ffi(w, zx.)G)'K[wM(w, zxz), VI]}' (61) 

The substitution which disentangled things at 
this point in the one-dimensional case suggests what 
to do here: we go to a frame moving with velocity 
zi:1 for the evaluation of the integral on w in (61). 
Thus, we define a vector u via the Lorentz velocity 
addition formula 

~ A ) (1 - z2)i J( • ) ( + .) 
wM(w, ZX" = 1 + zx.z'u zx,,' u zx". (62) 

The integral over w is now to be thought of as a 
line integral on u with the path specified by the 
relationship (62) between u and w. We adopt the 
convention that <R'u = u [we could define a u' in 
terms of Xl2 and V2 which would be mapped into the 
u of Eq. (62) by ffi'(zx.,,) and then allow <R' to operate 
on this u', but to do so would introduce unnecessary 
complication]. With u defined by (62), it follows 
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from the definitions (44), (45), (59), and the formulas dw (1 - w2)-t IM(w, dz)1 

(B1), (B2), and (B3) that = du-(1 _ u 2)-tJ(U)-CR'(dz)CR(U)x
12

• (65) 

CR(w, dz)v = R-I[u, d., w:M(w, d.)] -CR'(dz)CR(u)v 
(63) 

for v either VI or V2 • By direct computation it can 
be verified that . 

CR(w, d z)x12 

= R-I[u, d., w:M(w, d.)] -CR'(d.)CR(u)XI2 (64) 

and 

f dw (1 - w2)-t Ixwl [CR'(wiw)G]-K(wiw, VI) 

We use (63), (64), (B4), and the fact that G trans­
forms as a vector under rotations to obtain 

[CR(w, ziz)G]-K[w:M(w, ziz), VI] 

= {CR'(dz)[CR(u)G] -K(u, VI)} -K(d., VI)' (66) 

Furthermore, w = z implies u = 0, and w = 1 
implies u = CR'(zi.)S(O). We now insert (65) and 
(66) into (61) and then employ (52) to rewrite (60) as 

= f dw (1 - w2)-1 IM(w,O)1 {CR[w:M(w, O)]G} -K[w:M(w, 0), VI] 

Equation (67) provides the needed generalization of 
(31). At this point, the path in the line integral over 
u is still specified by (62). However, alternate ap­
plication of the results of Appendix C and Ap­
pendix D show that this integral is actually inde­
pendent of path at any stage of the iteration of (53) 
by means of (67) if a corresponding iteration is car­
ried on simultaneously to compute f2. Hence, the 
iterates of (53) are summed by the integrodifferential 
equation 

l
S (O) 

fl. r = f:O) - ° dz-(1 - z2ftJ(z) 

. [ CR(Z)XI2f2· a~2 fl. r lK(Z, VI)' (68) 

fl ,r is the retarded contribution to the acceleration 
of particle 1; (68) provides the three-dimensional 
generalization of (21a). The advanced contribution 
fl ... can be obtained by merely changing the upper 
limit on (68); thus 

1
-S (0) 

fl.> = f:O) - ° dz· (1 - Z2)-t J(z) 

.[ CR(Z)XI2f2 - a!2 fl,.}K(Z, VI)' (69) 

Equations for the retarded and advanced contribu­
tions f2,r and f2,a to f2 can be obtained from (68) 
and (69) by interchanging the subscripts 1 and 2 
everywhere. The alternate use of the result of Ap­
pendices C and D, already used to establish path 
independence, also shows that the fl obtained as 

(67) 

any linear combination of the fl ,r and fl ,a of (68) and 
(69) satisfies the differential condition (38a); hence 
the principle of relativity is satisfied and the as­
sumption (46) is justified. 

The derivation of Eq. (68) required three assump­
tions: 

(a) Convergence of the sum of the iterates of (53) 
to (68) [a sufficient condition for the convergence of 
this iteration is convergence of the expansions in 
powers of e2j(mc2 lxl2D for fl and f2], 
(b) the primitive expression for the contribution to 
the acceleration al from the retarded interaction 
has the form FI(xret, VI, Vret), and 
(c) FI satisfies the differential condition 

2vIFI[S(0), VI' V2] + FI[S(O), VI, V2]VI 

+ LFI[S(O), VI, V2] = 0, (70) 

which was used to obtain (51). The condition (b) 
excludes the radiation terms in the FI derived from 
the Lienard-Wiechert fields. We must therefore 
generalize assumption (b) to include the acceleration 
of particle 2 at the retarded point, and show that 
the resulting generalization of condition (c) is satis­
fied. We now take the primitive expression for 
the contribution to al from the retarded interaction 
to be of the form A.(xret , VI, Vret ' a ret), where are. == 
a2(tret). From (46) aret = [CR'(Zret)f21· K(zre., vret). 
We obtain the needed generalization of (53).Iby 
using (41) with tw = tret' and 

~ = A.{S(z), VI, V., [CR(l, z)f2]-K[S(z), V.]}. 
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We define 

(71) 

Since A~~~ is not known a priori, as was f~O), we 
must approximate successively to it as we proceed 
to compute successive approximations to f2. We 
assume that 

(72) 

holds with f2 replaced by any member of the sequence 
of approximations to f2 generated by expanding 
in inverse powers of IXl21. The derivation of the 
integrodifferential equation now goes through just 
as it did in the absence of the radiation terms; 
the only change is that f~O) in (68) is replaced by 
A~~~. We must now show that (72), which replaces 
(70), is satisfied. 

To establish (72), we begin with the primitive 
expression for the retarded contribution to al ex­
pressed in 4-vector form. We use the metric tensor 
gOO = -1, gll = l2 = g33 = + 1. The 4-velocities 
of particles 1 and 2 are Ui" = (UiO, Ui) with UiO = 
(1 - tI;)-l, Ui = (1 - v~)-iv, for i = 1, 2. The 4-
displacement to the retarded point is RII = (Ixretl, 
Xut); the proper times of particles 1 and 2 are Tl 
and T2' The contribution of the retarded Lienard­
Wiechert fields to the 4-acceleration dUlII/dTl is 
then 

u;F~:! = (u~Rar3{(1 + R~ du~/dT2) 
X (u:u2,)R. - (u:R,)u2.] - (u~R~) 

X Leu: du2,/dT2)R. - (u:R,) d1t2./dT2] I, (73) 

where all quantities referring to particle 2 are evalu­
ated at the retarded time. The contribution (73) to 
dUlP/dTl has the form AiRa, Ula, U2al dU2a/dT2) 
where All is a 4-vector function of the indicated 
arguments which satisfies the condition uiA" == 0 
(required by ui dUlII/dTl = 0). This condition im­
plies that, if All = (Ao, l), then Ao = vl·l. The 4-
vectors on which All depends each have only three 
independent components (because of the restrictions 
R"R" = 0, U~Ula = U~U2a = -1, u~ du2a/dT2 = 0); 
hence a retarded contribution to the 4-acceleration 
dUl,./dTl of the form AII(Ra, Ula, U2'" dU2C./dT2) leads 
immediately to a retarded contribution to the 3-
vector acceleration al of the form Ar(xret , Vl, Vr• t , 

aret) via the relation 

AT = (1 - v~)[1 - VlVl] .J... (74) 

If we write the dependence of J.. on its arguments in 
the form 

J.. = J..(Ro, R; UlO , Ul; U20 , U2; du20/dT2, duddT2), 

then (71) implies that 

A~~~(XI2' VI, v2) = (1 - v~)[1 - VlVl] 

(75) 

where 

t' = (1 - v~rl[1 - V2V 2]-I. ((R(8(0)f2] .K[8(0), v2] 

and 1-'0 = V2·t'. By direct computation, 

LS(O) = I IS(O)I, 

L IS(O) 1 = S(O) , 

LuiO = Ui, 

(76) 

where i = 1,2. By the use of (B6), (B8), (BI6), the 
relation LS(O) = I - 8(0)8(0), and the definition 
of t' and 1-'0, we obtain 

(77) 

independent of the functional form of the f2 on which 
t' and 1-'0 depend. Thus, (77) holds whether we use 
the actual f2 or some member of the sequence of 
approximations to it. From (75) we find that 

= (1 - v~)[(J.. - LAo)vl + LJ.. - lAo]. (78) 

The fact that All transforms as a 4-vector function 
of 4-vector arguments under Lorentz transformation 
implies that 

ow·' X, = Ilw'''[R, a/aR a + U lv a/aUla 

+ U2v a/du2a + (du2,/dT2) a/a (du2u/dT2)]A,.. (79) 

For a pure Lorentz transformation IlwoO = IlW'i = 
0, Ilwo; = Ilw'o = IlfJ" where i and j run from 1 to 
3, and (79) becomes 

1l~·J.. = 1l~'L'Xo, Il~ Ao = 1l~·L'J.., (80) 

where 

L' == S(O) a/a IS(O) 1 + IS(O) 1 a/a S(O) 

+ UI a/d UlO + UIO a/dul + U2 a/du20 + U20 a/du2 

+ t' a/aJ.lo + 1-'0 a/at'. (81) 

The results (76) and (77) show that L = L' when 
the operand is l or Ao; hence (80) implies the van­
ishing of the right-hand side of (78) and the satis­
faction of (72) at every stage of the approximation to 
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f 2 • The integrodifferential equation (69) for the 
advanced interaction contribution to a1 may be 
generalized to include radiation terms by making 
appropriate sign changes in the preceding argument. 

As was noted in the Introduction, an instantaneous 
action-at-a-distance description requires only a de­
cision to confine attention to particle world lines; 
it is thus, in principle, possible to include the effects 
of radiation reaction. The details of showing that 
the path independence and Lorentz covariance con­
ditions continue to hold when a radiation contribu­
tion to the force is included are given in Appendix 
E. Thus, the electrodynamic two-body problem with 
half-advanced plus half-retarded interactions can 
be reduced to instantaneous action-at-a-distance 
form by solving (68) and (69) [with f~O) replaced by 
A~~~], where fl = Hfl .& + f1 •r) together with the 
corresponding equations for f 2 • The electrodynamic 
two-body problem with retarded interactions and 
a. radiation reaction term can be reduced to in­
stantaneous action-at-a-distance form by solving 
(68) [with f~O) replaced by A~~~], where fl = fl' r + f~r 
[f~r is given by (E2) of Appendix E] together with 
the corresponding equations for f 2 • 

The results (68) and (69), as well as their generali­
zation to include terms dependent on the accelera­
tion at the retarded point (radiation terms) are not 
restricted to electrodynamics. Equations (68) and 
(69) can be used to re-express any Lorentz-invariant 
direct interaction along light cones in instantaneous 
action-at-a-distance form if the iteration process 
[expansion in powers of e2 j (mc2IxI2!) for electro­
dynamics] used to establish (68) and (69) converges. 
The results (68) and (69) may remain valid as formal 
re-expressions of the dynamics even if the iteration 
used to establish them does not converge, but this 
remains to be investigated. For the particular case 
of electrodynamics, the iteration may possibly be 
expected to converge for interparticle separations 
greater than something of the order of the classical 
charge radius. In any event, the integrodifferential 
equations, (68) and (69), should provide a powerful 
tool for the investigation of the character of the 
series in powers of e2 j(mc2 Ix12i), which appears in 
the instantaneous action-at-a-distance reformulation 
of the electrodynamic two-body problem. 

We now turn to a brief examination of the N -body 
problem. 

VI. INSTANTANEOUS ACTION-AT-A-DISTANCE 
FOR N PARTICLES 

The differential statement of the principle of 
relativity for a translationally invariant system of 

N particles is easily written down if one chooses 
to write the equation of motion of the ith particle 
in the form 

X;,;+I' ... , X;.N; VI, V2 , ••• , VN)' (82) 

The set of N - 1 vectors lXii, ... ,Xi .i-l, Xi .H1, •• " 

Xi.N I with Xi.i == Xi - Xj is clearly sufficient for 
writing the most general translationally-invariant 
function of the N vectors {Xl' ... , xNI. The argu­
ment which led to the conditions (30) can be im­
mediately generalized to obtain the conditions for 
N particles, which are 

N a 
2v;fi + fiVi - E XijVj'- fi 

;-1 ax;; 
i1"'i 

N a 
+ E [I - VjVi]'- fi 

i-I aVi 

N a 
+ E xijfi , !lv. fi = O. (83) ,-I (] , 

;jI6i 

If we choose to call the fi of (82) forces, then it can 
be easily shown from (83) that fi cannot be a sum 
of two-body forces in the form E; ... i Fi AX'i' Vi' Vi), 
where F i • j is the interaction when only the ith and 
jth particles are present. This is essentially a con­
sequence of the nonlinearity of (83), which invali­
dates superposition. Thus, the principle of relativity 
demands the existence of many-body forces in the 
N-particle instantaneous action-at-distance descrip­
tion. The same conclusion can be drawn by beginning 
to generalize (68) and (69); such considerations show 
that many-particle forces [which enter by virtue 
of the fact that a2 (t.) in (41) now contains coordi­
nates and velocities of all other particles] fall off as 
higher inverse powers of the distance than do the 
two-body forces. 12 

VII, SUMMARY AND DISCUSSION 

The work of the preceding sections indicates that 
instantaneous action-at-a-distance is quite tenable 
in relativistic mechanics, and does not violate the 
principle of relativity. This conclusion has been 
drawn by deriving, and investigating the conse­
quences of a set of differential conditions [Eq. (14) 
for two particles in one dimension; Eq. (83) for 
the general three-dimensional N-particle case] on 
the instantaneous equations of motion which guaran­
tee world-line invariance and form invariance of 

12 The fact that expansion with order depression leads to 
many-body forces was recognized by H. Primakoff and T. 
Holstein, Phys. Rev. 55, 1218 (1939). I am indebted to Peter 
Havas for calling my attention to their work. 
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the equations of motion under Lorentz transforma­
tion. In the C8Be of the perturbative reduction of 
the equations of motion of the two-body problem 
of electrodynamics to instantaneous interaction 
form, it is found, with the aid of dimensional analysis, 
that these differential conditions imply that not 
only all powers of C-.'l, but also all powers of the 
coupling constant e2

, must appear in the instan­
taneous equations of motion if they are to be com­
patible with special relativity. The first three terms 
of a perturbation series in e2 [Eqs. (4), (8), and (9)] 
for the instantaneous force for two charged particles 
moving in one dimension have been worked out by 
general, but somewhat pedestrian, methods in Sec. 
H. In Sec. IV, less general (restricted in their ap­
plication to the reduction to instantaneous form of 
interactions originally given along light cones), but 
more powerful group-theoretic methods have been 
used to derive a pair of integrodifferential equations 
for the instantaneous forces [Eqs. (21)]. The equa­
tions of motion which are obtained by solving these 
integrodifferential equations also satisfy the partial 
differential conditions (14), thus guaranteeing com­
patibility with special relativity. 

The methods have been extended to three dimen­
sions in Sec. V to give integrodifferential equations 
for the instantaneous forces, which can be used to 
reduce any two-body problem involving interactions 
originally given along light cones to instantaneous 
interaction form. As in the one-dimensional case, 
these integrodifferential equations have been estab­
lished by carrying an approximation-plus-correction 
procedure to infinite order to produce formally exact 
results. Convergence of this procedure has not been 
proven, so that the results are only formally, and 
not rigorously, established. In the case of electrody­
namic interactions, convergence of the series in 
powers of e2

, which is actually a series in powers of 
the ratio of the classical charge radius e2 /mc2 to 
the interparticle separation IX121, is a sufficient con­
dition for the rigorous establishment of the in­
tegrodifferential equations for the instantaneous 
forces. It has also been shown that self-interactions, 
such as the radiation-damping term given by Dirac, 
can be formally included. 

Inasmuch as the whole area of instantaneous 
action-at-a-distance in relativistic mechanics is at 
present almost completely unexplored, the present 
work raises many questions. What are the necessary 
and sufficient conditions for the rigorous (as opposed 
to formal) validity of the integrodifferential equa­
tions for the instantaneous equations of motion? 
Does the series in powers of e2/(mc2Ix12J) which 

occurs in the electrodynamic C8Be have a finite 
radius of convergence? If so, what is the nature of 
the singularity controlling the convergence? 

The conservation laws 8Bsociated with the in­
variance of the theory under space and time transla­
tion, rotation, and pure Lorentz transformations 
are obscure when the equations of motion are written 
in the form (82) 8B systems of differential equations 
solved for the highest derivative. The usual route 
for the discussion of conservation laws in dynamical 
theories (i.e., via Hamilton's principle and Noether's 
theorem3

) does not appear promising 8B a conse­
quence of the zero-interaction theorem of Currie, 
Jordan, and Sudarshan.13 This theorem, which shows 
that Dirac's relativistic Hamiltonian formulation 
is incompatible with inter-particle interaction, may 
possibly be circumvented by renouncing the demand 
that the Lorentz transformations be represented 8B 
canonical transformations. If such a renunciation 
allowed the physical coordinate to be canonical, there 
would be a Lagrangian, but the center-of-mass 
theorem could not be obtained via Noether's theo­
rem. The existence and exhibition of conserved 
quantities is thus a nontrivial and presently un­
solved problem in instantaneous action-at-a-distance 
dynamics. 

Another set of questions revolves about the rela­
tionship between instantaneous action-at-a-distance 
and field theory. To what extent and under what 
conditions are instantaneous action-at-a-distance 
descriptions and more conventional field-theoretic 
descriptions of particle world lines in relativistic 
mechanics equivalent? The present work gives a 
construction for finding instantaneous action-at-a­
distance equations of motion for those world lines 
which can be obtained by successive corrections to 
straight-line motion when the interaction is origi­
nally viewed as occurring along light cones. Does 
this family of world lines include all of those which 
are contained in the original equations if one imposes 
the further condition of 8Bymptotic straight-line 
motion for widely separated particles? The method 
of Sec. H can be used to construct perturbative 
approximations to instantaneous action-at-a-dis­
tance equations of motion when the interaction is 
viewed as being carried by a finite mass field. Can 
integrodifferential equations for these instantaneous 
forces be found? One can also pose the question the 
other way: is instantaneous action-at-a-distance 

13 D. G. Currie, T. F. Jordon, and E. C. G. Sudarshan, Rev. 
Mod. Phys. 35, 350 (1963); D. G. Currie, J. Math. Phys. 4; 
1470 (1963); J. T. Cannon and T. F. Jordon, ibid 5, 299 (1964). 
A zero-interaction theorem for N particles has been proven by 
H. Leutwyler, Nuovo Cimento 37,556 (1965). 
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richer than field theory in the sense that there are 
instantaneous action-at-a-distance theories for which 
no field-theoretic alternative exists? 

Dimensional considerations have shown that the 
series in powers· of e2 for the force of instantaneous 
action-at-a-distance electrodynamics is actually a 
series in powers of e2/(mc2IxI2D. Such a series is 
reminiscent of the multipole expansions which occur 
in the description of the interactions of extended 
charge distributions; it suggests that it might be 
fruitful to view the charge, which was a point parti­
cle in the field-theoretic description, as an object 
with structure from the instantaneous action-at-a­
distance vantage point. Such a view is supported 
by the fact that the principle of relativity demands 
many-body forces (Sec. VI); many-body forces in 
physics typically arise from the polarization of one 
structured body by another. That the complete 
elimination of the fields by passing to an instan­
taneous action-at-a-distance description should en­
dow the particles with structure is not surprising; 
in the language of quantum field theory, we would 
attribute the structure to the dressing of the particles 
by a cloud of virtual photons. The present suggestion 
of structure is possibly some classical remnant of 
this dressing. 

The fact that the series in e2
, which occurs in the 

present classical theory, is not consistent with the 
principle of relativity unless summed to all orders 
would seem to raise a serious question as to the 
meaning of the formal covariance, at each stage of 
the computation in powers of e2

, of conventional 
quantum electrodynamics (with or without re­
normalization). How can quantization restore covar­
iance order by order in e2? How is this restored 
covariance to be understood? This mystery is re­
lieved in no visible way by the occurrence of the 
additional fundamental length h/mc. 

The whole question of quantization of the present 
theory is quite unclear. If a conventional Hamilton­
ian quantization is to be attempted, the zero-inter­
action theoreml3 must be circumvented by renounc­
ing one (or possibly both) of the hypotheses of the 
theorem: (a) that the transformations of the in­
homogeneous Lorentz group (Poincare group) be 
canonical, and (b) that the physical coordinates be 
canonical coordinates. Inasmuch as a Hamiltonian 
formulation is not uniquely determined (to within a 
canonical transformation) by the classical equations 
of motion, this route appears to be plagued with 
ambiguity. 

Nevertheless, any resolution of these difficulties 
should lead to a theory in which the present classical 

equations of motion can be viewed as quantum 
equations of motion in a Heisenberg representation 
with the position and velocity operators obeying 
(possibly quite complicated) commutation rules. The 
structure of the series for /1 [in powers of e2/(mc2IxI21)] 
already indicates a source of divergence difficulties 
in such a theory: divergent integrals necessarily 
appear in a perturbation series in e2 when the point 
IXl21 = 0 is sampled in an intermediate state, even 
if the full /1 obtained by summing the series in e2 

of the classical theory is not badly behaved at this 
point. These divergence difficulties would also appear 
to provide a hitherto unremarked source of diver­
gence problems in conventional quantum electrody­
namics. Further exploration of the questions asso­
ciated with quantization will, however, have to be 
postponed until a better understanding of instan­
taneous action-at-a-distance at the classical level 
has been achieved. 

Note added in proof: Since the present manuscript 
was submitted, it has been shown that the demand 
of asymptotic reduction to the usual Hamiltonian 
scheme for free particles uniquely determines the 
Hamiltonian scheme (to within a canonical trans­
formation), thus removing this source of ambiguity 
in a conventional Hamiltonian quantization. a This 
demand also uniquely determines the conservation 
laws associated with the geometrical invariances 
of the inhomogeneous Lorentz group. 
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APPENDIX A. COMPUTATION OF EI TO ORDER xl~ 

For a computation of the series for ;h in Eq. (4) 
to order x~:, the derivatives appearing in the series 
(6) and (7) are approximated with sufficient ac­
curacy by 

d"v2 (1)"(1 2)1 { ,- ( )"-1 -n-I den ~ - - V2 n. eo VI - V2 Xl2 

+ !(n + I)! el(v i - V2rIx~;-2 

- AnX:2[io - 3v2eo/(1 - V~)](VI - V2)"+2X~2"-2 

(AI) 

14 R. N. HillandE. H. Kerner, Phys. Rev. Letters 17, 1156 
(1966); and another paper to be published. 
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where A.. and B", whose rules of fonnation are where 
A .. = (n - I)! + (n + l)A .. _l and B .. = 

(1 - fi)i 
(n - 2) (n - I)! + (n + 1)B .. _1 (with the initial 
conditions Al = Bl = 0) have the values 

An = !(n - l)n!, 

B" = (n + 1)! [ - ~ 

( 1 1 1) 3 ] + 1+-+-+ .. · +- +-- . 2 3 n n+l 

From the zeroth approximation it is seen that 

X~2[~O - 3v2eo/(1 - vm 

(A2) 

~ (1 - v;)f[3v2co/(1 - v~) - 2v1co/(1 - v~)], 

[X~2(t\ - V2)] ~ (1 - v~)lco + (1 - v~)lco 

to the accuracy needed in (AI). The series for t - trot 
which appears in (6) can be summed in the approxi­
mation (AI) by using the fonnulas. 

~ (n !" I)! X
n

+
1 

= 2(1 X~ X) + X + In (1 - X), 

~ Bn n+l X2 - 6X + 2X - 3 I (1 X) 
~ (n + I)! X = 2(1 - X) 1 _ X n - . 

(A3) 

The derivatives with respect to X of the formulas 
(A3) are useful in summing the series for (v2)ret in 
(7). A consistent calculation to order x~: then yields 
the results (8) and (9). 

APPENDIX B. COMPOSITION OF LORENTZ 
TRANSFORMATIONS 

Inasmuch as the pure Lorentz transfonnations 
do not fonn a subgroup of the Lorentz group in 
three dimensions, the result of two successive pure 
Lorentz transfonnations can, in general, be written 
not as a pure Lorentz transfonnation but as a pure 
Lorentz transfonnation followed by a rotation. Thus, 
if we begin in a given Lorentz frame with a quantity 
V which transfonns as a vector under the rotation 
group, the result of perfonning a pure Lorentz 
transfonnation to a second frame moving with ve­
locity ~, which we write £(~)V, and following it 
with a pure Lorentz transformation to a frame 
moving with a velocity a with respect to the second 
frame can be written as 

£(a)[£(~)V] = R(a, ~, y)·£(y)V, (B1) 

y = 1 + a'~ J(~)'(a + ~). (B2) 

The dyadic which effects the rotation is 

R(a, ~, y) 

= [J(a).J(~) + (1 _ (i)~~1 _ /32)f}r
1
(y). (B3) 

The correctness of (B2), which is just the velocity 
addition fonnula, can be seen by considering the 
velocity of the origin of the third frame, as seen 
in the first; (B3) can be verified by considering a 
particular representation of the Lorentz group, such 
as the (4-vector) representation fonned by the co­
ordinates (x, t) of a world point. 

If we apply (B1) to an acceleration a in the first 
frame, and use R = R-1 for a rotation, we obtain 

from which the identity 

R(a, ~,y)·K(y, v) = K(a, £(~)v)·K(~, v) (B4) 

follows, since a is arbitrary. 
Certain useful fonnulas can be derived by con­

sidering the composition of two Lorentz transfonna­
tions, one of which is infinitesimal. Let /p = 
cp(X12' VI, v2) be some function of the indicated argu­
ments whose transformation properties is, for the 
moment, unspecified. If we make the replace­
ments a = Z, ~ = Il~ in (B1) and use the definition 
(45) of <R, we obtain 

<R(Il~)<R(Z)CP = R(z, Il~, y)<R(y)/p. (B5) 

Equation (B2) implies y = Z + [I - zz] ·Il~ to first 
order in the infinitesimalll~. Expanding (B5) to first 
order in Il ~ on both sides yields 

a 
1l~·L<R(z)cp = -1l~'[I- zZ]'az<R(z)cP + mL, (B6) 

where, in general, mL, which effects the rotation R, is 

mL = [1 + (1 - z2)ir1 

X ![<R(Z)X12]'(Z Il~ - o~ z)·a/a [<R(z) x12] 

+ [<R(z)v1] ·(z o~ - Il~ z)·a/a [<R(z)v1] 

+ [<R(z)v2]· (z o~ - Il~ z)· a/ a [<R(z)v2] I. (B7) 

If cP transfonns as a scalar under the rotation group, 
mL vanishes. If cP = V, where V transforms as a 
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vector under the rotation group, then (8~.L){[<R(z)f!Ol)'K(z, VI)} 

If q:J = D, where D transforms as a dyadic under the 
rotation group, then 

mt = [1 + (1 - z2)irI{(8~ z - z 8~)'(<R(z)D) 

+ [<R(z)D) • (z Ii~ - 8~ z)} . (B9) 

If we perform the two transformations in the op­
posite order and let 0: = 8~, ~ = z in (BI), we derive, 
in the same manner, the result 

8~ '<R(z)(~) 

= - (1 - z2)i Ii~ ·r\z)· :z <R(z)q:J - mt. (BlO) 

Both (B6) and (BIO) can be verified directly without 
making use of the group-theoretic argument. 

If f~Ol(X12' VI, V2) is the approximation to the 
acceleration a l of particle I reckoned on the assump­
tion of straight-line motion for particle 2 (f2 = 0), 
then (38a) implies 

8~.LfiO) + 2 8~·vIf:O) + 8~·f:O)vI = O. (Bll) 

By operating on this with <R(z) and multiplying the 
result on the right by K(z, VI), we obtain 

[8~'<R(z)(LfiO») ·K(z, VI) 

+ [<R(z)f!0»)[2 1i~'<R(Z)VI) ·K(z, VI) 

+ [<R(Z)f~Ol) .K(z, vI)·[2(1i~·VI)1 + Ii~ VI] = O. 

(B15) 

We use (B6) and ajaz{[<R(z)fiOl]·K(z, VI) I = 0 in 
(BI5) and remark that f!O) is arbitrary except for 
the restriction (Bll) to derive the identity 

a 
1i~·LK(z, v) + 8~·[1 - zZ)'az K(z, v) 

+ 2(v· 8~)K(z, v) + K(z, v) 'Ii~ V 

+ [(1 + (1 - l)irI(z Ii~ - Ii~ z)·K(z, v) = 0, 

(B16) 

which holds for either V = VI or V = V2' Equation 
(BI6), which is needed in Appendix D, can also be 
verified directly. 

APPENDIX C. PATH INDEPENDENCE 

In this Appendix, we show that, if 

- _ ~ f(/)'~ f(n-I) - XI2 £.oJ 2 ""V 1 , 
1-1 U 2 

(01) 

tf~rn) + 2V2f~m) + f~m)V2 

= x 1: tll.~ f(rn-Il 
12 1-1 1 aV

I 
2 

(02) 

+ [<R(z)fiO)]'8~ vI·K(z, VI) = o. (B12) hold, then 

Since (Bll) is the statement of the vanishing of the 
infinitesimal transformation on fl' K in straight-line 
approximation, we should be able to show that 
[<R(z)f!O)]. K(z, VI) is independent of z from (B12) 
by using (BlO). From this we infer the existence of 
the identity 

(1 - z2)i 8~.rI(z)·:z K(z, v) 

= [1 + (1 - z2)ir I(z Ii~ - 8~ z)·K(z, v) 

[2 8~'<R(z)v]K(z, v) - Ii~ [<R(z)v]·K(z, v), 

(B13) 

which can be verified (with either v = VI or v = v2) 
by direct computation. Hence, (Bll) implies 

[<R(z)fiO)] ·K(z, VI) = fiG) . (B14) 

If we now place (BI4) back into (Bll), we obtain 

which appears at the (m + n)th stage of the iteration 
of (68), is independent of path, where 

T( ... · .. )(z) 

== (1 - Z2)-iJ(Z)'{<R(z>[ x12f~m). a~2 fi") ]}'K(Z, VI)' 

(03) 

Path independence in the original "correction for­
mula" is a consequence of the fact that, since 
t. - to = -z·x. [Eq. (35)], only the component 
of z in the direction of x. matters as far as moving 
along the world line of particle 2 is concerned. Thus, 
path independence can be expected to follow from 
considering infinitesimal Lorentz transformations in 
a direction perpendicular to x12• We therefore cross 
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Xu into (01) and (02) from the left (remembering 
that XI2 X L = Xl2 X t) to obtain 

Xu x [Lf~"') + 2V2f~m) + f~m)V2) = O. (05) 

We now procede to show that the path-independ­
ence condition (a/az) xT'm,n)(z) = 0 follows from 
(04) and (05). We use the identities 

a/az x «1 - Z·V2)-I{[<R(Z)X12)·J(z»)}) = 0, 

a/az[(l - z.v2)(1 - z2)-1] 

= - (1 - z2)-\1 - z 'V2)J(Z) • <R(z)v2 

to obtain 

(06) 

if (a/az) xT(l"o-!)(z) = 0 so that the integral is 
path independent, then f:") satisfies 

- -x ~ f(1) ~ f(,,-I) 
- 12 £.J 2· 1 . 

I-I aV2 

From (D1) it follows immediately that 

6~.(Lf:") + 2v l f:") + f:")v l ) 

= - I: {6~'[L8(0)]'T(I.,,-1)[8(0)] 
I-I 

rS(O) 

+ 10 dz·[(6~·L)T(l·,,-/)(z) 

(D2) 

+ 2(VI'6~)T'I,"-I)(Z) + T(I,,,-I)(Z)'6~VI]}' (D3) 

If we use (B6), (B9), (B16), and the identity 

6~·[1 - zz]·a/az [(1 - z2r 1J(z)] 

= [1 + (1 - i)lrIJ(z)' (z 6~ - 6~ z) 

+ [1(6~·z) + 6~ z]·J(z), (D4) 

For arbitrary vectors a and ~, a·J(z) X ~ = which can be verified by direct computation, the 
(1 - l)-la X rl(z).~. We use this, together with integral appearing in (D3) takes the form 
(BlO) and (B13), to reduce (06) to the form 

X { <R(Z)X X [f(m).~ fen) + L(f(m).~ f("») 
12 2 aV2 I 2 aV2 I 

+ f~")· a~2 (2v l f:") + f:n)v l ) ]}.K(Z, VI)' 

If we now use the identity 

X X L(f(m).~ fen») 
12 2 aV

2 
I 

(07) 

(08) 

and then employ (04) and (05), we conclude that 
(a/ az) x T'm,n) (z) = O. 

APPENDIX D. LORENTZ COVARIANCE 

In this Appendix, we show that, if 

(D1) 

18(0) { a 
dz· - 6~· [I - zz).- T(l ,n-I) (z) 

o az 

+ [1(z·6~) + 6~ Z]'T(I, .. -I)(Z)}' (D5) 

For any dyadic function D(z), 

6~·[1 - zz]· :z 0 = ajaz [6~·(1 - zz)· 0] 

+ [I(z' 6~) + 6~ z]· 0 - 6~·[1- zz] x [a/az x D). 

(D6) 

Using (D6) and the path-independence condition 
(a/az) x T(z) = 0, (D5) becomes 

In
S(O) a 

- dz·- [6~'(1 - zz)·T(l, .. -Il(Z»). 
o az 

Performing the integration and using 

L8(0) = 1 - 8(0)8(0), 

we obtain (D2). 

APPENDIX E. RADIATION REACTION 

(D7) 

The radiation reaction term given by Dirac takes 
the form 
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By rewriting this in 3-vector form, we obtain the 
radiation reaction contribution f~r to a l : 

for f any function of Xu, VII and V2 • Direct computa­
tion then shows that 

f~r = i(l - vD-i[DfI + 3(1 - V~)-I(VI ·fl)fl]' (E2) rf~r = i(l - vD-i (D(rfl) 

where + (I12)'iJfl/iJV2 + (rfl)·iJfl/iJvI 

iJ iJ iJ 
D == (VI - V2),- + fl,- + f2 ,- (E3) 

iJx12 iJvI iJv2 

is the total time derivative operator. We define the 
operators rand f by 

(E4) 

+ (1 - v~)-I(rfl)'[I(vI'fl) + vlfdl. (E5) 

An expansion of (E5) in inverse powers of Ixul and 
application of the result of Appendix D, order by 
order, on the right-hand side, shows that each suc­
cessive approximation to f~r satisfies rf~r = 0 to the 
order of the approximation at each stage of the ap­
proximation. Hence, the path-independence and 
Lorentz-covariance conditions continue to hold when 
f~' is included in fl' 
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A new approach to classical non-equilibrium statistical mechanics is considered. The essential idea is 
t? s~lve .Bogoliu~ov's functional-differential equation for the generating functional embracing all 
distnbuhon func.tlOns ~or the ~article sy.stem. with th? aid of t~e technique of functional integration. 
It b~comes possIble With Il; mIll?r modificatlOn of his formalIsm. A general solution is given. The 
solu~lOn for our state functlOnalis reduced to the Hopf characteristic functional for the Vlasov self­
consI~ten~ field when the interaction energy of particles is relatively small in each s-body 
HamIltoman H •. 

1. INTRODUCTION 

AT present there seems to be two general methods 
for approaching nonequilibrium statistical me­

chanics;one deals with the so-called BBGKY 
hierarchl and the other was developed by Prigo­
gine2 and his school. The starting point for both is 
the Liouville equation for the N-body system and 
hence perfectly reliable from the mechanical point 
of view. In either method, however, no exact general 
solutions for distribution functions or correlations 
with any number of particles have been found 
without using an infinite-series expansion, e.g., in 
powers of an appropriate parameter like the density 
of particles. Such an expression, however, always 
includes the question of convergence, so that various 
statements based on this type of solution undergo 
considerable restriction of their applicability; they 
become already doubtful for too dense a gas, etc. 
We therefore still have a reason to seek for another 
general method, if any, which can yield closed-form 
general solutions, valid irrespectively of the mag­
nitude of the parameters involved. 

For this reason a functional approach to non­
equilibrium statistical mechanics is sketched in this 
paper. The idea of using a functional to describe 
a statistical state is not new, since Bogoliubov3 in­
troduced it in 1946 to reform the BBGKY hierarchy 
into a single closed equation for the generating func­
tional; his aim was to achieve the formalistic con­
venience in describing the state, but no more. But, 
if it is possible to directly integrate a functional­
differential equation, it is evident that a new scope 
of development in statistical mechanics will emerge, 
since the general solution may be given in closed 

1 Bogoliubov-Born-Green-Kirkwood-Yvon. See, for ex­
ample, Uhlenbeck's special lectures in M. Kac, Probability and 
Related Topics in Physical Sciences (Interscience Publishers 
Inc., New York, 1959). ' 

21. Prigogine, Non-Equilibrium Statistical Mechanics 
(Interscience Publishers, Inc., New York, 1962). 

8 N. N. Bogoliubov, J. Phys. U.S.S.R. 10, 265 (1946)' 
Problems 0/ a Dynamical Theory in Statistical Physics; 
translated by E. Gora (Providence College, Providence, 
Rhode Island 1959). 

form for the generating functional, without treating 
the question of convergence. The present author 
shows here that this is possible with a necessary 
minor modification of the Bogoliubov functional 
formalism; a special type of complex-valued func­
tional is introduced anew (Sec. 2). The modification, 
of course, holds the equivalence between our new 
formalism and the BBGKY hierarchy (for the limit 
N --+ (Xl). The general solution for our state func­
tional is given in terms of a kind of functional 
integration (Sec. 3). As this mathematical tool may 
be somewhat novel, the Appendix is devoted to it. 

Although our solution expressed in a functional 
integral is apparently sophisticated, we stress that 
the Monte Carlo approach makes its practical 
utility possible, since we can have the approximation 
scheme in which it is estimated by a multiple 
integral (cf. Appendix); the situation is similar to 
the case with the Feynmann integral. Finally, it 
is mentioned that the general solution may be ap­
proximated by the Hopf characteristic functional4 

for the turbulent one-body distribution function 
governed by the Vlasov kinetic equation if the po­
tential energy is much less than the kinetic energy 
in each s-body Hamiltonian H. (s = 2, 3, ... ) 
(Sec. 4). 

In this paper we treat the system of identical 
particles governed by classical mechanics. We as­
sume (1) that the Liouville equation holds valid 
in the limit N --+ (Xl with the condition that N IV 
remains a positive finite constant in such a limit 
(V is the volume which involves the total system), 
and (2) that more than one particle cannot occupy 
the same spatial location at the same time, or 
equivalently that a particle always has a hard 
repulsive core. At the same time it is natural to 
assume that the wall encircling V has a hard repul­
sive (potential) layer. Moreover, our N-body dis­
tribution function should be symmetric with the 
interchange between particles, as also assumed by 

4 E. Hopf, J. Rat!. Mech. Anal. 1, 87 (1952). 

221 



                                                                                                                                    

222 IWAO HOSOKA W A 

Bogoliubov.3 This premise makes it necessary for 
us to essentially treat an ensemble of the 6N -dimen­
sional phase points; even if we exactly specify a 
configuration of N bodies in the six-dimensional 
phase space at the initial time, we must start from 
not one but N I points in the 6N -dimensional phase 
space on the basis of assumption (2). That is to say, 
in this formalism we have, in principle, no chance 
of specifying only one point in the 6N -dimensional 
phase space for any real physical state, although 
the situation is more amplified on the basis of in­
determinism of the system observation or coarse­
graining procedure. An interesting topological pic­
ture is given: the state functional introduced here, 
which corresponds to an ensemble of these phase 
points, is considered as a point in the new space 
consisting of a certain class of regular functionals; 
in this picture a possible steady (e.g., equilibrium) 
state must correspond to a fixed point for the auto­
mapping of this space, which represents the time 
development of the ensemble. 

2. STATE FUNCTIONAL AND BASIC EQUATION 

The essence of Bogoliubov's functional formalism 
for non-equilibrium statistical mechanics is that any 
(s-body generic) distribution function F. should be 
embraced in one generating functional as a coeffi­
cient function in its functional Taylor series6 (times 
a numerical factor) and that the functional should 
be governed by a single functional-differential3

•
6 

equation of the type 

aif;(y, t)lat = .£if;(y, t), (2.1) 

where y is a function on the one-body phase space X, 
yEA (cf. Appendix), t the time variable, and 
.£ a linear operator on functionals including func­
tional differentiation; this operator is given in such 
a way that (2.1) should be equivalent to the BBGKY 
hierarchy. Now that we know the technique of a 
functional integration as defined in the Appendix, 
it is natural to expect the integrated form, i.e., 
general solution of (2.1), to be 

if;(y, t) = L K(y, tly', t') 

X if;(y', t') ay', t 2:: t', (2.2) 

where K is the kernel functional which is absolutely 
integrable. [Absolute integrability of K is the es­
sential property for the mapping on if;(y', t') defined 
by (2.2) to be continuous, as is seen from (2.9).] 
If so, in order for the integral in (2.2) to be math­
ematically meaningful, it is sufficient that 

G V. Volterra, Theory of Functionals (Blackie & Son, 
London-Glasgow, 1930). 

max 1 if;(y', t') 1 < 00. (2.3) 
wEA 

If we consider our functional as an element of a 
norm space by introducing the norm 

11if;(y, t) II = max Iif;(y, t) I, (2.4) 
vEA 

(2.3) means that if; should have a finite norm. Un­
fortunately Bogoliubov's original form of the func­
tional cannot satisfy this condition, because his 
functional is expressed by the functional Taylor 
series with (nonvanishing) positive coefficients and 
increase endlessly as y ~ + 00. Moreover, for 
Bogoliubov's original functional to converge, the 
function space {y(x)} should be limited in a com­
plicated way,a over which we cannot make a mean­
ingful functional integration of the type (2.2). Thus 
it is desirable for us to find a new form of the gen­
erating functional on A with a finite norm and 
still governed by the equation of the type (2.1). 

Keeping in mind that we are going to treat the 
limiting state in which both the number of particles 
N and the spatial volume V containing them tend 
to infinity, holding the relation N IV = const, let 
us consider the complex-valued functional 

if;(y, t) = 1 + i: ~ r ... r F,(x l , ••• , x,, t) 
.-1 s. Jx Jx 

X y(xI) ... y(x,) dXI ... dx,. (2.5) 

Here F., as the s-body generic distribution function, 
is a real-valued symmetric function with respect to 
an interchange of XI, ••• , x, E X and should obey 

F,(xI' ... , x., t) 

= lim r Fo+I(x l , ••• , X,, X'+I, t) dx.+lIV, 
V-a) Jx 

s 2:: 1. (2.6) 

Apart from the factors i', this is in complete agree­
ment with Bogoliubov's generating functional.3 As 
if; embraces all generic distribution functions and 
hence represents a state of our particle system 
exactly in the statistical sense, it may be called the 
state functional. Now, it is very possible that the 
state functional if; in (2.5) has a finite form, since 
each coefficient in the series (2.5) is not always 
positive. (By definition F. 2:: 0.) For example, we 
consider the limit situation where all particles are 
independent; then 

F,(x1 , ••• ,X., t) = FI(xI, t) ... FI(x" t) (2.7) 

so that 

if;(y, t) = exp {i L FI(x, t)y(x) dX} , (2.8) 

the norm of which is unity. We may here have to 



                                                                                                                                    

NON-EQUILIBRIUM STATISTICAL MECHANICS 223 

answer the problem of convergence of the series 
expression (2.5). We may assume that every real­
izable state of our particle system should have a 
finite norm. This is a reasonable assumption, be­
cause, first, we can see from (2.2) that if the initial 
functional 1/;(y', t') is given with a finite norm, at 
any time later the functional 1/;(y, t) continues to 
have a finite norm; that is, 

111/;(y, t)11 :::; ~x L IKI 5y' 111/;(y', t')II. (2.9) 

Second, once our functional has a finite norm, the 
series in (2.5) should be bounded in absolute mag­
nitude. 

While all regular functionals (which can be every­
where Taylor-expanded) with a finite norm and 
satisfying (2.6) constitute a linear norm space, state 
functionals do not. A linear combination of state 
functionals 00/11 + {31/;2 can be another state func­
tional only with a + (3 = 1, since we have the 
condition 

1/;(0, t) = 1, (2.10) 

as is seen from (2.5). If we denote the norm space 
by '1', we may say that a state functional is a point 
in 'I' which in particular satisfies (2.10). The condi­
tion (2.6) may be expressed by the following func­
tional equation: 

1/; = lim f . :1/;( ) dx/V, (2.11) 
V-a> x'j. uy x 

which does not necessarily ensure (2.10). 
Since (2.5) is a minor modification of Bogoliubov's 

functional, it is easy to establish the basic equation 
which governs 1/;, i.e., the explicit form of (2.1); we 
have only to change the real argument in his theory3 
into the imaginary argument. Thus, we have 

~f = i L y(x{ H 1(x); i ::cX)] dx 

- ~ Ix Ix {y(x)y(x') - iny(x) - iny(x')} 

X [<I>(lq - q'J); i2 5y(~;1/;5Y(X')] dx dx', (2.12) 

where H 1(x) is the Hamiltonian for one body, 
<l>Clq - q'D the potential of interaction between two 
particles, x = (q, p), q and p being the position 
and momentum vector, respectively, n = N IV, 
and [ ;] denotes the Poisson bracket. To identify 
the equivalence of (2.12) and the BBGKY hierarchy, 
one may directly substitute (2.5) into (2.12). 

Finally we show that only if the initial state 
functional obeys (2.11), the solution of (2.12) does 
so at any successive time. First, functional dif-

ferentiation of (2.12) gives 

~~ 
at i oy(x) 

= [H1(X)i i :~X)] + Ix {iy(x') + n} 

X [I/>( I q - q'D i i 2 5y(:t5Y(X') ] dx' + .e i ::C,,) . 
(2.13) 

Here and hereafter .e represents the whole operation 
in the right-hand side of (2.12). Next, if we integrate 
(2.13) over the phase space X, we can see that the 
first two terms should vanish provided that any 
distribution function vanishes at the boundary 
points (including the infinity) of X; this condition 
is ensured by the assumption described in Sec. 1 
(that the boundary of the container has a hard 
repulsive layer) and the fact that the mean kinetic 
energy of particles should be finite. In fact, as for 
the first term, we have 

Ix [ H 1(x); i ::cX)] dx 

= f dx (aH 1 2- _ aH1 2-) 
x aq ap ap aq 

X :t ( ~-11)' f '" f F.(x, X2, ... x., t) .-1 8 • x x 

X y(X2) ... y(x.) dX2 ... dx., (2.14) 

which, on this condition, vanishes by the integration 
by parts with respect to dx = dq dp, as is easily 
checked. The same is true for the second term in 
(2.13). Thus, we establish 

a f 51/; f 51/; 
at x i 5y(x) dx/V =.e x i 5y(x) dx/V (2.15) 

in the limit V ---+ co. Comparing this with (2.1), 
we may have the integrated form based on the 
same kernel: 

lim f . :1/;( ) dx/V = r K(y, t/y', t') 
V-a> X t uy X JA 

If (2.11) holds at time t', this can be rewritten as 

lim f . :1/;( ) dx/V 
V-a> x'j. uy X 

= L K(y, t/y', t')1/;(y', t') oy' 
(2.17) 

= 1/;(y, t), 

which shows that the relation (2.11) is conserved 
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at any time t after t'. As a result, the associative 
condition (2.11) has only to be taken into account 
on the initial state functional. 

Now, it is evident that the mapping (2.2) always 
maps the space '11 into itself. Thus, [with the aid of 
(3.10)1 we may understand that our state functional 
1/1 moves in '11, drawing a line trajectory according 
to the dynamical rule (2.12). If we have the unique 
steady (e.g., equilibrium) state for the system con­
sidered, it is expected that all such trajectories in 
'11 converge to the point corresponding to that state. 
As is known from (2.5), always 

111/111 2 1, (2.18) 

so that any trajectory cannot penentrate into the 
unit (pseudo) sphere at the origin in '11. 

3. GENERAL SOLUTION 

We are in a position to solve our basic equation 
(2.12) [or (2.1) in abridged notation] with the condi­
tions (2.10) and (2.11). A general solution for 1/I(y, t) 
is established by finding the explicit form of K in 
(2.2) and verifying that (2.2) satisfies (2.lO); we 
already know (in Sec. 2) that the condition (2.11) 
is automatically satisfied by 1/I(y, t) if 1/1 (y', t') is 
a state functional. 

In he first place, it is important to examine at 
few properties of K. As is seen from (2.1) and (2.2), 

K should obey 

aK(y, tjy', t')jat = £K(y, tjy', t'). (3.1) 

Equation (2.2) requires 

K(y, t'jy', t') = 8[y - y') (3.2) 

[cf. (AI7)]. For the solution to be unique, 

K(y, tly', t') 

= £ K(y, tly", t")K(y", t"jy', t') 8y" (3.3) 

for t' S t" S t. Next, immediately from (3.1) and 
(3.2), we obtain 

KA,(yjy') == K(y, t' + Iltjy', t') (3.4) 

= 8[y - y') + Ilt £ 8[y - y') + O(llt2) , 

which may be called the infinitesimal kernel. Sub­
stitution of an appropriate expression of the delta 
functional into (3.4) leads to an explicit form of 
KAt, and hence K in general is constructed by the 
property (3.3). This scheme is nothing more than a 
junctional version of the propagation kernel method 
for a usual differential equation and was recently 
used by Rosen 6 to solve the Hopf equation for 
turbulence. 4 

With (A17) and (2.12) substituted into (3.4), we 
have 

KAt(yjy') = i {I + illt Ix dx y(x)Qz(x) - tilt Ix Ix dx dx' y(x)y(x') 

X [I/>(Iq - q'I); Z(X)Z(X')]} exp [i Ix dx z(x) {y(x) - y'(x) I ] 8z + O(llt2) 

= £ exp (i Ix dx [z(x) {y(x) - y'(x) I + Ilty(x)Qz(x)] 

- tilt Ix Ix dx dx' y(x)y(x') [I/>(Iq - q'/);Z(x)z(x')]) 8z + O(llt
2
), (3.5) 

where 

Qz(x) == [H1(x);z(x») + n Ix dx' [I/>(Iq - q'l);z(x)z(x'»). (3.6) 

The higher-order terms O(llt2) may be calculated in an explicit manner but they are not important 
when Ilt is sufficiently small; thus they are omitted in every equation below. Now, following the above­
described scheme, an explicit form of K(y, tjyo, to) is given by the repeated use of (3.3) after dividing 
the time difference t - to into infinitely small pieces; that is, 

K(y, tjyo, to) = lim J 
.6.t....,O A (3.7) 

= lim J 
At_O A 

Ilt f f M ) M M-l + IltYk(X)QZk(X)] -"2 x x dx dx' (; Yk(x)Yk(x')[I/>(lq - q'D; Zk(X)Zk(X')] 118zk 118Ykt (3.8) 
----

6 G. Rosen, Phys. Fluids 3, 519 (1960). 
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where Ilt = t" - t"-l = (tM - to)/M and tM = t, 
YM = y. 

To achieve the other requirement for the general 
solution we notice from (3.5) that 

Ka.(O/y') = ~[y']. (3.9) 

With the aid of this and (3.7), our general solution 
(2.2) has the property that 

",(0, t) = i K(O, t/yo, to)"'(Yo, to) ~yo 
(3.10) 

= ",(0, to) = 1 

according to the initial condition. 
Thus, (2.2) with (3.8) provides a general solution 

for the state functional, and F. can be related to 

'" by 

F.(x1 , '" ,Xa , t) 

~. I 
i 8 ~Y(Xl) ..• ~y(x.) ",(y, t) u~o (3.11) 

according to (2.5). As described in the Appendix, 
a functional integral itself can be systematically 
computed. Our main concern may be in economy 
and accuracy in practically calculating (3.11) by a 
high-speed computer; with the Monte Carlo schemes 
this depends on many factors and is now under the 
author's investigation. The limit operation in (3.8), 
Ilt ~ 0, may be omitted on the approximate basis. 
Therefore, there is no reason that the solution we 
just obtained should remain of formalistic value 
only. In order to evade the expression in an in­
finitely repeated functional integral, we may intro­
duce the space A' composed of functions with the 
X cross time argument,6.7 a kind of the path­
integral technique. The result is as follows: 

",(y, t) = f f 
A' A'.fl'ldT-U 

X exp ({ dT [i Ix dx {l1(X, T)t(X, T) 

+ I' l1(X, 0) dO' Qt(x, T)} 

- ~ Ix Ix dx dx' r l1(X, 0') dO' Ir 

l1(X', 0') dO' 

X [</>(\q - q'l); t(X, T)t(X', T)] J) 
(3.12) 

where 11, tEA', of which the time argument 
belongs to [to, t] == T, A' as well as integration over 
it are defined by replacing X by XT in the Appendix, 
and the equation subscribed with the integral sign 
r.t, restricts the domain of integration with respect 
to 11 into the subset of A' which satisfies it. This 
expression is obtained from the previous one by 
the replacement 

(3.13) 

(3.14) 

It is remarkable that (3.12) has no such extra 
normalization factor as usually needed in the path­
integral expression.s 

The simplest type of initial state functionals which 
should satisfy (2.10) and (2.11) may be given by 
the type of (2.8) provided Ix Fl(x, to) dx/V = 1. 
This appears to present only the case where all 
particles are independent, but after the initial time 
the correlation of particles does play a role. This is 
owing to the existence of the second term in the 
integral of the exponent in (3.8), as is known by 
comparison with (4.13)-(4.15). This term is con­
sidered to be in charge of the effect of short-range 
collision. In particular, as the state tends to approach 
the possible steady state, a particular initial condi­
tion is meaningless. 

4. TURBULENT VLASOV FIELD APPROXIMATION 

Let us consider the case where the interaction 
energy of particles is relatively small in each 8-body 
Hamiltonian H. (8 ~ 2), so that </> can be factored 
by the small parameter E. In this case, we can expand 
the factor with the quadratic term in y in (3.8) 
in powers of E, and the first approximation is ob­
tained by neglecting all but the first term, unity. 
That is, 

7 I. Hosokawa, National Aerospace Laboratory (Tokyo) Report No. TR-103T (1966). 
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= lim f ... i Ii 5[Zk+1 - (1 + At Q)zd 
~t-O A k-l 

X exp [i f dx ly(l + At Q)ZM - ZIYO}] IT 5zk y;(yo. to) 5yo 
X k-l 

= i i exp [i L dx ly(x)T'-"z(x) - YO(X)Z(X)}] 5z Y;(Yo. to) 5yo. (4.1) 

where 

TH·z = lim (1 + At Q)MZ • (4.2) 
At~O 

Obviously the mapping THo gives the field z(x) a 
time development governed by the equation 

az/at = Qz. (4.3) 

On account of (3.6), this is rewritten as 

az/at + (p/m) az/aq - (au/aq) az/ap 

f I aq, az(x' ) 
= n x dx aq' iiP' z(x) , (4.4) 

where 

u = U E(q) + L nq,(lq - q/I)Z(X' ) dX'. (4.5) 

U B being the potential of the external force. If 

z(x' ) = ° at Ip/l = 00, (4.6) 

the right-hand side of (4.4) vanishes, and then 
(4.4)-(4.6) constitute the Vlasov self-consistent 
field equation.s 

Now, in comparison with the theory of Hopf, 4 

(4.1) can formally be considered as the characteristic 
functional for the turbulent (stochastic) field z(x). 
In fact, (4.1) is seen to be in complete agreement 
with his starting formula for the characteristic func­
tional if we understand the Fourier transformation 
of functionals on the basis of (A18)-(A19).8 

The other conditions necessary for a functional 
to be the characteristic functional are as follows: 

I<p(y, t)1 ~ 1, 

(4.7) 

where '" denotes the conjugate complex. They all 

<p(0, t) = 1, <p"'(y, t) = <p(-y, t), 

81. Hosokawa, National Aerospace Laboratory (Toyko) 
Report No. TR-75 (1964). 

are derived from the equation 

<p(y, t) = i exp (i L dx yz)p(Z, t) 5z, (4.8) 

in which p5z should be a (differential) probability 
measure. The first two conditions in (4.7) are com­
mon to our state functionals [ef. (2.5)]. The other 
is interesting in that it requires 

11<p(y, t)11 = 1, (4.9) 

which can coexist with (2.17). However, for the 
characteristic functional to be considered as a state 
functional, it should obey the further condition 
(2.11). In terms of (4.8), it can be rewritten as 

i exp (i L dx yz)p 5z 

= lim f f z(x) exp (i f dx yz)p 5z dx/V, 
v-co x A X 

:. lim f z(x) dx/V = 1. 
v-co x (4.10) 

Thus, a characteristic functional <p for the tur­
bulence of the Vlasov field associated with (4.10) 
can be a state functional within the present ap­
proximation. Then, F.(Xl, ... ,x., t) is approximated 
by the correlation tensor 

F.(x1 , ••• ,x., t) 1'0.1 (z(x1) ••• z(x.), 

== i z(x1) ••• z(x.)p(z, t) 5z (4.11) 

according to (3.11). In order that F. ;::: 0, it is 
sufficient that 

z(x) ;::: 0, (4.12) 

but the usual Vlasov field obeys this condition well. 
It is noted that (4.10) and (4.12) considerably 
restrict the type of the measure factor p; we have 
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to give exactly zero measure to the z(x), which 
violates either condition. 

Let us take (2.8) as the initial state functional 
in (4.1). Then, 

!/I(y, t) = i exp {i L dx Y(X)Tt-t°Z(X)} 

x a[z(x) - FI(x, to)] az 

exp {i L dx y(x)Tt-t°FI(x, to)}' 

Comparing this with (4.8), we obtain 

p[z, t] = a[z(x) - T'-'OF1(x, to)], 

(4.13) 

(4.14) 

which shows that (4.13) corresponds to the (not 
turbulent but) laminar field exactly developed from 
FI(x, to) subject to the Vlasov kinetic equations 
(4.4)-(4.6). In this case, (4.11) becomes 

F.(x 1 , ••• , x., t) 

,....., T'-'OFI(xll to) ... T'-'OF1(x., to), (4.15) 

which is the same as (2.7); so that not only F 1 (x, t) 
but also any distribution function with 8 ~ 2 can 
be approximately calculated without dealing with 
any functional integration. From a practical point 
of view, this fact seems to be very advantageous. 
Indeed, it is a lucky result due to the twofold action 
of the weak interaction assumption and the initial 
condition just adopted. With another initial condi­
tion, we have, more or less, turbulence of the Vlasov 
field. But if the turbulence so obtained is weak, 
the laminar field approach would be a good ap­
proximation. This is analogous to the situation 
in fluid dynamics that the laminar N avier-Btokes 
equation can considerably well describe a real fluid 
flow, while a real fluid includes more or less tur­
bulence. However, for a state with a strong turbu­
lence in which (4.15) fails, the turbulent Vlasov 
field approximation is more general. 

5. CONCLUSION 

We modified Bogoliubov's formalism of non­
equilibrium statistical mechanics to gain a more 
appropriate formalism, in which the state functional 
is defined and the basic equation governing it is 
solvable by means of functional integration. The 
state functional embraces all generic distribution 
functions as the coefficient functions in the functional 
Taylor expansion (except for the numerical factors). 
In the case where particles interact weakly, the state 
functional may be approximated by the charac­
teristic functional for the turbulent Vlasov field. 
Our general solution for the state functional is given 

in terms of functional integrals, so that in order 
to make our solution fully useful for a general 
practical problem in statistical mechanics, we need 
the Monte Carlo approach to functional integrals 
by the use of a high-speed computer. The knowledge 
given in the Appendix is expected to be working 
for such a numerical research. Our formulation was 
given for the system of identical particles governed 
by classical mechanics. There is no difficulty in 
extending this to a multicomponent particle system. 

Note added in proof: When we have m kinds of par­
ticles in the system, the state functional is defined as 

"'(YI' ... , Ym, t) = 1 + i t f Fa(Xl' t)Y.(XI) dXl 
0-1 X 

x Y.(XI)Yb(X2) dX1 dX2 + ... , (5.1) 

where Fab ... (XI' ... , Xk, t) is the k-body generic 
'--y--

k 

distribution function for the particles specified by 
a, b, ... , which should be symmetric with respect 
to an interchange of (a, Xl), (b, X2), .... Introducing 
the one-body Hamiltonian H! for the a particle 
and the interaction potential q,.b(ql, q2) = q,b.(q2' ql) 
between the a and b particles, we can establish 
the basic functional-differential equation for '" as 

:t = i ~ L y.(x{ H!(x); i a~:(x)J dx 

- ! L f f {Y.(X)Yb(X') - inbY.(X) - in.Yb(x') I 
•• b X X 

X [q,.b(q, q'); i2 aY.(!;~Yb(X,)J dx dx', (5.2) 

where n. is the mean number density of the a 
particle. It is quite straight-forward to give a general 
solution of (5.2). Corresponding to (3.12), it may 
be formulated as 

'" = I,m i'm.f'~'d'-.' exp (f dT [i L dx 

X ~ {'I.(X, T)t.(X, T) + r 'I.(x, u) du Q.t.(x, T)} 

- ~ L L dx dx' f.:; r 'I.(x, u) du r 'Ib(X', u) du 

X [q,.b(q, q'); t.(x, T)tb(X', T)]]) 

X ",(to '1/1 dT, .. ' , to 'l/m dT, to) :(r 15'1/. at., 

(5.3) 
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with 

QaZa(X) = [H~(x); za(X)] 

+ L: nb 1 dx' [¢ab(q, q'); Za(X)Zb(X')]' (5.4) 
b x 
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APPENDIX 

We here try to fix the concept of our functional 
integration by a systematic method which can open 
the way to its numerical calculation. First, we intro­
duce the set A of the functions defined by 

'" 
y(x) = L: a;s.(x), (AI) 

i-I 

where (aI, a2, ... , an, ... ) indicates a point in the 
infinite-dimensional Euclidean space R~ and {s;(x) I 
makes a complete set of real orthonormal functions 
on the space X. If we define the inner product 

'" IIYII = (y, y) = L: a!, (A3) 
.-1 

A is a linear norm space containing the Hilbert 
space. We call a mapping from A to the number 
space a functional. 

Let us define an integration of the (complex­
valued) functional F(y) over the space A as 

I';. = 1 ~ F[ f a;s;(x)] IT dp, (a;), (A4) 
R ,-1 ~-l 

where p,(a;) is a certain measure of the space R 
subject to the condition that 

L dp, (a.) = 1. (A5) 

I t is proved by Halmos9 that the product II~-l dp,(a.) 
accompanied with (A5) makes itself a Lebesgue-­
Stieltjes measure of R~. Therefore if F is finite and 
measurable with the measure p" it is (finitely) 
integrable with p,. There are typical flxamples of 
such a measure; i.e., 

Gaussian measure: dp,(a.) = e-!a;'da'/(211l; (A6) 

delta measure: dp,(aJ = [(211')t/l(a; - ao.)]da./(211')i. 

(A7) 

(YI' Y2) = Ix YI(X)Y2(X) dx = ~ alia2i 

and the norm 

If F is integrable, with the repeated use of Fubini's 
(A2) theorem factors e-!a;', (211')!/l(a. - ao.), etc. may be 

absorbed in the integrand so as to make the new 
integrand Fl) 

I';. = I(Fl) L~ F( ~ a.s.(x) )f~(a1' a2, ... ,an) IT [da./(211')!] Jt dp. (a.) 
(A8) 

= :~ L. F1(t ais;(x); aI, a2, ,an, ... ) IT [daj(211')!], 

where f': may be called a measure factor in the func­
tional integral. Thus when F is integrable with some 
measure, there exists the finite limiting value of 
the n-dimensional-Euclidean volume integral of F I 
as n ~ 00, and if there exists such a value, let us 
define it as I(Fl)' This fact provides a promising 
way to numerically approach a functional integration 
with the help of a high-speed computer. A method 
of truncating an infinitely multiple integral to a 
finitely multiple one with a sufficiently exact result 
was given by Cameron,10 who treats the Wiener 
integral. To make a technique like this for the 
present case is not difficult, with the use of the 
Monte Carlo method in mind. 

g P. R. Halmos, Measure Theory (D. Van Nostrand Co., 
Inc., Princeton, N. J., 1950), p. 154. 

10 R. H. Cameron, Duke Math. J. 18, 111 (1951). 

The integral I(F1) defined by (AS), however, can 
be rewritten in a more useful form from the the­
oretical point of view. Let us consider y(x) E A 
as the limit of a step-function sequence, 

y(x) = lim L: YkCk(X), (A9) 
.1xk-O k 

where X was divided into many small hyperparal­
lelepipeds each specified by a pair of vectors 
(Xk, Xk+l = Xk + AXk) and Ck(X) is the characteristic 
function such that it is I in the region [Xk, Xk+l) 
and otherwise vanishes. Comparison of (AI) and 
(A9) suggests the linear transformation of variables 
from (aI, a2, ... , an, ... ) to (YI, Y2, '" , y .. , ... ) 
or its equivalent. 

If we start from the n-dimensional approximation, 
we have the following n equations: 
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" " L: a.s.(xj.) L: YkCk(XO, Xk ~ X~ < Xk+l' (AlO) .-1 k-l 

Here we divided X into n cells. Multiplied by 
s;(xDAxk and summed up with respect to k, they 
lead to 

n n 

a; + L: E;;ai = L: YkS;(XO AXk, (All) 
i-I "\:-1 

where Ed ~ 0 as n ~ co (AXk ~ 0), on account of 
the orthonormality of {s;(x)}. Hence 

iJa;/iJYk(Axk)' = s;(xO(Axk)' + O(E) == t;k, (AI 2) 

which may become the elements of the transforma­
tion matrix under consideration. Now, 

n n 

L: t;kt;k = L: s;(xOs;(xD AXk + O(E) 
k-l k-l 

a;; + Ei; + O(E) 

a;; + O(E), (A13) 

where a.; is the Kronecker delta. This shows 
that the transformation from (a l , a2 , ••• , an) to 
[Yl(Axl)', Y2(Ax2)\ ... ,Yn(Axn)'] becomes orthogonal 
or represents a particular rotation of the Euclidean 
space about the origin in the limit n ~ co (AXk ~ 0), 
when the equality of (AI) and (A9) is not approxi­
mate but exact. 

I t is easy to see that the Jacobian of this trans­
formation is unity; /(t;;)/ = /(L::-l tikt;k)/' = 1 
from (A13). Thus (AS) may be re-expressed as 

l(Fl) = lim f Fl(y(x); al, a2, ... ,an, ... ) 
n-+co R" 

" 
X II d[Yk(Axk/2·1I}]. (A14) 

k-l 
Since ai is given by fx Y(X)Si(X) dx, Fl is perfectly 
a functional of y(x) so that a h a2, ... , an, ... may 
be omitted in (A14). It is to be noted here that 
there are many different ways to take a sequence 
of partitions which divide the X space into small 
cells, but one of them (anyone) should have been 
specified while considering the particular trans­
formation (rotation) described above; in some case 
the simplest one may be to always divide X into 
equal cells so that AXk == Ax. But the present result 
insists that the functional integral of the type of (A14) 
is uniquely determined irre8pective of the waY8 to take 
a partition 8equence and equal to (AS) by any way. 
In other words, a particular way to take a partition 
sequence corresponds to a particular rotation of the 
Euclidean space, to which the value of l(F) should 
naturally be invariant. For simplicity, the notation 

(AI5) 

is often used. Since to analyze y(x) by another com­
plete orthonormal set rather than {8. (X) } corresponds 
to a particular rotation of the space, l(Fl) is in­
variant also to the way of taking the orthonormal 
set. 

The measure factor f/:, derived from (A6) and 
(A7) may be rewritten in the following forms: 

!~~ n e-io;' = exp [ -~ Ix Y(X)2 dXJ (A16) 

n 

lim II {(211")i a(a; - ao.) I 
n-+w i=1 .. 

= lim II {(211")1 a[Yk(Axk)' - YOk(Axk)'] I 
n-+co k-l 

(by orthogonality) 

= lim f exp {i t (Yk - YOk)Zk AXk} 
n-HXl R" k==l 

n 

X II d[zk(Axk/211")1] 

= i exp [i Ix {y(x) - Yo(x) lz(x) dxJ az 

== a[y - Yo], 

where, of course, 
., .. 

Yo(x) = L: aOis.(x) = lim L: YOkCk(X), 
i-I n-+ co k-l 

(A17) 

a[ ] may be called a delta functional, which plays 
a role analogous to a delta function for functionals; 
a delta functional is symmetric with the argument 
just like a delta function. When Fl has the measure 
factor (Al6), (A14) reproduces the functional in­
tegral with the Gaussian measure established by 
Friedrichs. 11 

In many cases of analyzing functionals, it is useful 
to introduce the functional Fourier transformation. 
Let us see 

if;(y) = i x(u) exp [i Ix y(x)u(x) dxJ au. (AIS) 

If fA /x(u)/ aU < co, if;(y) is meaningful and on 
account of (A17) 

i if;(y) exp [-i Ix y(x)v(x) dxJ ay 

= i x(u) a[u - v] aU 

= xCv). (AI 9) 

11 K. O. Friedrichs and H. N. Shapiro, lecture notes, 
Courant Institute of Mathematical Sciences, New York 
University (1957). 
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Series Representation Method for Obtaining the Emission Coefficient from 
the Integrated Intensity Distribution for Asymmetrical Light Sources* 

C. D. MALDONADO 

Northrop Space LaboratQrie8, Hawthorne, California 
(Received 9 February 1966) 

A procedure for inverting the spectroscopic integral equation which relates the emission coefficient to 
the integrated intensity distribution for an optically thin and asymmetrical light source is presented. 
In this procedure the emission coefficient is expanded in terms of a complete set of orthogonal poly­
nomials which are "invariant in form" to a rotation of axes and use is made of the spectroscopic 
integral equation to determine the unknown expansion coefficients in terlnB of known information for 
the integrated intensity distribution. In order to check its validity, the resultant series representation 
was summed exactly for a hypothetical example corresponding to an asymmetrical source whose 
emission coefficient possesses elliptical symmetry and diminishes with position in a Gaussian manner. 
Also the same hypothetical example was used to test the accuracy of the numerical procedure which 
was developed for summing the series representation in practical situations where the known infor­
mation on the integrated intensity distribution is presented in the form of experimental data. 

I. INTRODUCTION 

KNOWLEDGE of the spatial distribution of the 
emission coefficient for a plasma in local 

thermodynamic equilibrium (LTE) is important 
because the temperature and particle density pro­
files are related to this quantity. For an optically 
thin plasma, this information is measured indirectly 
in the form of an integrated intensity distribution 
which is obtained by integrating the emission co­
efficient along the line of sight in the y direction 
for a sequence of detector positions along the x 
axis; i.e., 

g(~, x) = i:'" dy I(x', y'), (l.1) 

where g(~, x) is the measured integrated intensity 
distribution, I(x', y') is the emission coefficient, and 
~ denotes the angle of rotation of the source coor­
dinate system (x', y') relative to the fixed laboratory 
coordinate system (x, y) as shown in Fig. 1. Up to 
the present time the problem of inverting this 
integral equation for the special case of circularly 
symmetric light sources has been treated quite 
thoroughly in the literature,1-7 while Freeman and 
Katz8 have presented an approximate method for 

* This work was supported by the Northrop Independent 
Research Funds. 

1 M. P. Freeman and S. Katz, J. Opt. Soc. Am. 50, 826 
(1960). 

2 K. Bockasten, J. Opt. Soc. Am. 51, 943 (1961). 
a W. L. Barr, J. Opt. Soc. Am. 52, 885 (1962). 
4 O. H. Nestor and H. N. Olsen, S.I.A.M. Rev. 2, 200 

(1963). 
6 D. R. Paquette and W. L. Wiese, Appl. Opt. 3, 291 (1964). 
I R. G. Buser and J. J. Kainz, J. Opt. Soc. Am. 55, 12 

(1965). 
7 W. G. Braun, Rev. Sci. Instr. 36, 802 (1965). 
• M. P. Freeman and S. Katz, J. Opt. Soc. Am. 53, 1172 

(1963). 

y' x' 

FIG. 1. Diagram of source 
coordinate system (x', y') rotated 
by an angle ~ relative to the fixed 
laboratory coordinate system 
(x, y). 

----'lI?---.L-x 

the case of light sources possessing slight asymmetry. 
Therefore, it is the purpose of this paper to present 
a mathematical procedure for inverting Eq. (1.1), 
which is sufficiently general, so as to account for 
light sources of arbitrary symmetry and spatial 
extent as well. 

The mathematical procedure is a straightforward 
one in which the emission coefficient is expanded 
in terms of a complete orthonormal set of functions 
and use is made of Eq. (1.1) to evaluate the unknown 
expansion coefficients in terms of the integrated 
intensity distribution g(~, x). Obviously, there are 
an infinity of complete orthonormal sets which one 
can use for this purpose. However, the choice of 
any particular set must be done with care in order 
to avoid dealing with a cumbersome set of algebraic 
equations for the evaluation of the unknown co­
efficients. The important contribution of this paper 
is that we were able to circumvent this difficulty 
by expanding in terms of a set of complete orthogonal 
functions9 which allowed us to obtain a generalized 
Fourier expression for evaluating the unknown ex­
pansion coefficients from known information on the 
integrated intensity distribution, g(~, x). The details 
of this procedure and the resultant series representa­
tion for the emission coefficient are given in Sec. II. 

9 C. D. Maldonado, J. Math. Phys. 6, 1935 (1965). 

230 
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The validity of this series representation is checked 
in Sec. III by means of a hypothetical example for 
an asymmetrical source whose emission coefficient 
possesses elliptical symmetry and diminishes with 
position in a Gaussian manner. Finally, a numerical 
procedure for summing the series representation for 
the emission coefficient is presented in Sec. IV and 
applied to the hypothetical example of Sec. III. 

II. SERIES REPRESENTATION 

For most laboratory plasma light sources it is 
reasonable to assume that the emission coefficient 
is a squared integrable function on the entire two­
dimensional plane and hence may be expanded in 
terms of a complete set of functions. As stated 
previously, there are an infinity of complete sets 
which span the space of squared integrable func­
tions on the entire plane that could be used for 
this purpose; however, some care must be given 
to the choice of any particular set in order to avoid 
dealing with a cumbersome system of equations for 
evaluating the unknown expansion coefficients. A 
set of functions which allowed us to bypass this 
difficulty was constructed9 and in terms of the 
elements of this set the emission coefficient can be 
expanded as 

00 00 
f(x', y') = L L Em[C:::w (a)U:::+ 2k(ax', ay') 

.t-o 'In-O 

(2.1) 

where the symbol Em is equal to ! for m = 0 and 
1 for m = 1, 2, 3, ... ; a is a scale factor; C!~2k(a) 
are the unknown expansion coefficients; and 
U!~2k(ax', ay') are polynomials which are "in­
variant in form" to a rotation ofaxes9 and are 
orthonormal with respect to the Gaussian weight 
function exp [_a2(x'2 + y,2)], i.e., 

1
+00 1+00 

-<D _00 dx' dy' U:::+ 2k(ax', ay') O:+2~(ax', ay') 

(2.2) 

with'" denoting complex conjugate. The orthogonal 
polynomials U!~2k(ax', ay') are given explicitly by9 

U!~2k(ax', ay') = (-I)k(a/".I)[k!j(m + k) !]l 

X [a2(x'2 + y,2)]m/2 exp (±i7n<p)L~[a2(x'2 + y,2)] , 

k 

= L (-I)"[(m + k)V(k - 8)! (m + 8)181] .-0 
(2.4) 

are the associated Laguerre polynomials10 of argu­
ment a2 (x'2 + y,2), and cp = tan -1 (y' Ix'). 

Now the orthonormal condition for U!~lll'(ax', ay') 
given by Eq. (2.2) allows us to obtain from Eq. (2.1) 
the following generalized Fourier expression: 

C!:u(a) = i:oo i:'" dx' dy' f(x', y') 

X O!~2k(ax', ay') (2.5) 

for the unknown expansion coefficients provided the 
emission coefficient is a known quantity. However, 
in actual practice the emission coefficient is an 
unknown quantity and the only known information 
is a series of spectrums for the integrated intensity 
distribution corresponding to different angles of 
rotation of the source relative to the fixed laboratory 
coordinate system. For this situation use must be 
made of Eq. (1.1) in order to infer information 
about the unknown expansion coefficients. 

To carry out this alternate procedure for obtaining 
the unknown expansion coefficients, Eq. (2.1) is first 
introduced into Eq. (1.1), then subsequent use is 
made of the integral given by Eq. (AI3) of Appendix 
A to write, for the integrated intensity distribution, 
the following series representation: 

00 '" [ 1 J'[ 1 ] geE, x) = ~]; Em k! (m + k)! 2(m+2k) 

X [C:::+ 2k(a) exp (imE) + C;;;~2k(a) exp (-imm 

X H m +2k(ax) exp (_a2x2
), 

where 

H m +2k(ax) 

(2.6) 

L (-1)' m +. (2ax)m+2(H) 
li(m+2k) 1 {( 2k) I } 

1-0 t! [m + 2(k - t)]! 

(2.7) 

are Hermite polynomials10 of order m + 2k with 
the upper limit [l(m + 2k)] being equal to l(m + 2k) 
or l(m + 2k - 1) according as m is even or odd. 
Now, the orthogonality conditions for the Hermite 
polynomials and harmonic functions given, respec­
tively, by 

(2.3) .10 A .. E;rdelY}., W. Magnus, F. Oberhettinger, and F. G. 
Tricoml, III Htgher Transcendental Functions (McGraw-Hill 
Book Company, Inc., New York, 1963), Vols. I and II. where in this expression 
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and 

(;,J i: d~ exp (±im~) exp (=Fip~) = 0;;', 

allow us to obtain from Eq. (2.6) 

C±m ( ) = (a )[(k! (m + k)!)lJ 
m+2k a z;;:t (m + 2k)! 

~ V+2/l 
Um +2k 

(2.8) 

(2.9) 

X fr .. d~ exp (=Fim~) i:'" dx g(~, x)Hm+2k(ax) 

(2.10) 

as the generalized Fourier expression for the un­
known expansion coefficients. In Appendix B we 
show that Eqs. (2.5) and (2.10) for the unknown 
expansion coefficients, despite their apparently dis­
similar appearance, do yield equivalent results for 
the hypothetical example of Sec. III. 

Finally on combining Eqs. (2.1) and (2.10) we 
arrive at the important result of this paper, that is, 
the series representation for the emission coefficient 
of a completely asymmetrical source, 

f(x', y') = (3) t t Em{[k! (m + k),!)t} 
7r k-O m-O (m + 2k). 

X Re {[r .... d~ exp (-im~) 

xi:'" dx g(~, X)Hm +2k Cax) ] U:::+ 2k(ax', ay')} 

C2.11) 

where Re { 1 denotes the real part of { I. In writing 
Eq. (2.11) use has been made of the properties 
U- ±m (' ') U'Fm (' ') d ?v±m ( ) m+2k ax, ay = m+2k ax, ay an Vm +2k a = 

C=~2k(a), where the former follows from Eq. (2.3) 
and the latter from Eq. (2.10) since g(~, x) and 
H m + 2k (ax) are real quantities. 

III. HYPOTHETICAL EXAMPLE 

A mathematical procedure for summing the series 
representation of Eq. (2.11) corresponding to an 
asymmetrical source whose emission coefficient pos­
sesses elliptical symmetry and diminishes with posi­
tion in a Gaussian manner as 

f(x', y') = B exp [_C>..2X,2 + ,8V2)], (3.1) 

with the amplitude B and parameters>.. and ,8 being 
fixed quantities, are presented here. The ultimate 
goal of this procedure is to check the validity of 
the series representation for the emission coefficient 
by showing that the closed form expression of Eq. 
(3.1) is recovered when Eq. (2.11) is summed 
exactly. 

The first step in this procedure is to obtain the 
integrated intensity distribution corresponding to 
this assumed form for the emission coefficient as 
given by Eq. (3.1). This one can readily do by 
first transforming Eq. (3.1) to the unprimed coor­
dinate system by means of the transformation, 
x' = x cos ~ + y sin ~ and y' = -x sin ~ + y cos ~, 
then introducing the resultant expression for f(x', y') 
into Eq. (1.1) and using a tabulated resultll to 
evaluate the resultant integral. This leads to a 
spectrum for g(~, x) of the form 

gC~, x) = B[7r/(>..2 sin2 ~ + ,82 cos2 m' 
X exp [_,82>..2X2/(>..2 sin2 ~ + ,82 cos2 m, C3.2) 

which is a Gaussian whose amplitude and spread 
is a function of the angle of rotation ~. 

Next, Eqs. (2.3) and (3.2) are incorporated into 
Eq. (2.11) and use was made of the property' that 
g(~, x) is an even function with respect to ~, that is 
g(~, x) = g( -~, x), to rewrite Eq. (2.11) as 

f(x', y') (~)B t ~ Em(-l){(m !!2k)J[i .... d~ [cos (m~)/(sin2 ~ + (,8/>..y cos
2 ~)l] 

xi:'" dx exp [_,82X2/(sin2 ~ + (,8/>..)2 cos2 ~)]Hm+2kCaX) ] 
X cos (m<p)[a2(x'2 + y'2)]tmL~[a2(x'2 + y,2)] exp [_a2(x'2 + y,2)]. (3.3) 

The second integral in the above expression vanishes for odd values of m; a result which follows from the 
fact that the spectrum for g(~, x) is also an even function of x while Hm+2k(ax) is an odd function of 
x for odd values of m. For the even values of m the explicit evaluation of the double integral in Eq. 

11 W. Grobner and N. Hofreiter, Intergraltafel erster tdl Unbe8timmte Integrale (Springer-Verlag, Vienna, 1961). 
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(3.3) with ex set equal to i3 follows directly from Eqs. (B9) and (BI3) of Appendix B and this yields 

Err d~ [(Sin2 ~ ~o~f3jf)~ cos2 ~)! J L+roro dx exp [ - (sin2 ~ + f3~~'''f cos2 ~)JH2("+k)(f3X) 
= (211J )[(2P + 2k)! (2p + 2k)!J[(P"-)2 _ (!)2J"+k (3.4) 

f3 k! (p + k)! (2p + k)! 2}.. 2 ' 

with m equal to 2p for p = 0, 1, 2, 3, .... Now, if we set ex equal to f3, replace m by 2p, and introduce 
Eq. (3.4) for the double integral in Eq. (3.3), we obtain 

f(x', y') = 2B(~) ~ E,,(:J 21' [(}.. 2 
- (32)(X,2 + y,2»" cos (2pcp) 

X ~ [ (2p + 2k)! J[1 (i3)2JkL2"[f32('2 + ,2)] [i32( ,2 + ,2)] 
~ (2p + k)! (p + k)! 22k - X k X Y exp - x y (3.5) 

as the desired series representation for the emission coefficient which we wish to sum exactly. 
There is no unique way to sum the" series representation of Eq. (3.5) and the one we have chosen 

for this purpose makes use of the expansion 10 

[ zt] ( ).[ r(c)] ~ [rCa + k)] kLC - 1( ) 
M a, c; (t _ 1) = 1 - t rea) X f::t, r(c + k) t k Z (3.6) 

for the confluent hypergeometric function, which is valid for c > 0, It I < 1, and z > 0 to write the 
infinite series over the k index in Eq. (3.5) more compactly as 

where in the latter expression (f3/}..)2 is restricted 
to the range 0 < (f3/}..)2 < 2 and f32(X'2 + y'2) > o. 
For the set of parameters a = p + t and c = 2p + 1, 
the confluent hypergeometric function of Eq. (3.7) 
is related to the modified Bessel's function of the 
first kind through the relationshiplo 

M[P + t, 2p + 1; (f32 - }..2)(X'2 + y,2)] 

= [PI 22
" /(f32 _ }..2)"(X'2 + y,2)"] 

X I,,[t(f32 - }..2)(X'2 + y,2)] 

X exp [t(f32 - }..2)(X'2 + y,2)]. (3.8) 

Use of Eqs. (3.7) and (3.8) to replace the infinite 
series over the k index in Eq. (3.5) yields the result 

ro 
f(x', y') = 2B 2: E1' cos (2pcp) 

,,-0 
X I1'[t(f32 - ).,2)(X,2 + y,2)] 

X exp [-t(f32 + }..2)(X'2 + y,2)] , (3.9) 

which we can rewrite as 

f(x', y') = B exp (- {f32[1 - cos (2cp)] 

+ }..2[1 + cos (2cp)] I [t(X,2 + y,2)]) (3.10) 

when use is made of the generating function10 

ro 
2 2: E" cos (p>J;)I,,(z) = exp (z cos >J;) (3.11) 

,,-0 
with>J; set equal to 2cp and z = Hf32 - }..2)(X'2 + y,2). 
Finally, one can readily verify by means of the 
identities 2 cos2 cp = 1 + cos (2cp) and 2 sin2 cp = 
1 - cos (2cp) and the transformation from polar to 
Cartesian coordinates given by X,2 = (X,2 + y,2) cos2 cp 
and y,2 = (X,2 + y,2) sin2 cp that Eq. (3.10) is 
equivalent to the closed form expression of Eq. (3.1). 

IV. NUMERICAL PROCEDURE 

For laboratory light sources encountered in plasma 
research the integrated intensity distribution is never 
known explicitly but is an experimentally measured 
quantity. In order for the method of this paper to 
be of practical value in situations of this type the 
series representation of Eq. (2.11) must be summed 
numerically. Therefore, it is the purpose of this 
section to present such a numerical procedure and 
to check the accuracy of this procedure by applying 
it to the hypothetical example of the previous 
section. 

The procedure we wish to consider here, like all 
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other numerical procedures, is based on the assumption that the series representation of Eq. (2.11) may 
be approximated to any degree of accuracy by a finite double sum in the following manner: 

I(x', y') ~ (~) ~ ta Em[(k~~~-t;:N)tJ 
X Re {[L: ~ exp (-im~) i:'" dx get! x)Hmm(ax) ]U:m(ax l

, ay')} exp _[a
2
(x

,
a + y'2)] (4.1) 

or if use is made of Eq. (2.3) to replace U:::Uk (ax', ay') as 

lex', y') ~ (;Y ~ ta Em(-I){(m !!2k)!JcB:m (a) cos (mcp) + D:+2k(a) sin (mcp)] 

X [a2(x /2 + y'2)]tmL~[a2(x/2 + y'2)] exp [_a2(x /2 + y'2»), (4.2) 

where the coefficients B:+2k(a) and D:Uk(a) are 
given, respectively, by 

B:m(a) = i: ~ cos (mt) i:'" dx g(~, X)Hm +2k(ax) 

(4.3) 

for m = 0, I, 2, .,. , and 

for m = 1, 2, 3, .... Since get, x) is not an ex­
plicitly known quantity, the double integrals of 
Eqs. (4.3) and (4.4) must be evaluated numerically; 
and for this purpose we have chosen a crude numer­
ical procedure but one which has yielded excellent 
results. 

The double integrals were evaluated numerically 
by noting that for every spectrum get, x) which is 
encountered experimentally, there is always a cir­
cular domain of radius R outside of which get, x) 

't (tj + dtj' X; + dX;) 

2d~j • (t j • 1 - ~j) 

2dX; • (X; + 1 - X;) 

FIG. 2. Qualitative sketch of a typical step approximation to 
the surface of geE, x} at the point (E = Ei + dEi, X = Xi + dx.) 
together with symbols and nomencla.ture that are pertinent to 
the numerical procedure for eva.luating the double integrals of 
Eqs. (4.3) and (4.4). 

can be set equal to zero. This procedure for truncat­
ing g(~, x) introduces a negligible error and permits 
us to approximate Eqs. (4.3) and (4.4) by finite 
integrals as follows: 

B:::Uk(a) ~ L .... dt cos (mt) i: dx get, x)Hm+2J.(ax) 

(4.5) 

and 

D:::m(a) ~ i: dt sin (m~) i: dx get, x)HmwCax). 

(4.6) 

The integrals in the latter two equations were 
evaluated numerically by partitioning the circular 
domain of radius R into segmented radial sectors, 
then approximating the surface for get, x) by con­
stant step values over these sectors. A typical step 
approximation to the surface for g(~, x) at the point 
(t = ti + ~t;, x = Xi + aXi, where 2~t; = ~i+l - ti 
and 2~x. = XHI - Xi) is illustrated in Fig. 2. 

In terms of this numerical approximation for the 
surface of get, x) Eqs. (4.5) and (4.6) may be ex­
pressed by finite double sums which in accordance 
with the symbols and nomenclature of Fig. 2 we 
can write as 

1-1 J-l 

B:::+2,t{a) ~ E E get; + at;, Xi + ax;) 
i-a i-O 

(4.7) 

and 
/-1 J-l 

D:+2k(a) ~ E E get; + ~tj, Xi + ~Xi) 
i-O i-G 

X 1<;+' dt sin (mt) j%ih dx H m +2k(ax) , (4.8) 
<I XI 

where get; + ~ti' Xi + ax.) is the value of g(~, x) 
evaluated at the point (t = ~i + ~H, x = Xi + ~Xi)' 
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~o = -7r, Xo = -R, ~J = 7r, and XI = R. The integrals with respect to ~ are elementary and well 
known while those with regard to X one can easily evaluate with the aid of the derivative formula for the 
Hermite polynomials. 10 When expressed in terms of these evaluated integrals Eqs. (4.7) and (4.8) become 

[ 
1 J I-I J-l 

B:::m(a) ~ 2am(m + 2k + 1) t; ~ g(~j + ~j, Xi + ~Xi) 

X [sin (m~j+l) - sin (m~j)][H"'+2Hl(axi+1) - H .. +2H1(axi)] (4.9) 

and 

[ 
1 ] I-I J-l 

D:::+2~(a) ~ - 2am(m + 2k + 1) t; ~ g(~j + ~~j, Xi + ~~i) 

X [cos (m~i+1) - cos (m~j)][Hm+2k+I(axi+1) - H ... +2k+1(aXi)], (4.10) 

respectively. 

Numerical Results 

The accuracy of the above numerical procedure 
was checked by applying it to the hypothetical 
example of the previous section. For this application 
the computed coefficients for D:::+2k (a) based on 
Eq. (4.10) were zero for all allowed values of m 
(m = 1, 2, 3, ... ); it can be shown that these 
results are consistent with those predicted the­
oretically from either Eq. (4.4) or (4.6) when use 

is made of the symmetry property that g(~, x) is 
an even function with respect to ~. Also, for the 
same reason as was given previously with regard 
to the second integral of Eq. (3.3), the theoretical 
values for B:::+ 2k(a) based on Eq. (4.3) vanish for 
all odd values of m and these results were shown 
to be in complete accord with those computed from 
Eq. (4.9). For the even values of m the finite double 
sum of Eq. (4.2) with D:::+ 2k(a) set equal to zero, 
m replaced by 2p with p = 0, 1, 2, 3, ... , P, and 
a set equal to (:3; that is, 

I(x', y') ~ (~r 'to "to e,,( -1){(2P ~ 2k) !JB;~"H)({:3) cos (2pcp) 

X [(:32(X,2 + y,2)]"LZ"[{:32(X,2 + y,2)] exp [ _ (:32(X,2 + y,2)] (4.11) 

was evaluated strictly in a numerical manner by making use of the approximate numerical expression 

which is Eq. (4.9) with m replaced by 2p and a set 
equal to (:3, to compute the resultant coefficients 
B=~"+k)({:3). In computing these coefficients the input 
data g(~j + ~~i' Xi + ~X.) were obtained from the 
spectrum of Eq. (3.2) and limited to the domain 
of the unit circle by setting the parameters A and 
(:3 equal to the values of 4.0 and 5.33, respectively. 
For simplicity in carrying out the numerical com­
putations the domain of the unit circle was parti­
tioned into segmented radial sections in a uniform 
manner such that 2~Xi and 2~~i are fixed quantities 
for all values of i and j. Also actual numerical 
computations based on Eq. (4.11) revealed that a 
partitioning of the unit circle no finer than I = 160 
zones of width 2~Xi = 0.0125 along the X axis and 

(4.12) 

J = 72 zones of width 2~~i = 5° along the direction 
of angular position ~, was necessary to ensure suffi­
cient accuracy. 

The results of these numerical computations for 
the spatial distribution of the emission coefficient 
based on Eq. (4.11) with K and P set equal to 4 
and 5, respectively, are tabulated in Table I along 
with the theoretical values of Eq. (3.1). These 
results are plotted as a function of radial position 
in Fig. 3(a) for cp = tan-I (y'/x') = 0°, 45°, and 
90°; and for completeness the spectrums for g(~, x) 
from Eq. (3.2) corresponding to ~ = 0°, 45°, and 
90°, respectively, are illustrated in Fig. 3(b). 

For further details with regard to experimental 
accuracy and number of g(~, x) values required, 
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FIG. 3. For comparison, the com­
puted and theoretical results for the 
spatial distribution of the emission 
coefficient for the hypothetical example 
of Sec. III are shown in (a) for I" = 0°, 
4~o, !l-nd.90°. The integrated intensity 
dlstnbutlOn curves corresponding to 
I; = 0 0

, 45 0
, and 90 0

, respectively, are 
also shown in (b). 
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computer programs, criteria for choosing K, P, I, 
J, a, etc., reference is made to a published report12 

on this subject. 

V. FINAL REMARKS 

Recently13 the method of this paper was applied 
to the degenerate case of a circularly symmetric 

TABLE 1. Comparison of the computed numerical and 
theoretical results for the spatial distribution of the emission 
coefficient for the hypothetical example of Sec. lILa 

r 1"=0 0 15° 30° 45 0 60° 75 0 90 0 

0 3.008b 

3.007' 
0.1 2.562 2.539 2.480 2.407 2.337 2.284 2.264 

2.562 2.541 2.484 2.408 2.335 2.282 2.263 
0.2 1.589 1.535 1.399 1.236 1.093 0.998 0.966 

1.586 1.534 1.401 1.237 1.093 0.998 0.965 
0.3 0.713 0.661 0.539 0.407 0.308 0.252 0.233 

0.712 0.661 0.539 0.408 0.308 0.251 0.233 
0.4 0.232 0.203 0.142 0.086 0.053 0.037 0.032 

0.232 0.204 0.142 0.086 0.052 0.036 0.032 
0.5 0.055 0.045 0.025 0.012 0.005 0.003 0.002 

0.055 0.045 0.025 0.012 0.005 0.003 0.002 
0.6 0.010 0.007 0.003 0.001 0.000 0.000 0.000 

0.009 0.007 0.003 0.001 0.000 0.000 0.000 
0.7 0.001 0.001 0.000 0.000 0.000 0.000 0.000 

0.001 0.001 0.000 0.000 0.000 0.000 0.000 
0.8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

0.000 0.000 0.000 0.000 0.000 0.000 0.000 

• r = (x" + y'2)!; '" = tan-1 (y'lx'). a = fJ = 5.33; II = 4.0; K = 40; 
P = 5; I = 160; J = 72. 

b Numerical results based on Eq. (4.11). 
C Theoretical results based on Eq. (3.1). 

12 H. N. Olsen, C. D. Maldonado, G. D. Duckworth, and 
A. P. Caron, "Investigation of the Interaction of an External 
Magnetic Field with an Electric Arc," Final Report under 
Contract AF33(615)-1l05, ARL 66-0016 (December 1965). 

13 C. D. Maldonado, A. P. Caron, and H. N. Olsen, J. Opt. 
Soc. Am. 55, 1247 (1965). 

plasma light source corresponding to the positive 
column of a free-burning argon arc. Despite the 
success which was achieved in that particular ap­
plication, the initial impetus for the work presented 
in this paper as stated previously, was motivated 
by the need of a procedure for inverting Eq. (1.1) 
which would yield information on the spatial dis­
tribution of the emission coefficient from known 
experimental data on the integrated intensity dis­
tribution for completely asymmetrical light sources. 
We feel that the series representation method of 
this paper does accomplish this objective and in fact, 
it is applied 14 to an asymmetrical plasma light source 
which is obtained experimentally through the inter­
action of a free-burning argon arc with a cross mag­
netic field. The spatial distribution of the emission 
coefficient corresponding to the atomic spectral line 
is presented in Ref. 14, which is, as far as we know, 
the first publication of such information in the 
open literature. 
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APPENDIX A 

The essential steps which are necessary in order 
to evaluate the integral 

I:::'2k(~' ax) 

1
+~ 

= _~ dy U!':.2k(ax', ay') exp (_a2y2) (AI) 

14 C. D. Maldonado and H. N. Olsen J. Opt. Soc Am 
56, 1305 (1966). ,. . 
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are presented in this Appendix. It follows from this 
integral that the first and obvious step is to express 
U:':.2k(ax', ay') in terms of the laboratory coor­
dinate system (x, y). This is readily done by making 
use of the "invariant in form" property of the 
orthogonal polynomials to a rotation of axes given 
by9 U:':.2k(ax', ay') = exp (±imO U!':.2k(ax, ay). 

when U!':.2k(ax, ay) is replaced by the finite series 

U!r::2k(ax, ay) 

= (-I)k(a/llJ{(m ~ k)!JL';:[a2(x2 + y2») 

X i: (±i)'[ '( m~ ) ,] (ax)m-. (ay)' . (A4) 
'-0 8. m 8. 

Equation (A4) is Eq. (2.3) with [a2(x'2 + y,2)]lm 
exp (±imrp) replaced by the binomial expansion for 
[01 (x' ± iy')]"' and (x', y') by (x, y). The integral 
in Eq. (A3) is nonzero only for even values of 8 

and for these even values of 8 we use the finite sum 10 

k 

L ~[a2(x2 + y2)] = L: LLr(a2x2)L~(aV), (A5) 
r-O 

which is valid for m = p + q + 1, to write Eq. (A3) 
as 

[~ [ , ] 
X ~ (-1)" (2n)! (:::._ 2n)! (ax)m-2" 

where in the latter expression 8 has been set equal 
to 2n for n = 0, 1, 2, 3, '" , and the upper limit 
rim] on the first sum is equal to im or !em - 1) 
according as m is even or odd. 

To evaluate the integral in Eq. (A6) which is 
equivalent to 

I!:2k(~' ax) = exp (±im~)[k! (m + k)!r'2-<m+2k) 

The introduction of this "invariant in form" prop­
erty for U!':.2k(ax', ay') into Eq. (AI) yields 

I!':.2k(~' ax) = exp (±im~) 

x i~'" dy U!':.2k(ax, ay) exp (-dy), 

which we can write as 

i+",'" dy (ay)2nL~(aV) exp (_a2y2) 

(A2) 

= (~) f" dt t"-lL~(t) exp (- t) (A7) 

use is made of the tabulated result15 for the Laplace 
transform of t"-lL~(t) to write 

fa'" dt tn-lL~(t) exp (- t) 

'lri(2n)! r(q + r - n + i) 
= n! 22nr(r + I)r(q - n + i)' 

(A8) 

Combining Eqs. (A7) and (A8) to eliminate the 
integral in Eq. (A6) and the subsequent use of the 
finite sum10 

L;-"-l(a2x2
) 

~ [ r(q + r - n + i) J" (2 2) 
= ~ r(r + I)r(q _ n + i) L k

-
r a x (A9) 

(AIO) 

Finally with the aid of the following differential 
expression: 
L;-n-l(a2x2) = (_I)k[(ax)-<m-2n) /k! 22k) 

X exp (a2x2)[d2k/d(ax)2k)[(ax)m-2n exp (_a2x2») , 
(All) 

Eq. (AIO) may be expressed as 

X exp (a
2
x

2
) d(~:?k {exp (_a

2
x

2
) [~ (-l){n! (m m~ 2n)!]c2aX)m-2"} , (AI2) 

15 A. Erdelyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Tables of Integral Transforms (McGraw-Hill Book 
Company, Inc., New York, 1963), Vol. 1. 
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or more compactly by 

1!':.2k(E, ax) = exp (±imE)[k! (m + k)!ri 

X 2-(m+2k)H ... +2k(ax) , (A13) 

since 

H",(ax) = II: (-1)"[ I( ~ 2 )1](2ax) .. -2" (A14) 
"-0 n. m n . 

and 

H m +2k(ax) = exp (a2x2
) [d2k /d(ax)2k] 

X [exp (-a2x2)H .. (ax)]. (A15) 

APPENDIXB 

In this Appendix we use the hypothetical example 
of Sec. III to show that the Fourier expressions 
of Eqs. (2.5) and (2.10) for the unknown expansion 
coefficients yield equivalent results. With no loss 
in generality the scale factor a is set equal to {3 
in order to simplify the calculations. For the time 
being we restrict our attention to Eq. (2.5) with 
a set equal to (3. This yields for the unknown expan­
sion coefficients the result 

C!':.2k({3) = i:'" i:'" dx' dy' !(x', y') 

X U!':.2k({3X', (3y') , (B1) 

which we can express in terms of Eq. (3.1) and the 
complex conjugate of Eq. (A4) with a set equal 
to {3 and (x, y) replaced by (x', y') as 

C:':.2k ({3, A) = (-V({3/7ri {(m ~ k)!TB 

X ~ (±i){8! (mm~ 8)!J 

Xi:'" dx' ({3x')"'-' exp (-A2X'2) 

xi:'" dy' ({3y')"L";,[{32(X,2 + y,2)] exp (-(3'y"). 

(B2) 

Replacing L';[{32(X,2 + y,2)] in the double integral 
of Eq. (B2) by the finite series representation10 

L ~[(32(X'2 + y,2)] 

- t (-1)"[ (m + k)! J 
- ,,-0 (k - n)! (m + n)!n! 

X [{32(X,2 + y,2)]" (B3) 

and using the binomial theorem to expand [(~Z(X'2 + 
y'2)]" we obtain 

(B4) 

From the integrals in this last expression it follows that the coefficients C:':.2k({3, A) are nonzero only 
for even values of m and 8. And for these even values of m and 8 which we denote by m = 2p 
and 8 = 2r for p, r = 0, 1, 2, 3, .. , , Eq. (B4) becomes 

=2p _ _ k(7r
i
)[ k! Ji(~)2P P _ r{ (2P)! }(~)2r 

C2 (pH) ({3, A) - ( 1) A (k + 2p)! 2A B ~ ( 1) (2r)! [2(P - r)]! {3 

X t (1)"[ (k + 2p)! J~({3 )2" t { n! [2(q + r)]! [2(n - q + p - r)]! }(A)2« 
,,-0 - (k - n)! (n + 2p)! n! 2A o~o q! (n - q)! (q + r)! (n - q + p - r)! ~ , 

(B5) 

where use has been made of the tabulated results15 

1+'" dx' ({3x,)2(n-o+p-r) exp (_ A2X'2) = (7ri
){[2(n - q + p - r)] !}(~)2(,,-«+"-r) (B6) 

_'" A (n - q + p - r)! A 

and 

(B7) 

Calculations based on Eq. (B5) were carried out for k, p = 0, 1, 2, and 3, and the obtained results 
for the normalized coefficients AC:(~H)({3, A)/7ri B are tabulated in Table II. 

To check whether Eq. (2.10), when applied to the hypothetical example of Sec. III, yields results 
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equivalent to those of Eq. (B5), we now concern ourselves with the evaluation of the integral 

C!~2k({3) = (b){[k~~m+ +2;]/J
i
} [ .. " d~ cos (~) [:~ dx g(~, X)H"'+2k({3X), 

which is Eq. (2.10) for a spectrum g(~, x) that is an even function of ~ and a set equal to fJ. 
expressed in terms of the spectrum for g(~, x) as given by Eq. (3.2), Eq. (BS) becomes 

C"''' (Q ) (fJ ){[k! (m + k)!]l}B f" d [ ( )/(' 2 (Q/)2 2)1 
_+2AIJ-', X = 211"X (m + 2k)! _" ~ cos ~ sm ~ + IJ-' X cos ~ ] 

X J:: dx exp [_fJ2X2/(sin2 ~ + ({3/X)2 cos2 ~)]H"+2k({3X) 

= (~){[k! ~: ;D)!]'}[ (~Y - 1 JH 

239 

(BS) 

When 

(B9) 

and for the same reason as was given previously 
with regard to Eq. (3.3), this expression is nonzero 
only for even values of m. And for these even values 
ofm which we denote bym=2p forp=O, 1,2,3, '" , 
the second integral in Eq. (B9) is the Gauss trans­
form of H 2 (pH) (fJx) given by the tabulated resuleo X B ["" d~ cos (2p~) COS2(p+k) (~), (BB) 

1+'" [ fJ
2
x

2 
] 

_~ dx exp - (sin2 ~ + ({3/X)2 COS2~) H 2 (p+k)(fJx) 

= (;l){[~:-k~:J!}[ (~r -1 JH 
X [Sin2 ~ + (~r cos2 ~ T cos2 (pH) (~) . (B1O) 

which we can rewrite in terms of the tabulated 
resuW II 

[ .. "d~ cos (2p~) COS2(PH)(~) 

_ { 211"[2(P + k)]! } 
- k! (k + 2p)! 22 (P+k) (B12) 

Setting m = 2p in Eq. (B9) and subsequently using as 
Eq. (BI0) to eliminate the second integral yield 
for C:~:+lc)(fJ, X) the expression C:(2:H )(fJ, X) 

TABLE II. Normalized coefficients W:!:H)({J>.)/..riB for 
k, p :$; 3. 

k 
p 0 1 2 3 

0 1 2x' 6x2 20xB 
1 (2)iX 2(6)ix2 1O(3)ixB 28~5)iX4 
2 (6)ix2 2~30)tx3 14(1O)iX' 12 210)i~ 
3 2(5)iXS 4 35)ix4 18(35)i~ 22210)ix' 

• x - [(8/2,,)2 - (1/2)2]. 

_ (1I"i){ [2(P + k)]! } 
- X [k! (k + 2p)!]t(P + k)! 

X [(gJ2 - (~YJ+kB. (BI3) 

Finally, we can readily verify by direct computa.­
tions that the results obtained from Eq. (BI3) for 
the normalized coefficients XC2~:H)(fJ, X)/1I"1B are 
equivalent and in complete accord with the results 
tabulated in Table II based on Eq. (B5). 
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The re!a.xation of the yelocity distribution to equilibrium in an electron plasma in which the domi­
nant colli~lOns .are deSC~I?ed by the Fokker-Planck operator is studied. It is shown mathematically 
that the lmearized collislOn operator possesses a continuous spectrum of eigenvalues which extends 
over the' entire real interval from zero to infinity. Consequently the decay to equilibrium is not 
uniformly exponential. For large values of the time the decay to Maxwellian is shown to be of the order 
of the in~erse power of the time variable. Moreover the rate of decay depends also on the initial 
perturba tlOn. 

1. INTRODUCTION 

ONE of the fundamental problems in the kinetic 
theory of gases is the study of the approach 

to equilibrium. Given an arbitrary initial velocity 
distribution we know from the H theorem that the 
collisions among the particles in the gas will in the 
course of time bring it to an equilibrium distribution. 
However, the H theorem fails to disclose how rapidly 
the final equilibrium distribution is attained. A 
knowledge of this relaxation time is nevertheless 
essential for the kinetic theoretical derivation of 
the complete set of hydrodynamic equations de­
scribing the fluidlike behavior of the gas. 

In this article we are in particular interested in 
the relaxation problem of a dilute, fully ionized gas 
consisting of electrons imbedded in a stationary, 
uniformly smeared-out, neutralizing ion background, 
in which the dominant collisions are described by 
a Fokker-Planck collision operator. For simplicity 
only electron-electron collisions are taken into ac­
count. While this problem has attracted the atten­
tion of several authors, most of the work was either 
done numeric allyl or by assuming a priori that the 
linearized Fokker-Planck collision operator may be 
expanded in a series of orthogonal polynomials.2 

The latter method is equivalent to the a priori 
assumption that the Fokker-Planck operator pos­
sesses a discrete spectrum of eigenvalues bounded 
away from zero. However, it is well known that 

* On leave from The University of Michigan, Department 
of Aerospace Engineering. This work is partially supported by 
the U. S. Air Force Office of Scientific Research under Grant 
AF -AFOSR-825-65. 

1 W. M. Macdonald, M. N. Rosenbluth, and W. Chuck, 
Phys. Rev. 107,350 (1957)j A. Dolinsky, Phys. Fluids 8, 438 
(1965). 

2 F. J. Jankulak, L. G. de Sobrino, and Y. K. S. Tam, Can. 
J. Phys. 42, 1743 (1964). 

in the case of neutral gases the eigenvalue spectrum 
of the Boltzmann collision operator for soft poten­
tials has a continuous part extending from a finite 
eigenvalue all the way to zero. On the basis of this 
it is reasonable to suspect that the eigenvalue spec­
trum of the Fokker-Planck collision operator for 
a Coulomb potential might have a similar property. 
Hence it is justified that one makes a careful study 
of the mathematical nature of the eigenvalue spec­
trum of the linearized Fokker-Planck operator. It 
as not until very recently that attempts were made 
in this direction. Su and also Lewis gave nonrigorous 
indications of the existence of a continuous eigen­
value spectrum.3 In this article we rigorously de­
termine the extent of the continuous spectrum and 
also show how this influences the decay time of the 
perturbed velocity distribution function of the par­
ticles in the gas. 

The argument of this paper is partly physical 
(or at least formal mathematically) and partly 
rigorous mathematically. In Sec. 2, which is the 
former, we deduce the linearized form of the Fokker-­
Planck equation which we intend to use. It turns 
out that this can be written as 

(1.1) 

whereg=g(c, t), cis the velocity variable (0 < c < co), 
and t is the time. In (1.1), Ll is a second-order 
differential operator and L2 an integral operator, 
both involving only the variable c. 

At this point the mathematics becomes rigorous. 
We start by studying the spectrum associated with 
the operator Ll + L 2 • It turns out that L2 is com­
pletely continuous, so that the continuous spectrum 

• 3 C. H. Su, Seventh Conference on Ionization Phenomena 
m Gases, Belgrade (1965)jJ. Lewis (private communication). 
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is the continuous spectrum determined by Ll alone, 
and we are able to show that this consists of exactly 
the positive real axis. This work is done in Sec. 3, 
although the more complicated mathematics is re­
moved to the Appendix. 

We then want to use this in Sec. 4 to examine 
the decay behavior of solutions of (1.1), and at this 
point we make two further assumptions. Both these 
assumptions are physically extremely reasonable, 
but they are mathematically assumptions which 
should ideally be proved from Eq. (1.1), and we 
hope to return to their proof in a later paper. The 
first assumption is that in discussing the decay 
behavior of solutions of (1.1) we can in fact ignore 
L2 so that what we are really discussing is the decay 
behavior of solutions of 

(1.2) 

The second assumption is that LI has no negative 
eigenvalues. Not only is this physically reasonable, 
but numerical work on the computer also suggests 
it most strongly. 

With these assumptions we show in Sec. 4 that 
the solution of (1.1) [or, more accurately of (1.2)] 
satisfying any reasonable initial conditions decays 
at least as fast as O(t-l), and although the rate 
of decay depends on the initial conditions, we can 
show that at least "in general" the decay is not as 
fast as exponential! 

2. FORMULATION OF THE RELAXATION PROBLEM 

Let us consider a spatially homogeneous electron 
gas in a stationary, neutralizing, uniformly smeared­
out ion background such that the dominant collision 
process may be described by the Fokker-Planck 
collision operator with a cutoff. For simplicity only 
electron-electron interactions are taken into ac­
count. In the absence of external forces the basic 
equation governing the relaxation problem is 

.E.-!( t) = 2711W4 In A foo dv at v, m 2 
-00 I 

a [ll-gg(a a)A A ] X -. --3 -. - - - f(V, t)f(v l , t) , (2.1) 
av g av av, 

4 The authors are indebted to the Referee for drawing the 
attention that a similar problem arises in the theory of 
neutron thermalization. For references see, e.g., R. E. 
Marshak, Rev. Mod. Phys. 19, 185 (1947); B. Davison and 
1. B. Sykes, Neutron Transport Theory (Clarendon Press, 
Oxford, England, 1957); J. Lehner and G. M. Wing, Commun. 
Pure App!. Math. 8, 217 (1955); D. S. Selengut! in Neutron 
Physics: Proceedings, M. L. Yeater, Ed. (AcadeIllic Press Inc., 
New York, 1962). 

where A == AD/rL, AD = (KT /47rne2)1 is the Debye 
length, rL = e

2/KT is the mean distance of closest 
approach in a Coulomb encounter, g = v - VI is 
the relative velocity, I is the unit dyadic. The other 
symbols used in (2.1) are those commonly employed 
in plasma kinetic theory and need no further ex­
planation. 

I t may be verified by direct substitution that the 
Maxwell-Boltzmann distribution 

!o(v) = n( m/27rKT)'i exp ( - mv2/2KT), (2.2) 

where the number density n and the temperature T 
are constants, causes the right-hand side of Eq. (2.1) 
to vanish. This shows that !o(v) is a solution of 
the stationary problem. Moreover, from the H 
theorem it is a well-known fact that eventually the 
gas will relax to the distribution !o(v) and that this 
is the unique equilibrium distribution. 

Let us now suppose that the gas is slightly dis­
turbed from its initial equilibrium state. We wish 
to know how rapidly !(v, t) relaxes to equilibrium. 
Accepting the fact that the Maxwell-Boltzmann dis­
tribution will be reached eventually, we put in 
Eq. (2.1) 

!(v, t) = !o(v)[l + h(v, t)] (2.3) 

and neglect quadratic terms in h(v, t). We then 
obtain a linearized Fokker-Planck equation. Since 
the particle interactions are assumed to be governed 
by a central force law, it may be shown by direct 
calculation that the angular dependence of the 
Fokker-Planck operator in (2.1) is just the spherical 
harmonic operator. Thus by writing the kinetic 
equation (2.1) in spherical polar coordinates and 
letting 

h(v, t) = L: OI.m(V, t)Y1.m(O, 1/», (2.4) 
I.m 

the equation for the angular dependence YI.m(O, 1/» 
of the perturbation distribution function h(v, t) may 
be uncoupled from the equation governing the radial 
distribution OI.m(V, t). Futhermore it is convenient 
to measure the time in units of the "relaxation time" 
and the velocity in units of the thermal velocity 
by means of the transformations 

T = (3/2,h7r)(w"lnA/A)t, c = (m/2KT)'v, (2.5) 

where WI' = (47rne2/m)! is the electron plasma 
frequency. 

The linearized Fokker-Planck equation for the 
perturbation in the radial distribution function then 
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assumes the form 

+ [e-;' (1 + 4l) _ <I>~) (1 + 2C2)J ao!. ... 
c c ac 

+ {4e-.' - l(l2~ 1) [<I>~C) (2c2 
- 1) + e-·· J}OI .... 

+ 4 10'" c~e-···KI(c, C1)01 .... (C1, r) del, 

where 

<I>(c) = f e-·· dx, 

_2 _ {~ [(l + 1)(l + 2) 2 ] 

2l + 1 CI +1 2l + 3 C1 - 1 

l(l - l)c: } 
- (2l _ l)c l 1 for C1 < c, 

_2 _ {L [(l + 1)(l + 2) 2 ] 

2l + .. 1 c:+ 1 2l + 3 c - 1 

l(l - l)c
l 

} 
- (2l _ l)cl - 1 for C1 > c. 

[The independence of (2.6) from m shows that the 
subscript m in gl.m can be-and is-dropped.] This 
equation has been obtained also by Suo By direct 
substitution it may be verified that for l = ° (m = 0) 
the functions 00 = 1 and 00 = c2 make the righ~ 
hand side of Eq. (2.6) vanish. This corresponds to 
the conservation of mass and energy, respectively. 
Similarly, for l = 1 (m = 0, ±1), we have gl = e 
as a solution to the linearized Fokker-Planck equa­
tion in three dimensions, which corresponds to the 
conservation of momentum. 

It is now convenient to introduce the trans­
formation 

gl(C, r) = ce-"/20I(C, r). (2.7) 

Equation (2.6) then reduces to 

where 

L 1":.= -(a/ac)[p(e)(a/ae)] + q(e), 

L -41" N' e-l<"+"')K ( ) de 2 = ""1 1 C, C1 1, 
o 

pee) = (l/e3)(<I>[e] - ce-"), 

q(c) = (3/c5)(jc3e-" + ce-" - <I>[c]) + (IN)q*(c), 

q*(e) = e(<I>[e] - 7ce- c
.) 

+ H(l + 1) {[<I>(c)N](2c2 
- 1) + (e-"/c') I, 

<I>(c) = f e-" dy. 

3. ASSOCIATED EIGENVALUE PROBLEM 

In order to study the behavior of the distribution 
function we first consider the spectral behavior of 
the operator Ll + L3 in the space L2(0, <Xl). This 
square integrability condition imposed on the dis­
tribution function is in a sense connected with the 
existence of the entropy as was shown by Wald­
mann.3 We first note that L2 is a symmetric Hilbert­
S~hmidt operator, since it is an integral operator 
WIth a kernel H(e, c1), say, which is symmetric and 
satisfies 

10'" 10'" H2(c, C1) de del < <Xl. 

Hence L2 is certainly compact and by a well-known 
theorem due to Weyl (p. 367 of Ref. 6) the set 
of limit points of the spectrum of Ll + L2 (provided 
L1 is self-adjoint) will be the same as that for L1 
alone. What we are going to do in the present section 
is to show that the spectrum of L1 is continuous over 
(0, <Xl) and is otherwise at most discrete, and then that 
the same must hold also for L1 + L2. 

To make L1 essentially self-adjoint we have to 
introduce a boundary condition at e ~ 0, at least 
when l = 0, and in view of (2.7), we take the 
boundary condition to be gl(O, r) = 0. We can then 
verify that L1 is essentially self-adjoint, or, what 
amounts to the same thing, that we have the limit­
point case at both ends of the c interval [0, <Xl). 

That the problem is limit point at e = <Xl means 
that there is only one linearly independent solution 
of L 1y = AY which is L2(A, <Xl), A being a positive 
cons~ant and A a nonreal number. This implies that 
an eIgenvalue problem is properly defined without 
the need for any further boundary conditions at 
e = <Xl. Similarly for c = ° (cf. Ref. 7, Chap. II). 

To verify this at e = 0, we note that near e = ° 
we have 

pee) = j + o (e2
) , 

q(e) = jl(l + 1)/c
2 + 0(1). 

Hence if l = 0, there is no singularity of the "equation 
6 L. Waldmann, in Handbuch der Physik S Fl- Ed 

(Sparinger;-Verlag, Berlin, 1958), Vol. XII. ' . ugge, . 
U F. Ries~ a~d B. Sz-Nagy, Functirmal AnalY8is (Frederick 

nfar Pubh~hmg CompaI?-Y, New York, 1955). 

P 
E·OC. Titchmarsh, Elgenjunctirm Expansions (Clarendon 

ress, xford, England, 1962), Vol. 1. 
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at c = 0, and there is thus one (and apart from 
an unimportant multiplicative constant) only one 
solution which satisfies the boundary condition 
gl (0) = O. Hence the problem is limit point. 

If l :;c 0, it is once again standard work to see 
that there are two linearly independent solutions 
which for small c are of order CHI and c- I

• Only 
multiples of the former can vanish at c = 0, or 
indeed ever belong to the Hilbert space L 2 (0, (0). 
Hence if l :;C 0, the problem is limit point at c = 0 
even without the boundary condition. 

For the behavior for large values of c, and also 
for the purpose of discussing the nature of the 
spectrum, it is best to simplify the differential 
operator by applying the Liouville transformation: 

The equation L1g1 = -Agi then takes the form 

where 

(0 < x < (0), 

(3.1) 

Q() 3 ( [] -C') 2 -c' -c' X =6 1>c -ce -2e -e 
c c 

Both x and c become large together. In fact, for 
large c, x "-J C

5
/

2 and so we see that Q(x) --t 0 as 
x --t 00. This at once implies that the eigenvalue 
problem associated with (3.1) is limit point at x = 00, 

and furthermore that the spectrum is discrete for 
A < 0 and continuous for A ~ 0 (cf. Sec. 5.5 of Ref. 7). 

However, for the purpose of the next section, 
we need to know more than just that the spectrum 
is continuous for A ~ O. We need to show also 
that the "spectral density" (an intuitive idea that 
is defined explicitly in the Appendix) is bounded 
for small positive value of A, and this we prove 
in the Appendix using the fact that not only does 
Q(x) -+ 0, but it does so very smoothly. 

4. DECAY TO EQUILmRIUM 

The existence of the continuous spectrum extend­
ing to the origin influences the relaxation process 
a great deal. We cannot expect a uniform exponential 
decay to equilibrium. Of particular importance are 
the A ~ 0 modes, since they dominate the behavior 
of the relaxation process for large values of time. 
For these values of A near zero it is plausible to 

assume that the relaxation process is dominated by 
the continuous spectrum of the differential operator 
L 1• To estimate the decay time corresponding to 
these very small values of A, we therefore study 
the behavior as T --t 00 of the solution UI(X, T) of the 
partial differential equation 

(oj aT)UI(X, T) 

= [(a2jax2) - Q(X)]UI(X, T) (x, T ~ 0), (4.1) 

which satisfies the boundary condition 

UI(X,O) = w(x) , (4.2) 

where w(x) is the initial perturbation of the radial 
distribution function. We suppose, as is physically 
perfectly reasonable, that w(x) satisfies the following 
conditions : 

(i) w(x) is twice differentiable and L(O, (0), while 
both w(x) and Q(x)w(x) - w"(x) are V(O, (0). 

(ii) w(O) = O. 
(iii) For every a > 0, as x -+ 00 

We then have the following result. 

Theorem: If Q(x) satisfies the conditions (i)-(iv) 
in the Appendix, and if w(x) satisfies the conditions 
(i)-(iii) above, and if the eigenvalue problem asso­
ciated with the equation 

(d
2yjdx2

) + [A - Q(x)]y = 0 (4.3) 

and the boundary condition yeO) = 0 (the boundary 
condition being required only in the case l = 0) 
has no negative eigenvalues, then we can construct 
a solution of (4.1) and (4.2) which has the property 
that, for fixed x and as T --t 00, the solution decays 
at least as fast as T -1. 

Before giving the proof of the theorem, we remem­
ber that the assumption that (4.3) has no negative 
eigenvalues has not been proved for the particular 
Q(x) of (3.2), although it is physically reasonable. 
We remark also that we say nothing about the 
uniqueness of the solution. There is no reason to 
suppose that there is only one solution satisfying 
(4.1) and (4.2), although the solution would be 
unique if we imposed further conditions. Since, how­
ever, the solution we do obtain is the physically 
relevant one, we leave the question of uniqueness 
for the moment. 

Proof: We give this for the case l = 0, since 
this is the case that is discussed in detail in the 
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Appendix. There is no difficulty in extending the 
arguments to l ;;e O. 

We first show the existence of a solution. By 
the spectral theorem given in Chap. III of Ref. 7 
we can express w(x) in terms of eigenfunctions of 
(4.3) by 

1100 

w(x) = - c/J(x, A) dF(A) , 
7r 0 

(4.4) 

the integral· is taken only over positive values 
of A because we are assuming no negative spectrum. 
Here 

F(A) = fooo x(y, A)W(Y) dy, 

x(Y, A) = foX c/J(y; JL) dk(JL) , 

where the functions c/J and k are defined in the Ap­
pendix. From the continuity properties of the spec­
tral density given there, we can write 

x(y, A) = - f' c/J(y, JL) 1m m(JL) dJL 

and so 

F(A) = - t 1m m(JL{fo
OO 

c/J(y, JL)w(y) dyJ dJL, 

F'(A) = - 1m m(A{fo
OO 

c/J(y, A)W(Y) dy J, 
and (4.4) appears as 

1100 

w(x) = -- c/J(x, A) 
7r 0 

X [foOO c/J(y, A)W(Y) dyJ 1m meA) dA. (4.5) 

N ow consider the function 

UI(X, 7) = -! fOO e->'Tc/J(x, A) 
7r 0 

X [foOO c/J(y, A)W(Y) dy J 1m meA) dA. (4.6) 

In view of the convergence of (4.5) we know that 
(4.6) must be absolutely convergent if 7 > 0, and 
from the absolute convergence of the integral ob­
tained by differentiating with respect to 7 under 
the integral sign we obtain 

aUI _ 
a7 - -! 100 

e-XT [ -Ac/J(x, A)] 
7r 0 

X [foOO c/J(y, A)W(Y) dy J 1m meA) dA 

= -! 100 e-XT[c/J" - Q(x)c/J] 
7r 0 

X [foOO c/J(y, A)W(Y) dyJ 1m meA) dA 

= -Q(X)UI + a2UI/aX2. (4.7) 

[To justify the last step, we can derive from the 
Appendix, although it is not specifically stated there, 
that, for large A, 11m m(A)1 ::; Ai, while 

fooo c/J(y, A)W(Y) dy 

is uniformly bounded for all A. The necessary dif­
ferentiations under the integral are then easily 
justified.] 

We have therefore found a solution, and next 
show that this solution vanishes at least as fast 
as 7 -t, x being fixed. For by the remarks justifying 
(4.7), and the fact that meA) is continuous for A ;:::: 0, 
we have 

lUI (x, T) I ::; c[{ e- XT dA + 100 Ate-XT dA J, 
where c is some constant, and this implies that, for 
large 7, 

The decay of UI (x, 7) may, of course, be faster 
than 7-

1
• If, for example, 1m meA) = O(A) as A ~ 0 

then we could conclude that UI(X, 7) = 0(7- 2
). 

But in order that UI(X, T) should vanish exponent­
ially, so that UI(X, 7) = O(e- UT) for some IT > 0, 
we should have in (4.6) that 

c/J(x, A>[fooo c/J(y, A)W(Y) dyJ 1m meA) 

vanish identically for 0 ::; A ::; IT, and for "general" 
w(y), this is possible only if 1m meA) = 0 for 0 ::; 
A < IT, which implies that the spectrum is empty 
for the interval 0 ::; A < IT. However, we know 
this to be untrue. This concludes the proof of the 
theorem. 

ACKNOWLEDGMENTS 

One of the authors (R.S.B.O.) would like to thank 
the members of the Theory Division for their 
hospitality during his stay at the U.K.A.E.A. Cul­
ham Laboratory. He is also greatly indebted to 
Professor G. E. Uhlenbeck of the Rockefeller In­
stitute, New York City, for valuable discussions 
concerning this problem. 



                                                                                                                                    

RELAXATION OF DILUTE ELECTRON PLASMA 245 

APPENDIX 

Our object is to consider the spectral density 
associated with the operator 

(AI) 

in the Hilbert space L 2 (0, <Xl). We impose the 
following conditions on Q(x), and it is trivial to 
verify that these conditions are in fact satisfied by 
the specific function Q(x) given by (3.2). 

(i) Q(x) is continuous for x > 0 and three times 
continuously differentiable if x is sufficiently large, 
say x ~ A. 
(ii) Q(x) ~ x-2

+, for some E > 0 if x ~ A, and 
Q(x) ~ 0 as x ~ <Xl. 
(iii) For x ~ A, 

Q'(x) '" _! Q';(x) = o(!) 
Q(x) x' Q (x) x' 

Q'''(x) _ (L). 
Q'(x) - 0 x2 

(iv) For small x, 

Q(x) = [l(l + 1)/x2] + Q*(x) , 

where Q*(x) is continuous for x ~ O. (It is possible 
to allow Q*(x) to have singularities of a limited 
kind at x = 0, but this is unnecessary for the 
present paper.) 

It has already been pointed out in Sec. 3 that 
the eigenvalue problem associated with (AI) is limit 
point at both ends of the interval [0, <Xl) if l ~ 0, 
so that the spectral problem is well defined. If l = 0, 
we have to impose the additional condition that 
the situation vanishes at x = O. The analysis is 
slightly different in the two cases l = 0, l ~ O. 
We follow in detail the case l = 0, indicating where 
necessary the slight changes required to deal with 
the case when l ~ O. 

Titchmarsh's analysis of this sort of problem 
assures us that, if 1m A ~ 0, then the equation 

d2y/dx2 + [A - Q(x)]y = 0 (A2) 

has just one linearly independent solution which 
is L2(0, <Xl). 7 If we define iJ(x, A), cp(x, A) to be the 
solutions of (A2) which satisfy 

cp(O, A) = 0, 

iJ(O, A) = 1, 

cp'(O, A) = -1, 

iJ'(O, A) = 0, 

and if we define meA) by saying that the L2 solution 
must take the form 

if;(x, A) = iJ(x, A) + m(A)cp(x, A), 

then Titchmarsh's form of the spectral theorem is 
made to depend upon meA), which we now in­
vestigate. 

{If l ~ 0, we have to set up two eigenvalue prob­
lems associated with (A2) , one for [1, (0) with the 
boundary condition y(1) = 0; and the other for 
the interval [0, 1], with the boundary condition 
y(1) = 0. We then have two functions mi(A), m2 (A) 
defined in a similar way to meA) above; mi(A) for 
the problem over [0, 1] and m2(A) for the problem 
[1, <Xl). Since the problem over [0, 1] certainly has 
a discrete spectrum, m i (A) is a meromorphic func­
tion of A, all its poles lying on the real axis and 
being otherwise real on the real axis. And m2 (A) 
will behave very much like meA) in the case l = O. 
Titchmarsh gives the spectral theorem in terms of 
mi(A), m2(A), and using this form in place of that 
involving meA) alone, we are able to conclude, as 
we do for meA), that the spectral density is bounded.} 

We know that meA) exists and is analytic for 
1m A > O. It is our object to show that under the 
condition we have, the function can be extended 
by continuity to the whole first quadrant Re A ~ 0, 
ImA ~ 0. 

Let A = J.I. + ill; J.I. ~ 0, II > O. To find meA) we 
look for the L2 (0, <Xl) solution of (A2) , and to do 
this, we make the change of variable 

Hx) = { [A - Q(t)]i dt, TJ = [A - Q(x)]iy . 

{We can choose the sign of [A - Q(t)]l to be such 
that 0 < arg [A - Q(t)]l < !1r.} Then Eq. (A2) 
reduces to 

{
1 Q"(x) 5 Q,2(X) } 

- 4 [A - Q(X)]2 + 16 [A _ Q(X)]3 TJ, 

(A3) 

and, formally at least, this is satisfied by a solution 
of the integral equation 

TJ(x) = eH(x) + hoo 

sin (~ - r) 

{
I Q"(t) 5 Q,2(t) } 

X 4 {A _ Q(t)}2 + 16 [A _ Q(t)]3 TJ(r) dr, (A4) 

where r = W). This integral equation can be solved 
by iteration following the method of Titchmarsh 
(Paragraph 22.26 of Ref. 8), provided that we solve 
for x ~ B, say, and that 

f OO [ IQ"(t) I Q,2(t) ] 
B IA - Q(t) 1

3/2 + IA - Q(t) 1
5/2 dt (A5) 

exists. This is so if B is sufficiently large, depending 
on A, since then IA - Q(t)1 ~ ! IAI for t ~ B, and 

8 Reference 7, Vol. 2 (1958). 
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the integral converges by comparison with I; dt/t', 
using conditions (ii) and (iii) on Q(x). Further, if 
we denote by S& the region in the closed first quad­
rant for which IAI ~ 0, 0 being some fixed positive 
number, then one value of B will do uniformly for 
all A in S&, and so the iterative process converges 
uniformly in A and the limit function is continuous 
in A. (Note that though we started thinking of 
1m A = II > 0, the above argument does allow us 
to include II = 0.) Finally, for A in S& and x ~ B, 
the iterative process shows that the solution satisfies 

7J(x) = eH(z{ 1 + 0(£00 dt/t2) ] ' (A6) 

which, with y = [A - Q(x)tt7J, leads to an L2(0, 00) 
solution of (A2) if 1m A > 0, since e,t(S) is exponen­
tially small as x -+ 00. 

We now have a solution y(x, A) of (A2) which is 
continuous in A for any x ~ B, A being in Sa, and 
which, if 1m A > 0, is the L\O, 00) solution. Hence, 
for 1m A > 0, this must be a constant multiple 
of t'J(x, A) + m(A)¢(x, A) and so we have, using the 
boundary condition at x = 0, that 

meA) = -y'(O, A)/Y(O, A). 

Since y(B, A), and similarly y'(B, A), are con­
tinuous functions of A in Sa, and since there are no 
singularities of the differential equation for x in 
[0, B], it follows by standard theorems on differential 
equations that yeO, A) and y'(O, A) are also continuous 
functions of X in the same region, and therefore so 
must m(X), provided that yeO, X) ~ 0. 

In fact, yeO, A) ~ ° if 1m A > 0, for this would 
imply that A is an eigenvalue and the problem is 
a self-adjoint one which can have no complex eigen­
values. Nor can yeO, A) = ° if A is real, for then 
y(x, X) would be a constant multiple of ¢(x, X), 
which is real if A is real, and y(x, X) is certainly 
not a multiple of a real-valued function, as we see 
by looking at the asymptotic behavior given by 
(A6). Hence meA), originally defined for 1m A > 0, 
can be extended by continuity to A in S&. 

Now the expansion of an arbitrary function is 
given as a Stieltjes integral with respect to k (A) 
where, for real X, 

k(X) = lim fA - 1m m(u + iE) duo 
f_O L 

Since we are interested only in dk(A), the precise 
value of L is unimportant, but it is convenient to 
suppose it positive. Then, in view of the continuity 
properties of meA) just found, if X > 0, we have 

k(A) = J: -1m m(u) du, 

k'(X) = - 1m m(X). 

This implies that -1m meA), which we call the 
spectral density, will appear in the expansion of an 
arbitrary function, so that it becomes important 
to estimate the value of this as X -+ 0. 

To do this, we have to look at the LI(O, 00) 
solution of (A2) more carefully. Let p(X) be the 
solution [guaranteed unique by conditions (ii) and 
(iii)] of X - Q(x) = 0. Define 

rex) = 1% [X - Q(t)]i dt, 7J = [A - Q(x)]fh. 
,,(z) 

(Until further notice X is small and positive.) Then 
as before (A2) transforms to 

(d2 7J/dr2) + [I + (5/36r2)l7J = g(X)fI, 

where 

__ 5_ _ Q"(x) _ ~ Q,2(X) 
g(x) - 36r' 4[X - Q(X)]2 16 [X _ Q(x) ]3 

and, formally at least, this is satisfied by a solution 
of the integral equation 

fI(X) = (h'r)tH1 11 W 

+ i ~ i oo 

[H~l)(r)Ji(t'J) - JIWH~l)(t'J)] 

X r!t'J!g(t)7J(t)[A - Q(t)]! dt, (A7) 

where t'J = ret) (cf. Paragraph 22.27 of Ref. 8). 
This integral equation can be solved by iteration, 

as in Ref. 9, Paragraph 4. In Ref. 9, A is small 
and negative and the function U(t), corresponding 
to Q(t) here, is negative, but this does not alter 
the proof that, in the present notation, 

f oo Ig(t)IIA - Q(t)l i dt = 0{X-i[p(A)r 1
}, 

P(kA) 

where k is some fixed constant exceeding unity; and 
X-t[p(A)r

1 ~ ° as X -+ ° since Q(x) ~ X-h', and 
SOp(A) ~ A-1/(2 - E). Also, 

L"(k}.) Ig(t) I IA - Q(t) It dt 

j "(kA) [IQ"(t) I Q,2(t) ] 
~ C.A Q3/2(t) + Q6/2(t) dt 

~ C Loo 

r 1
-

i • dt, 

v J. B. McLeod, Proc. London Math. Soc. 11, 139 (1961). 
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by conditions (ii) and (iii), 

:::;CA+ (AS) 

for positive constants C not necessarily the same 
at each appearance. 

The iteration process of Ref. 9 now assures us 
that the solution of (A7) satisfies, uniformly for 
x ;?: A and A > 0, 

'I/(x) = (!1I"~lH~l)W + O(A +e-1mt
) (A9) 

with an expression for 'I/'(x) which is obtained by 
formal differentiation. Further, for any fixed A > 0, 
and x ~ eX>, 'I/(x) satisfies 

'I/(x) = (!1I".\)tH~l)W + 0(1), 

which from the asymptotic expansion for Bessel 
functions, assures us that [A - Q (x)ri1J (x) is a 
constant multiple of lim ..... o y(x, A + ill), where 
y(x, A) is the L2(0, eX» solution previously discussed. 
Hence 

lim m(A + ill) 

= lim [_ y'(O, A + ill)] 
..-.0 yeO, A + ill) 

(d/dx) {[A - Q(x) ri'l/(x, A)} I (AIO) 
[A - Q(x)] f'l/(x, A) ~-o' 

But 1J'(A, A)/1J(A, A) is a continuous function of A 
for A > 0, from the uniform nature of (A9) , and 

we can see also quite easily that fJ'(A, A)/fJ(A, A) 
tends to a limit as A -+ 0. Hence we can extend 
the definition of fJ'(A, A)/fJ(A, ).) to include). = ° by 
continuity, and deduce, as we did for y'(O, A)/Y(O, A) 
previously that the last member in (AIO) will also 
be continuous for A ~ 0, provided that the d~ 
nominator does not vanish at ). = 0. This last 
possibility can be excluded as it was when we dis­
cussed y'(O, A)/Y(O, A). 

We have thus established the continuity and 
boundedness of meA) for A ~ 0, and so, for A > 0, 

k'(A) = - 1m meA) 

and - 1m meA) ~ a as A ~ 0, for some constant a. 
The only remaining question is whether there is a 
jump in k(A) at A = 0. This possibility can be 
excluded by returning to (A4). If A :::; 0, there is 
no difficulty in carrying through the original iteration 
process for x ~ A, since we cannot then have 
A - Q(x) = 0. The relevant integral (A5) involved 
in the iteration process converges even when A = ° 
as in (AS). Hence we can solve (A3) for A = ° 
by solving (A4) with e;H~) replaced by 

C, D being arbitrary constants, and this shows that 
the solutions are oscillatory and hence no solution 
is L2(0, eX», which would not be the case if k(A) 
had a jump at A = ° (cf. Ref. 7). 
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Theory of the Linear Fokker-Planck Collision Operator* 

C. H. Sut 
Massachusetts Institute of Technology, Cambridge, Massachusetts 
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The linearized Fokker-Planck collision integral with coulomb interaction is expanded in terms of 
surface spherical harmonics. The radial part of the distribution function is shown to be governed by a 
set.of deco.upled differential-integral equations. The differential operators are shown to be self-adjoint 
while the mtegral operators are symmetric and completely continuous. The spectrum of the eigen­
v~lues contains, on top of discrete points, a continuous part ranging from zero to minus infinity. The 
discr~te part of t~e spectrum is obtained by requiring that the corresponding eigenvectors have a 
defimte asymptotIc behavior at large velocity. A variation principle is constructed for the computa­
tion of the discrete spectrum. 

I. INTRODUCTION 

SINCE the discovery of the eigenspectrum of the 
linearized Boltzmann collision operator by 

Wang-Chang and Uhlenbeck,l and independently 
by Waldmann2 for the intermolecular force equal 
to Kr-a (Maxwell molecules), there is considerable 
interest in studying the spectrum of the same op­
erator with other intermolecular forces. Recently, 
Grad3 studied the spectrum for general intermolec­
ular forces. He found, with the assumption of a 
cutoff in potential, that the spectrum for general 
intermolecular forces consists of two parts: a dis­
crete spectrum and a continuous spectrum. The 
latter is bounded away from zero for hard potentials 
(with the force exponent >5), but approaches zero 
for soft potentials (with the force exponent <5). 
In both cases the potentials are cut off at large inter­
molecular distance to avoid the divergence of distant 
collisions. The result of soft potentials is of special in­
terest. It indicates that the decay of an arbitrary ini­
tial disturbance is not necessary exponential. Since 
the case of soft potentials includes gases with the 
coulomb interaction, it is of interest to investigate 
the spectrum of the Fokker-Planck collision integral 
directly. It is known that, as long as In A (A is the 
ratio of Debye length to minimum impact param­
eter) is much greater than unity, the unshielded 
Fokker-Planck collision integral gives an accurate 
description of the effect of collisions between par-

* Th~ first part of this paper was presented at the Seventh 
InternatIonal Conference on Phenomena in Ionized Gases 
Belgrade, Yugoslavia (1965). ' 

, Pr~sent l\ddress: Plasma Physics Laboratory, Princeton 
Umverslty, Pnnceton, New Jersey. 

1 C. ~. Wang-Chang and G. E. Uhlenbeck, "On the 
PropagatIOn <?f Sound in Monatomic Gases" Engineering 
Research InstItute Report, University of Michlgan (1952). 

2~. Waldmann, Handbuch der Physik, S. Fliigge, Ed. 
(Spnnger-Verlag, Berlin, 1958), Vol. 12. 

8 H. Grad, Third Symposium on Rarefied Gas (Academic 
Press Inc., New York, 1963). 

ticles interacting with coulomb potential. Since the 
Fokker-Planck equation is structurally simpler than 
the Boltzmann equation, we feel that much light 
can be shed on the nature of the eigenspectrum and 
hence the relaxation phenomena in ionized gases 
by a careful analysis of the Fokker-Planck collision 
operator. 

We consider a spatially homogeneous electron 
plasma in a uniformly neutralizing positive back­
ground. Extension to include discrete ions can be 
easily made by taking advantage of the small mass 
ratio between electrons and ions. 

In Sec. II, we make all possible simplifications 
of the Fokker-Planck collision integral, which in­
cludes the linearization around the thermal equilib­
rium and the use of surface spherical harmonics. 
We then obtain a set of second-order differential­
integral equations for the radial functions of the 
distribution function. In Sec. III, we show that the 
obtained differential operator is self-adjoint and the 
integral operators are symmetric and completely 
continuous, i.e., the kernels are square integrable. 
The continuous part of the spectrum of the Fokker­
Planck collision operator is then displayed by the 
study of the continuous spectrum of the second-order 
differential operator (Strum-Liouville operator). 
This is possible because the integral operators in 
the final equations are completely continuous. It 
is found that the eigenvalues are continuous and 
extends throughout the half-axis from 0 to - co • 

The corresponding eigenfunctions oscillate very fast 
at large velocity and they are not v3ctors in a 
Hilbert space. The latter is a basic feature of the 
eigenvectors associated with continuous eigen­
values. They are not normalizable, but must be 
included in order to make the set of the eigen­
functions complete. In Sec. IV, we study the nature 
of the discrete eigenvalues by converting the dif-

248 
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ferential-integral equation into fourth-order dif­
ferential equations. By studying the behavior of 
the solutions near the singular points of these 
fourth-order equations, it is found that, if we require 
the eigenfunctions to go to zero sufficiently fast as the 
velocity tends to infinity, the eigenvalues become 
discrete. A variational principle is constructed and 
used to compute these discrete eigenvalues and 
eigenfunctions by choosing the trial functions which 
tend to zero as 

exp (_jc2
) 

in the limit of c ~ <Xl (where c is the normalized 
velocity as defined below). 

n. LINEARIZED FOKKER-PLANCK OPERATION 

We start our discussion by writing down the 
Fokker-Planck equation in the following form: 

:~ = (2~l r; J dV2 a~, ·{C~, - a~Jt(l)t(2) 
. J dK 1fj>(K) 12 KK<5[K,(v l - V2)l}' (1) 

Here, we have assumed the spatial homogeneity. 
The positive ions are assumed to play the role as 
neutralization background only. The dynamics of 
the ions are completely neglected. The collision 
integral involving identical particles are much more 
difficult than the collision between ions and elec­
trons, because, in the latter case, there is a great 
simplification due to the smallness of the mass ratio. 

Equation (1) can be obtained from the plasma 
kinetic equation by putting the dielectric function 
equal to unity (no screening) in the Lenard-Balescu 
equation.4.5 It can also be derived from the Liou­
ville's equation by making the usual weak coupling 
approximation.6.7 The presence of the <5 function in 
Eq. (1) indicates that the collisions are weak, i.e., 
the exchange of momentum during a collision is 
small and in the direction perpendicular to the 
velocity of approach of the colliding particles. In the 
cases we are interested in, where 

fj>(K) = [411"c2/(2'II'YlK- 2 (coulomb potential), 

the K integration in Eq. (1) diverges both at K = 0 
and 0). Following Spitzer,8 we cut the integration 
off at K = 1/A.D (inverse Debye length) and 

K = 3kT/2e2 (inverse minimum impact parameter). 

• A. Lenard, Ann. Phys. (N. Y.) 10,391 (1960). 
5 R. Balescu, Phys. Fluids 3, 52 (1960). 
6 E. A. Frieman, J. Math. Phys. 4, 410 (1963). 
7 C. H. Su, J. Math. Phys. 5, 1273 (1964). 
8 L. Spitzer, Physics of Fully Itmized Gases (Interscience 

Publishers, Inc., New York, 1956). 

We then obtain the more familiar form of the 
Fokker-Planck collision integral, i.e., 

at _ 211"c
4
n In A J d ~ 

at - m2 V 2 av, 

. [V~21 -3 V12V
,2 . (~ - ~)f(l)f(2) ] ' (2) 

V, 2 av, aV2 

where 

A = 3A.DkT /2e2 
• 

This form of the Fokker-Planck collision integral 
can also be obtained by expanding Boltzmann 
integral in term of the smallness of the momentum 
exchange during collisions. It was done first by 
Landau9 and sometimes referred to as Landau's 
collision integral. 

We now linearize around the Maxwellian distribu­
tion fM' i.e., we let 

fey) = f M(V) [1 + fj>(v) 1 (3a) 

and 

fM(V) = n(m/211"kT)1 exp (-mv2/2kT) (3b) 

in Eq. (2). By making the following change of 
notations, 

we obtain the linearized Fokker-Planck equation 
as follows: 

m
2
fM afj> J a [ ( 211"c4 ln A at = J(fj» == dv, avo fM(V)fM v,) 

X II - gg.(afj> _ afj> )]. (4) 
l av av, 

We choose the nondimensional velocity as 

c = (m/2kT)lv. 

With a certain amount of manipulation we obtain 

act>/at = [3/2(211")il(w p In A/ A)J,(fj>), (5) 

where 

J,(fj» == {[ e~y) (2c2 
- 1) 

+ exp (_C
2)]1 _ [erf (c) (22 _ 3) 

2c2 2c3 C 

+ 3 exp (_C
2

)] cc} . [!A. _ c afj>] 
2c2 c2 ' 2 ac ac ac 

+ (exp (_c
2
) _ erf, (C»)c. afj> + 2 exp ( _c2 )fj>( c) 

c2 c3 ac 

+ ! J dc, exp (-c~) (c
2 

- l)g23 - (c·g) fj>(c ,) 
11" g 

(6) 

9 L. Landau, Physik Z. Sowjetunion 10, 154 (1936). 
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and 

erf (c) = f exp (_x2
) dx. 

The integral term in Eq. (10) can be simplified by 
the use of the addition theorem of the spherical 

(7) harmonics, i.e., 

The characteristic time in Eq. (5) is given by 

7 = fi(21r)i](A/wp In A) with w~ = 41rne2/m. (8) 

This time should be of the order of the mean free 
time. It is related to the "deflection time tD" defined 
by Spitzer8 as 

7 = [2.8(21r)i/9]tD • 

Except for the zero eigenvalue, we expect that 
the first discrete eigenvalue of the operator defined 
in Eq. (6) will have the same order of magnitude 
as 1/7. Therefore, we normalize the time by 7, i.e., 
t = 7th then Eq. (5) reduces to 

(9) 

We then express the vector c in a spherical polar 
coordinate system, i.e., c(e, 0, x). The collision 
integral J tCcM in this coordinate takes the following 
form: 

J ( ) _ 1. [erf (c) _ exp (_e
2
)] ilep 

,\ep - 2 e3 e2 ae2 

+ 1. [exp (_c
2
) (1 + 4c2) _ erf (c) (1 + 2c2)] aep 

2 e3 e4 ae 

[ 
1 a (. aep) 1 a2epJ 

x c2 sin 0 ao \sm 0 ao + c2 sin2 0 ax2 

+ 2 exp (-e
2
)ep(c) + ~ J c~ sin 0' de, dO' dx' 

X exp (-c~) (c
2 

- l)l3 - (c· g) ep( c,) , (10) 
g 

where (e, x) and (el, Xl) are angles used to specify 
the direction of c and cl , respectively, in a given 
spherical-polar coordinate system, while (0', x') are 
polar angles of Cl in the spherical coordinate system 
with C as the polar axis. 

We now expand ep(c, t l ) in terms of the surface 
spherical harmonics, i.e., 

ep(c, tl ) = ~ ,h(e, t)YZm(O, x), (11) 
1 

where, by definition, Y Zm satisfies the following 
equation: 

1 a (. a Ylm) + 1 a
2 
Y Zm 

sin 0 ae \sm 0 ii"8 sin2 8--a:;r-
= -l(l + 1) Y1.... (12) 

(13) 

where PI is the Legendre's polynomials. 
After separating out the angular dependence of 

ep(c, tl), we obtain a set of equations governing the 
radial function 1/;1(C, t l ) as follows: 

a1/;z _ 1. [erf (c) _ exp (_e2)] a2 1/;z 
atl - 2 c3 c2 ac2 

+ 1. [exp (_c
2
) (1 + 4 2) _ erf (c) (1 + 2c2)] a1/;I 

2 c3 c c4 ac 

+ 2 ( 2) ./, l(l + 1) exp -c '/'z - 4c4 

X [ e~ (c) (2c2 
- 1) + exp (_c2

) J1/;1 

+ 2100 

c~ exp (-c~)Kz(c, Cl)1/;I(C,) de" (14) 

where 

Kz(c, Cl) 

= r" sin e' dO' (c
2 

- l)g2a - (C·g)2 Pz(cos 8') 
10 g 

_ d P ( ) C Cl - JJ. - g 1
1 2 2(1 2) 2 

- -1 JJ. 1 JJ. l (15) 

with JJ. = cos e' and g = (c2 + c~ - 2CClJJ.)·. 
The integral in Eq. (15) can be carried out ex­

plicitly by making use of the properties of Legendre's 
polynomials. We then have 

__ 2 _ {~ [(l + 1)(l + 2) 2 - ] 
K1(c , Cl) - 2l + 1 CHI 2l + 3 c, 1 

l(l - 1) c! } 
- 2l _ 1 Cl - l , for Cl < c, (16) 

interchange c and Cl for Cl > c. We can make Eq. 
(14) more symmetric by letting 

1/;1 = exp (c2/2)~/' (17) 

we then have 

a1/;Z/atl = L~z = (2c2)-1(Ll + L2)~i! 
l = 0, 1, ''', (18) 

where 

a {[~ 2] a} Ll = ac c - exp ( -C ) ac + q(c) I (19) 
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L2 = 41"'de1 e2e~ exp ( - e
2 t e~)KI(e, el), (20) 

q(e) = 7e2 exp (_e2) - e erf (e) 

- l(l t 1) [ e~3(e) (2e2 
- 1) + exp e\ _e

2

) J. (21) 

Equation (18) is the decoupled differential-integral 
equation for the radial functions -fl we have set 
out to find. It differs structurally from the linearized 
Boltzmann collision integral by the presence of the 
differential operator L I • In the latter case, it is 
known that the eigenfunctions corresponding to the 
continuous eigenvalues are delta functions. For the 
Fokker-Planck collision operator [Eq. (18)], we 
show in the next section that there is a continuous 
spectrum for the operator L and the corresponding 
eigenfunctions are oscillatory waves at large e. In 
this respect, we see the sensitivity of the spectrum 
to the perturbation, i.e., even though the Fokker­
Planck collision operator is considered to be an 
approximation to the Boltzmann collision integral 
for weak collisions, the natures of the eigenfunctions 
in both cases are quite different! 

ill. PROPERTmS OF THE OPERATOR 
L-CONTINUOUS SPECTRUM 

Before we discuss the properties of L, we show 
the functions -fl' which satisfy Eq. (18), are vectors 
of a Hilbert space. This comes about because of 
our desire to define a physical quantity entropy, 
or the Boltzmann's H function. It is readily shown 
that the relevant H for q,(e) is 

H = J de F~pll(e) 

= ~ J Y~m(e, x) sin e de dx 1'" -f~e2 de. (22) 

From this, it is obvious that, in order to have H 
defined, we must choose the functions -fl from a 
Hilbert space with the norm defined by the inner 
product 

1'" '2 2 
o Y;le de < 00. (23) 

We now study the properties of the operators 
Ll and L 2 • Since K(e, el) is symmetry with respect 
to the interchange of e and el, the integral operator 
L, is self-adjoint. We have for LI 

i'" ~LI '" - "'LI~) de 

[ erf (e\ 2 [( ay; • ax) I'" = ~ - exp (-e) ~ - - Y; - = 0, 
e ae ae 0-0 

since 

!~~ [ e~ (e) - exp (-e~ ] 

= lim [erf (e) - exp (-e~J = o. 
0-0 e 

(24) 

Therefore, LI is a self-adjoint and thus (LI + L 2 ) 

is self-adjoint. One concludes that the eigenfunctions 
corresponding to different eigenvalues must be or­
thogonal to one another with respect to the weighting 
function e2

• The negative definiteness of the operator 
L is difficult to show directly. However, from Eq. (1) 
or Eq. (2), it is easily shown that 

dH d J at = dt de fee) In fee) < o. (25) 

From this and Eq. (22), we see that the operator L 
is indeed negative definite, and thus all the eigen­
values of L cannot be positive. 

Furthermore, it is an easy matter to show that 
the kernel of the integral operator L2 is square 
integrable, i.e., 

1100 

EO e2e~ exp (_e2 - e~)K~(e, el) de dell < 00 

(26) 

thus the operator L2 is a completely continuous 
operator. IO Therefore, our operator in Eq. (18) is 
a sum of a self-adjoint operator LI and a completely 
continuous operator L 2 • Now, the addition of a 
completely continuous operator L2 to a self-adjoint 
operator Ll does not alter the limit points (which 
include the continuous eigenvalue) of the latter.ll 
Hence, in order to study the continuous eigenvalues 
of Ll + L 2, it is only necessary to investigate the 
continuous eigenvalue of L l • This amounts to the 
study of the eigenvalue problems of the following 
Strum-Liouville equation; 

! {[ e~ (e) _ exp (_e2
) ] dtl} 
+ (q - 2c2)..)-f1 = O. (27) 

I t is quite difficult to obtain the exact solution 
of Eq. (27) because of its complicated coefficients. 
However, in order to investigate the nature of its 
eigenvalue, we need only to study the behavior of 
its solution around its singular points. Now, the 

10 L. A. Liusternik and V. J. Soholev, Elements of Functional 
Analysis (Frederick Ungar Publishing Company, New York, 
1961), p. 131. 

11 F. Riesz and B. SzNagy, Functional Analysis (Frederick 
Ungar Publishing Company, New York, 1955), p. 367. 
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linear differential equation (27) has a regular sin­
gularity point at x = 0 and an irregular singularity 
point at e ~ co. The behavior of its solutions around 
these two points can be readily obtained. 

At e ~ 0 Eq. (27) reduces to 

,f;;' + ~ ,f;; + [9 - ~ X - l(l: 1) J,f;1 = O. (28) 

The two independent solutions of Eq. (28) are 

{;I = Ae1 + (B/e 1
+

1
) , (29) 

where A and B are arbitrary constants. 

At e ~ co, Eq. (27) becomes 

A 1" 23 2" 
1/;1 - - 1/;1 + (a e - e)1/;1 = 0, 

e 
(30) 

where a2 
= -4X/nJ > O. After introducing the 

following transformation: 

e = X 2
/

5
, (31) 

into Eq. (30), we obtain 

y + (4/25)(a2 
- X-

2/5)y = O. (32) 

The solutions of this equation at large x are oscil­
latory, i.e., 

Y = A sin fax + B cos fax, (33) 

where A and B are arbitrary constants. Transforming 
back to the old variables, we have 

{;l ~ (e)-t exp [±faie5
/

2
]. (34) 

Equation (32) can be looked upon as the equation 
for the scattering of a particle with an energy 
(4/25)a2 by a potential which goes to (4/25)x- 2

/
5 

asymptotically. It is apparent that the incoming 
particle can assume any momentum or energy. This 
implies that the eigenvalue a2 = -4X/nJ > 0 is con­
tinuous and X can range from zero to minus infinity. 
For a2 < 0, the eigenvalues are discrete. Since only 
the continuous eigenvalues of Eq. (27) are relevant 
to that of Eq. (18), we disregard the discrete part 
of the spectrum of Eq. (27). 

We see that, asymptotically, the eigenfunction 
corresponding to the continuous eigenvalues in our 
problem is very similar to the eigenfunction of a 
free particle in quantum-mechanical problems. They 
are not the vectors of the Hilbert space. However, 
by using the continuous normalization one can ex­
press any vector in the Hilbert space as the sum 
over the discrete eigenfunctions plus the integral 
over the continuous eigenfunctions. 

In the linearized Boltzmann equation, the collision 

integral is a pure integral operator. The continuous 
spectrum there comes solely from an algebraic op­
erator pee). It is seen that the corresponding eigen­
functions are Dirac's delta functions. They are also 
not square integrable, but quite different from the 
continuous eigenfunctions for the linearized Fokker­
Planck operator which are circular functions asymp­
totically. This demonstrates the sensitivity of the 
eigenspectrum caused by perturbation of the op­
erator. Even though the Fokker-Planck operator is 
an approximation of the Boltzmann collision in­
tegral, the natures of the spectra (at least their 
continuous spectra) in the two cases are dramatically 
different. 

IV. DISCRETE EIGENVALUES OF THE 
OPERATORL 

In the above section, we found that the operator L 
has the continuous eigenvalues ranging from zero 
to minus infinity. In the present section, we in­
vestigate the nature of its discrete eigenspectrum 
and thus establish a scheme which enables us to 
construct the discrete part of the spectrum of the 
operator L. 

For the sake of simplicity, we focus our attention 
on the case where l = O. Extension to l = 1, 2 ... 
can be readily made. For l = 0, the eigenvalue 
problem of Eq. (18), i.e., 

(35) 

can be transformed into a pure fourth-order differen­
tial equation by proper differentiations of Eq. (35). 
The resulting equation with the omission of the 
subscript 0 at ,f;o is as follows: 

~ [e~ (c) _ exp (_c2
) J{;IV + {6 exp (_c2

) 

+ (2 - 92 - ~_)[erf (c) - exp (-C2)J}{;", 
c 2c - 1 c 

+ {[erf (c) _ exp (-c2)J(1; _ Z + 10 21 ) 
c c c c 2c - 1 

_ (~ _ 2c) exp (_c2) _ 16c e
2
XP (_c

2

) - 2Xc},f;" 
c 2c - 1 

+ {ierf(C) (2)J -- - exp -c _ c 

x ( - ~.z + ~ - ~ 2c2 1_ 1 + 1 - 2e
2

) 

+ (2 - 14c
2 + ffi) exp (_c

2
) + 2C24~ 1 - 4XC

2},f;' 

+ {[ e~ (c) _ exp ( _e2
) J 
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( 1 3 + 1 1 ) 
X C+C-C c2c2-1 

+ (2C - lOc3 
- 2c28~ J exp (_c2

) 

+ J2~ 1 - 2Ac(1 + C
2
)}tP = o. (36) 

We first study the solutions of Eq. (36) around 
its singular points which are at c = 0, 1/v2, co. 

At c ~ 0, the singularity is a regular one and the 
equation around c = 0 has the following form: 

tP1V + i tP'" + (74 _ 3h)tP" 
c 5 2 

+ (~6 _ ~) ~ tP' + (15 - 2~A)tP = 0. (37) 

It is readily shown that there are three analytic 
solutions and the fourth solution is of the form 
of 1/c (bad solution). 

At c ~ 1/v2 Eq. (36) reduces to 

(c - ~)tPIV - ~'" 
+ F1(c)tP" + F2 (c)tP' + FaCc)~ = 0, (38) 

where F l , F2 , and Fa are analytic functions of c 
around c = 1/v2. It can be shown that Eq. (38) 
has three analytic solutions and one bad solution 
of the form of In (c - 1/v2). 

At c ~ co, the singularity is irregular, we expect 
the solutions to have exponential forms. The equa­
tion for large c is 

tP1V + 2ctP'" + a2ca~" + 2a2c4tP' + a2c5~ = 0,(39) 

and its four independent solutions are 

~ ""' (c)-t exp [ ±2;i C5
/

2
] , exp [_!c2 ± c]. (40) 

We see that the first two oscillatory solutions are 
exactly the same as the one we have found for the 
differential operator. If we admit these oscillatory 
waves as the possible eigenfunctions we have con­
tinuous eigenspectrum which is the same as the one 
given by Eq. (27). However, if we restrict ourselves 
to functions which tend to zero at least as fast as 
exp (_!c2

) for large c, the first two solutions in 
Eq. (40) have to be ruled out as bad solutions. 
Now for a fourth-order differential equation, we , 
have three degrees of freedom (four arbitrary in­
tegration constants minus one scale factor) to satisfy 
various restrictions on the solution of the equation 
imposed by the regularity of the solutions throughout 

the whole range of integration. In our present 
problem, there are four restrictions [for functions 
to decay as exp (_!c2

) as c ~ CD]: one at c = 0, 
one at c = 1/v2, and two at CD. In order to satisfy 
all these restrictions, we must make use of the 
parameter A in Eq. (36). Therefore, the eigenvalue 
A in Eq. (36) cannot take arbitrary values; they 
must be discrete. This also proves that the eigen­
functions which correspond to the discrete eigen­
values must go to zero as fast as exp (- !c2

) in 
the limit of c ~ CD. 

The asymptotic property of the discrete eigen­
function discussed in the previous paragraph enables 
us to construct the discrete part of the spectrum 
of L. First, we construct a variational principle for 
the operator L by defining the following two func­
tionals: 

I = (x, Lx), 

R = (x, x). 

(41) 

(42) 

The inner products in (41) and (42) are defined 
with the weighting function c2

, i.e., 

(x, x) = i'" dc C\2(C). (43) 

It can be shown (see Appendix) that the first 
nonzero eigenvalue of the operator L is the maximum 
value of the following functionals 

hex) = -![I(x)/R(x)]. (44) 

In choosing trial functions to maximize hex), we 
adopt the Ritz method by expression trial functions 
as linear combination of Ritz manifold, i.e., 

n 

X(c) = L: anqn(C), (45) 
i-I 

where qn's are chosen to be orthogonal polynomials 
with the convergent factor exp (_!c2

). For our 
present problem, we take the polynomials to be the 
Laguerre's polynomials (or equivalently Sonnine 
polynomials). Furthermore, to make the computa­
tion most economic, we make the vectors q,(c) 
orthonormal, i.e., 

(46) 

It can be shown that the original eigenvalue prob­
lem of the operator L is then equivalent (up to the 
order of approximation, n) to the eigenvalue prob­
lem of the following determinant: 

(47) 
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where 

Ail = 10
M 

de {[ ~ (c) - exp (_CZ
) ] 

!Hli~ } X de de - q(c)g;(c)g;(c) 

- 4 10
M 

de { del f(o(C, Cl)[g;(C)g;(Cl) + g;(Cl)g;(C)] 

(48) 

and 

f(o(c, Cl) = C~C2 exp ( - c
2 t c~)Ko(c, Cl). (49) 

By choosing q;(c) as the properly normalized 
Laguerre's polynomials, one can get better and 
better approximation to the eigenvalues of the op­
erator L. A numerical computation of the eigen­
values and their corresponding eigenfunctions is 
under way. The results will be reported in a future 
publication. 

V. DISCUSSION 

We have shown that the spectrum of the Fokker­
Planck collision integral consists of two parts: (1) 
discrete spectrum with the eigenvectors decay 
asymptotically as e-ic ' as c ~ (Xl; (2) continuous 
spectrum with the eigenvectors oscillating very 
rapidly for large c and consequently are not vectors 
in Hilbert space. Since the collision operator is 
self-adjoint, the eigenfunctions are complete. How­
ever, for most physical disturbances, it is reasonable 
to assume that they have only a finite extent in 
the velocity space and are cut off as e-lc ' for large c, 
because of the finiteness of the energy. One can 
then investigate this problem by expanding the 
perturbed function in terms of discrete eigenspec­
trum alone. This in fact is intimately connected to 
the possibility of computing transport coefficients 
of the Fokker-Planck equation by the variational 
method. In our forthcoming paper, we shall compute 

extensively the discrete eigenspectrum and apply 
the results to study the collisional effect on plasma 
waves. 
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APPENDIX. VARIATIONAL PRINCIPLE FOR THE 
DISCRETE EIGENVALUE OF L 

Suppose xo(e) maximizes the functional 

X[x(c)] = -!{I[x(e)J/R[x(e)]}, (AI) 

we let x(e) = Xo(e) + Ef(e) be any nearby function. 
Then, by definition, we have 

.!. (_ ! 1) = _.1... [01 + 2X 8RJ = 0 (A2) 
8E 2 R 2R 8E 8E .-0 . 
Now, 

011 = -21 M dc ~ {r!:... [(err e + e-··) dxoJ 
8E .-0 0 8E de c de 

+ q(c)xo(c) + 41M f(/XO(Cl) del} 

and 

8RI 1'" 2 8x -;- = 2 de c ~ Xo(c) • 
uE .-0 0 uE 

Substitute these into Eq. (A2) and we obtain 

! [(e~e _ e-··) ~oJ + (q - 2Xc2)xo 

+ 4 [' 1?/XO(Cl) del = O. (A3) 

This shows that Xo (c) , which maximizes the func­
tional X[x(c)], is a solution of our eigenvalue problem, 
and the corresponding X[Xo(c)] is the eigenvalue. 
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Relations between Field-Plus Source and Fokker-Type Action Principles 
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The problem of constructing a Fokker-type action that will yield equations of motion for the sources 
of an original field-pIus-source system is considered. It is shown that such an action can be constructed 
for a large class of SysteIllS by substituting for the fields appearing in the original field-pIus-source 
action a solution of the field equations in terIllS of the source variables provided that certain conditions 
a.re satisfied. In genera~, these conditions will be satisfied only by half-advanced, half-retarded-type solu­
tlOns of the field equatlOns and then only for a field-pIus-source Lagrangian that differs from the usual 
one by a complete divergence. The problem of constructing a Fokker action for a system that possesses 
a gauge-type ~ovariance is complic~ted by the exis~nce of differential identities that are satisfied by 
the left-hand sldes of the field equatlOns and that anse as a consequence of the gauge covariance. These 
difficulties can be overcome by the introduction of gauge conditions on the field variables. The problem 
of finding solutions to the field equations suitably modified with the help of the gauge conditions that 
satisfy both the gauge conditions and the conditions for the construction of the Fokker action is dis­
cussed. As an application of the method, we have obtained the Fokker action of electrodynamics using 
a number of different gauge conditions, arriving thereby at several different expressions for this action. 
We have also considered the construction of a Fokker action when the field equations are solved by 
an approximation method. In such cases we have shown that to determine the Fokker action up to the 
nth order of the approxiInation it is only necessary to solve the field equations up to order 72(n + 2) 
or 72(n + 1) for n even or odd, respectively. The method is then applied to obtain the Darwin action 
of electrodynamics. 

I. INTRODUCTION 

I N this paper we study the problem of constructing 
a Fokker action principle for a system of inter­

acting particles by using an extension of the sub­
stitution method first introduced by Plebanski and 
BazanskL l The results of this study are thus a 
contribution to the overall problem of the relation­
ship between the two chief ways of describing the 
interactions of material particles: action-at-a-dis­
tance or field-mediated interactions. 

While the action-at-a-distance concept preceded 
the field concept historically and was adequate for 
the description of static interactions, the field con­
cept appeared to be essential for a description of 
those interaction processes that involve the emission 
and transmission of energy. Nevertheless, over the 
years there has been a continuing effort to eliminate 
the field, either directly or indirectly, as an essential 
element in the description of nature. In the case of 
electrodynamics this approach has been most 
thoroughly discussed by Feynman and Wheeler,2 

* Work supported ill part by the National Science Found­
ation. 

t Work partially supported by Yeshiva University, New 
York, New York. 

1 J. Plebanski and S. Bazanski, Acta Phys. Polon. 18, 
307(1959). 

2 R. P. Feynman and J. A. Wheeler, Rev. Mod. Phys. 21, 
425(1949). 

who based their work on an old idea of Schwarzschild 
and Fokker.3 They were able to show in this case that 
the action-at-a-distance description contained all 
of the physics originally contained in Maxwell's 
equations when one could neglect retardation effects. 
These latter effects were then obtained as a con­
sequence of statistical mechanics in a completely 
absorbing universe. While not its primary goal, a 
consequence of Dirac's work on the classical theory 
of radiating electrons' was a set of equations of 
motion for a number of interacting electrons from 
which the field elements couIa be easily eliminated. 

In the field of general relativity a large body of 
literature has grown up which concerns itself with 
the problem of deriving the equations of motion 
for material bodies from the field equations of Ein­
stein. Einstein and Grommer5 were the first to 
show that these equations of motion follow directly 
from the field equations and did not have to be 
postulated separately from them. The problem of 
actually obtaining these equations by an iteration 
scheme was first solved by Einstein, Infeld, and 

3 K. Schwarzschild, Gottinger Nachr. 128, 132 (1903); A. 
D. Fokker, Z. Physik 58, 386 (1929); Physica 9,33 (1929). 

'P. A. M. Dirac, Proc. Roy. Soc. (London) A167, 148 
(1938). 

6 A. Einstein and J. Grommer, Sitzber. Preuss. Akad. Wiss. 
1, 2 (1927). 
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Hoffmann6 and since that time they have been rede­
rived and studied extensively by many workers, 
notably Infeld and his school in Poland. Again, in 
all of these works, the essential idea is to obtain a 
set of equations of motion for material bodies in 
which the gravitational field does not appear directly. 

The usual procedure employed to eliminate the 
fields from the description of particle interactions is 
to start with the field-plus-source equations of 
motion. One looks first for a solution of the field 
equations in terms of the particle variables which 
appear in the source terms of these equations. One 
then uses this solution to eliminate the field variables 
that appear in the force terms of the particle equa­
tions of motion, obtaining thereby what are called 
the Fokker equations of motion for the sources of 
the field. In electrodynamics, such a procedure leads 
to the action-at-a-distance equations of motion for 
charged particles. 

In attempting to obtain the Fokker equations of 
motion directly from the field-plus-source equations 
of motion two types of problems arise. First, the 
Fokker equations are not unique due to the fact 
that one must impose boundary conditions in order 
to obtain solutions of the field equations. Thus, in 
the case of electrodynamics, one has available for 
substitution into the particle equations of motion 
either the retarded or the advanced solutions or 
some linear combination thereof, each leading to 
different Fokker equations of motion. In particular, 
in these equations, one can or cannot obtain a 
radiative damping term, depending upon the solu­
tion chosen. The second problem is not one of 
principle as is the first, but arises as a consequence 
of the enormous amount of labor involved in ob­
taining the Fokker equations when the field equa­
tions must be solved by' an approximation procedure. 
As a consequence we have been led to examine the 
question of when it is possible to construct an action 
principle from the original field-plus-source action 
that yields directly a set of Fokker equations of 
motion. 

The main result of our work is that it is indeed 
possible to construct a Fokker action for a large 
class of systems that overcomes, at least in part, the 
above-mentioned problems. While such actions have 
been given in the past, they were usually presented 
as a new postulateS or derived in a heuristic manner7 

from the action for the field-plus-source equations of 
motion. In this paper we derive the conditions that 

6 A. Einstein, L. Infeld, and B. Hoffmann, Ann. Math. 
39, 65 (1938). 

7 L. Infeld, Rev. Mod. Phys. 29, 398 (1957). 

allow one to construct a Fokker action in a rigorous 
manner from the field-plus-source action. In partic­
ular we show that such a construction is possible 
only if one uses half-advanced, half-retarded solu­
tions of the field equations. Thus, of all possible 
Fokker equations of motion, we show that only 
one can be derived from an action principle and 
that this action is unique. 

In this paper, we give particular attention to 
the important case when the original field-plus­
source equations of motion possess a gauge-type 
covariance property as in electrodynamics and gen­
eral relativity. Here the construction of a Fokker 
action is complicated by the existence of the so­
called Bianchi identities which are satisfied by the 
field equations and which arise as a consequence of 
the gauge covariance of the theory. Because of 
these identities one cannot solve the field equations 
for arbitrary motions of the sources but only for a 
subset of such motions, and in general one does 
not know what this subset is until one has obtained a 
solution of the field equations. The way out of the 
difficulty indicated here is to impose gauge conditions 
(coordinate conditions in general relativity) on the 
field variables and to use these conditions to obtain 
a new set of field equations that do not satisfy any 
identities. One can now look for solutions of these 
modified equations that both satisfy the gauge con­
ditions and at the same time lead to a Fokker 
action. In the case of electrodynamics such solutions 
are shown to exist and lead to various equivalent 
expressions for the Fokker action, depending on the 
form of the gauge condition employed. 

The last part of this paper is devoted to a dis­
cussion of the problems involved in constructing a 
Fokker action when the field equations are to be 
solved by some approximation procedure. It is here 
that the procedural advantage of obtaining Fokker 
equations of motion via an action principle becomes 
apparent. If one attempts to find these equations by 
substituting directly into the equations of motion 
of the sources for the fields, it is necessary to solve 
the field equations up to the nth order to obtain 
Fokker equations of motion that are good to this 
order. However, we show that it is possible to obtain 
the corresponding Fokker action, and hence the 
Fokker equations of motion to this order, by solving 
the field equations only up to order !en + 2) or 
!en + 1) for n even or odd, respectively. As an 
application we apply the method to electrodynamics 
to obtain the Darwin Lagrangian. Elsewhere we will 
show that for the gravitational case it leads to 
particle equations of motion that agree, up to the 
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order considered, with the Fokker equations of 
motion obtained by Bertotti and Plebanski 8 and 
by Kerr.9 

There are a number of important questions con­
nected with the construction of Fokker actions that 
we do not discuss here. Foremost among these are 
the various self-energy problems and the problem 
of renormalization. Also, there is the question of the 
convergence of the method used here when it is 
necessary to solve the field equations by an approxi­
mation procedure. 

II. CONSTRUCTION OF FOKKER ACTIONS 

Let us consider a field-source system described 
by the field variables epA and source coordinates qi' 
We assume that the equations of motion for these 
quantities follow from a variational principle in 
the usual manner and that the action has the formlo 

S = SF(ep) + SM(q) + Sr(ep, q), 

== 10 d4x {£F(ep) + £M(q) + £r(ep, q)}. (2.1) 

The equations of motion for the field take the 
form 

and those of the sources take the form 

[O£M(q)/Oq] + [o£r(ep, q)/Oqi] = O. (2.3) 

They are obtained from the requirement that the 
action be stationary when subjected to a set of 
allowed variations, namely variations that vanish 
at the boundaries of the domain Q. 

To obtain a set of Fokker equations of motion for 
the sources alone, one would first solve Eq. (2.2) for 
the epA in terms of the qi after imposing boundary 
conditions. When we substitute the solution epA 
epA[q] into Eqs. (2.3), we obtain 

(2.4) 

where 8/8(q,) in the second term indicates that we 
are to take the variational derivative with respect 
only to those q's that appeared explicitly in £1 before 
the substitution for the ep's in terms of the q's. 

The question now arises, do the Fokker equations 
of motion (2.4) follow from an action principle, 

8 B. Bertotti and J. Plebanski, Ann. Phys. (N. Y.) 11, 169 
(1960). 

u R. P. Kerr, Nuovo Cimento 13, 469, 492 (1959). 
10 In general relativity the term 8M is missing in the action. 

The presence or absence of such a term, however, is not crucial 
to the discussion that follows. 

called a Fokker action principle, and if so what is 
this action? 

One may believe that substitution of our solution 
of epA (q) directly into the action (2.1) would yield 
this action. l In this section, we analyze the conditions 
under which this substitution method does indeed 
give correct results or, as we often say, "a good 
Fokker action." By the latter, we understand a 
Fokker action that is made stationary by trajec­
tories of the q's as determined by Eqs. (2.4). This 
analysis may also be considered as a study of the 
conditions under which the field ep is a completely 
redundant element in the description of our system. 

Stationary variation of the substituted action 
sP (q) implies 

oSP = 1 d4 {oSp + OSI} 0* + 1 daS Pp. 0* x" "ep ,. '" ep a uep uep ~ 

+ 1 d4x {8S1 + OSM} 0 + 1 daS PI' 0 = 0 
Il 8q oq q ~ p.. q 

(2.5) 

or 

[(0; + ~~I). o*ep] 

+ [e~M + 88!I). Oq] = 0, (2.6) 

where we have used the symbolic compact notation 
[(oS/oq)· oq]. It stands for the sum of all the volume 
and surface integrals that we obtain when the varia­
tion of S with respect to q is expressed linearly in 
terms of only oq so that no derivatives of oq occur. 
Thus 

[(oS/oq)·oq] == Seq + oq) - Seq). (2.7) 

We have also introduced the notation o*q, which 
stands for an induced variation of ep when the q's on 
which it functionally depends are varied. That is, 

o*ep == J d4x' o;:~;)] oq(x'). (2.8) 

If the first bracket in (2.6) is equal to zero, the 
Fokker equations of motion (2.4) follow because 
oq is the set of allowed variations for the q's in the 
original action (2.1), namely the set of arbitrary 
variations that vanish on the boundaries. Con­
versely, if Eq. (2.4) is satisfied and follows from 
a variation of SP, the first bracket has to vanish. 
Thus we have 

[( oSp/ oep + OSI/Oep)· o*ep] = 0 (2.9) 

as a necessary and sufficient condition that Eqs. 
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(2.4) follow from a variational principle whose action 
SF is obtained by the substitution method. Let us 
note here that condition (2.9) can, with the help 
of Eqs. (2.5) and (2.2) also be written as 

10 d3S"P: ~*rp = O. (2.10) 

Careful consideration of condition (2.9) for each 
particular case shows that the substitution method 
gives a good Fokker action for a wide class of field­
plus-source actions but then only for very specific 
solutions of the field equations. In particular, con­
dition (2.9) is satisfied for a solution rpA (q) of 
the field equations whenever the ~*rp are a subset 
of the allowed variations for the rp in the original 
action (2.1). This is seldom the case, however, be­
cause the ~*rp do not vanish, in general, on the bound­
aries and so we find that condition (2.9) imposes 
restrictions on the solutions rpA(q) that will give rise 
to a good Fokker action. For example, it is enough 
that the derivatives of the field solution tend to zero 
as l/r2 when r goes to infinity and that the motion 
of the sources be bounded in order to have all surface 
integrals in (2.10) go to zero in the limit, thus as­
suring the satisfaction of the condition. It is with 
this criteria that the usual approaches to the sub­
stitution method stop.! By doing this they leave out 
of consideration important cases like fast motion 
electrodynamics, for which in fact the original Fok­
ker action was formulated. 

We may further discuss the following important 
example in which we do not assume any asymptotic 
behavior for the field solutions. Let the original 
action S be of the form 

(2.11) 

where ~ is a self-adjoint differential operator. It 
then follows that rp satisfies 

(2.12) 

while ~*rp in its turn satisfies 

~ ~*rp = !?t(n - l)rp"-2 o*rp· j + !nVJ"-1 ~*j. (2.13) 

With the help of these two relations, condition 
(2.9) for the action (2.11) becomes 

In d4x rp"-l[rp ~*j + (n - 2) ~*rp.j] = O. (2.14) 

This shows that for the particular case n = 2 no 
solution gives a good Fokker action since ~*j is 
arbitrary within the region O. This was to be ex­
pected because for any solution when n = 2 we 
have SF = SM. For the usual case n = 1 Eq. (2.14) 

requires symmetric solutions. Indeed, for n = 1, 
any solution of the field equations may be written, 
with the help of a Green's function D(x, x') asso­
ciated with the operator ~, as 

rp(x) = L d4x' D(x, x')j(x') + rpO(x), (2.15) 

where rpo is some solution of the homogeneous field 
equations and the domain of integration R is all of 
space-time. Substitution of (2.15) into (2.14) leads 
then, provided the domain of integration 0 coincides 
with R, to 

rpo = 0 and D(x, x') = D(x', x) (2.16) 

as sufficient conditions for the satisfaction of the 
Eq. (2.14). The question of whether they are also 
necessary depends on the functional dependence 
of j on the basic variables of the theory. It can be 
seen that the answer is affirmative for all cases of 
interest considered below. 

It is instructive to consider the following example, 
where the two previous cases n = 1 and 2 appear 
mixed together: 

(2.17) 

Here, both rp and'll appear to have, at first, the same 
field status. However, we can eliminate only rp in 
favor of 'II to get the good Fokker action 

S' = L d4x {w~w - ~ L d4x'W2(X) 

X [D(x, x') + D(x', x)]w2(x')}. (2.18) 

From the physical point of view, one would then 
tend to consider'll as the" particle" or" matter" field, 
whereas rp mediates the interaction of 'II with itself. 
The discussion of the general nonlinear cases is 
difficult except in the framework of an approximation 
procedure which achieves linearization at each of 
its stages. 

In our example (2.11) we have made a particular 
choice for the Lagrangian of the rp field which differs 
in fact from the usual one by a complete divergence. 
The latter is immaterial for the equations of motion 
of the field but it contributes to the condition (2.9). 
Hence, for the construction of a good Fokker action 
it doe8 matter from which particular expression of 
the action we choose to start. The question then 
arises as to whether or not the Fokker action ob­
tained for a given field-plus-source theory is unique. 

To discuss the question of uniqueness we restrict 
ourselves to linear theories, since, even in the non­
linear case, one solves a set of linear equations at 
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each stage of an approximation procedure. Given a 
Lagrangian in the form (2.11) together with our 
symmetric solutions, we ask whether condition (2.9) 
can be satisfied again after adding to the Lagrangian 
a suitable complete divergence op.QP('fI; 'fl •• ) and to 
the symmetric solution, a solution X of the homo­
geneous field equations that nevertheless depends 
on the j. Because Eq. (2.14) is satisfied by the sym­
metric solution, it follows that condition (2.9) is 
satisfied provided that 

~ In d4
x (8*x' j - 8*j-x) = fa d4x 8* (opQP) . (2.19) 

The following possibilities may now be discussed. 

(a) if opQI' is such that, upon substitution, 

In d4x 8*(opQP) = i d3Sp 8*QP = 0, (2.20) 

we recover by means of Eq. (2.19) the condition that 
X should again be purely symmetric. Every complete 
divergence that does not vanish upon substitution 
gives rise to an expression that differs from the good 
Fokker action by a complete divergence. Such a 
term, however, is immaterial for an action principle 
since its variation is always zero. 

(b) We drop the assumption (2.20) in order to 
ask ourselves whether, by adding a proper opQP to 
the Lagrangian (2.11), solutions other than the sym­
metric ones could give us a good Fokker action. 
Those nonsymmetric solutions differ from a sym­
metric solution by a solution X of the homogeneous 
field equation. It can be written very generally as 

x(x) = L d4x' K(x, x')j(x') + Xo(x), (2.21) 

where K(x, x') is not symmetric and xo(x) is func­
tionally independent of j. We assume XO = O. The 
complete divergence OI'QP is a function of the cf/s 
and derivatives and can be expanded as 

x f d4x'" Q("')(x, x'x", "', xm)j(x')j(x") ... j(x"'). 

(2.22) 

Its contribution to the 8* variation of SF can be 
written as 

8* fa opQP d
4
x = ~ f d4

x' f d4
x" '" 

X J d4x'" Q(m)(x', x", "', x(m» 

X 8*j(x')j(x") '" j(x"') , (2.23) 

where the important point is that the Q(m) are 
symmetric in their arguments. From Eq. (2.19) and 
the arbitrariness of the 8*j(x) we have 

f dx" [K(x', x") - K(x", x') Hix") 

X f d4x'" Q(m)(x'x", "', xm)j(x")j(x"') '" j(x"'). 

(2.24) 

Multiplying both sides by j(x') and integrating, we 
get 

~ f d4
x' f d4

x" f d4
x'" ... 

X f d4x'" (t(x', x", x'" "', xm) 

X j(x')j(x")j(x"') ... j(x"') = o. (2.25) 

Because this relation holds for arbitrary j(x) we 
conclude that the Q(m) have to vanish and hence 
8* f opQP d4x vanishes, thus contradicting our starting 
assumption. This tells us that there is no way one 
can add an antisymmetric part to our solution and 
still obtain a good Fokker action. 

(c) The only other non-uniqueness that might 
arise could occur if the field equations admitted 
more than one symmetric solution. We can rule out 
this case if we require that field equations must 
yield a unique solution for a given set of boundary 
conditions. 

m. THEORIES WITH GAUGES 

A special problem arises when one applies the 
substitution method to a system of equations that 
admit a gauge-type covariance group. Because of 
this gauge covariance, the field equations for the 
'fI variables satisfy a set of differential identities 
equal in number to the number of arbitrary functions 
needed to define an element of the groUp.ll If now 
the cp field is coupled to sources these identities 
lead to integrability conditions to be satisfied by 
the sources. Thus, in electrodynamics they imply 
the conservation of charge, while in general relativity 
they form the basis for the Einstein, Infeld, and 
Hoffmann approximation method.6 As a conse­
quence, it is not possible to solve the field equations 
directly to obtain 'fI as a function of the source 

11 See, for example, A. Trautman, in Gravitation, an Intro­
duction to Current Research, L. Witten, Ed., (John Wiley & 
Sons, Inc., New York, 1962), Chap. 5. 
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motions; only a restricted subclass of such motions 
allows such a solution. But since it is just the motion 
of the sources that we wish to determine by means 
of our substitution method we seem to have arrived 
at an impasse. 

To investigate this situation in more detail let us 
return to the equations of motion (2.2) and (2.3). 
If we introduce the abbreviation 

(3.1) 

then, because of the gauge covariance the £A satisfy 
a number of "Bianchi" identities: 

(3.2) 

[In electrodynamics, £A =} F~p. p and CE a (£A) =} 

F~P .~P =::; 0.] When the cf> field is coupled to a source, 
the field equations take the form (2.2), which we 
write as 

(3.3) 

where the" current" t is given by 

Then, because of the Bianchi identities (3.2), the 
sources must satisfy 

(3.5) 

Only for source motions that satisfy Eqs. (3.5) will 
it be possible to solve Eqs. (3.3) for rp as a function 
of the q. These equations therefore constitute a set 
of integrability conditions on solutions of the field 
equations. 

In order to solve the field equations (3.3) without 
having to take account of the integrability conditions, 
one imposes gauge conditions (coordinate conditions 
in general relativity) on the rp. These are a set of 
local, noncovariant relations 

(3.6) 

equal in number to the number of Bianchi identities 
that can always be satisfied by an appropriate choice 
of gauge. With their help one then constructs a modi­
fied set of field equations 

(3.7) 

Now, the modified j3A(rp) no longer satisfy Bianchi 
identities and so it is possible, at least in principle, 
to solve these modified field equations for arbitrary 
source motions. Of course, not every solution of the 
modified equations is a solution of the original 
field equations (3.3). One must retain only those 
solutions rp(q) that simultaneously satisfy the gauge 

conditions (3.6) for motions of the sources that are 
allowed by the conditions (3.5). In the simple case 
of electrodynamics this condition is easily met as 
we shall see. Furthermore, the solutions of the modi­
fied equations (3.7) that lead to a good Fokker action 
are just a subset of such solutions. In the general 
case the situation is more complicated and the 
desired solutions must be obtained by an approxi­
mation procedure.12 

Once a solution of the modified equations that 
satisfies the above-stated requirement is obtained, 
one can proceed as before and substitute it into the 
equations of motion (2.3) for the sources to obtain 
Fokker equations of motion for the sources and to try 
to construct a Fokker action for them by the method 
of Sec. II. In order to apply these methods in the 
present case, we must, of course, first find a modified 
action that leads to the modified field equations 
(3.7). The question of whether or not such an action 
exists must, at present time, be examined in each 
individual case. One might imagine that the result­
ing Fokker action principle is complicated by the 
existence of the integrability conditions (3.5) acting 
as constraints on allowed variations of the q's. 
Fortunately such is not the case. Trautmanll has 
shown that any solution of the Fokker equations 
of motion automatically satisfies the integrability 
conditions. Thus, the only additional complication 
for the construction of a Fokker action principle in 
the case of a gauge-covariant theory is the con­
struction of solutions of the modified field equations 
that satisfy the gauge conditions when the integra­
bility conditions are satisfied. In the next section we 
illustrate the procedure for the case of the electro­
magnetic field. The general case of constructing a 
Fokker action for a gauge-covariant theory will 
be discussed in a future paper. 

IV. FOKKER ACTION FOR THE 
ELECTROMAGNETIC INTERACTIONS 

As an example of the application of the substitu­
tion method to a covariant theory, we discuss the 
case of electrodynamics. In this theory the inter­
actions between sources are mediated by the electro­
magnetic potential A. and described by the action13 

S = -i J F·PF. p d4
x - J A.i" d4

x + SM. (4.1) 

12 For a review of these methods in general relativity see 
J. M. Goldberg in Ref. 11. Chap. 3. 

13 In the following, Greek indices take on the values 0, 1, 2, 
3. We employ the Einstein summation convention and the 
comma notation for differentation: <p, II- = iJ<P/iJx~. Indices are 
raised and lowered with the Minkowski metric fl., = diag 
(1, -1, -1, -1). 
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where 

(4.2) 

The corresponding field equations are 

(4.3) 

The Bianchi identity W· .• ~ == 0 leads in this case 
to the single integrability condition 

l.~ = O. (4.4) 

Since the fields A~ do not appear explicitly in this 
condition as they do in the general case, the problem 
of constructing a Fokker action is greatly simplified. 

In order to solve the field equations (4.3) we must 
impose a gauge condition on the Aw If we require 
that the Lorentz gauge condition 

A~.~ = 0 (4.5) 

be satisfied, we may consider instead of Eqs. (4.3) 
the set of modified field equations 

DA~ = l, (4.6) 

where we denote by A~ the solutions to these equa­
tions. As a trial solution let us consider the sym­
metric solution 

which is valid for an arbitrary l(x). Having ob­
tained such a solution we must now check to see 
if the gauge condition (4.5) is satisfied when the 
current is conserved, i.e., when the integrability 
condition (4.4) is satisfied. Because we have already 
discarded solutions to the homogeneous wave equa­
tions it is sufficient to have a spatially bounded 
charge distribution. Indeed, 

A~..(x) = i d4x' DS(x - x')/jx') 

+ Is d3S~ DS(x - x')l(x') = 0 (4.8) 

for any finite x, because the contributions of the 
surface integral are from the points at infinity on 
the light cone at x, and there l vanishes because it 
is spatially bounded. In order to apply the substitu­
tion method, we must find a modified action of the 
form (2.11) from which Eqs. (4.6) follow. This 
action is 

s = i d4x aA~A~:. - A~l} + SM' (4.9) 

The substitution of the symmetric solution (4.7) 
into (4.9) gives the well-known expression 

S, = -~ Ii d4x d4x' DS(x - x')/(x)j.(x') + SM, 

(4.10) 

which is a good Fokker action for (4.6). Because the 
satisfaction of condition (4.4) is an automatic con­
sequence of the Fokker equations of motion, (4.10) 
also is a good Fokker action for (4.3). Thus, 
in the case of a Dirac field coupled minimally to 
the electromagnetic field the continuity equation 
for the current 

l = iew'Y~w- (4.11) 

is satisfied identically for any A~ when w- satisfies the 
Dirac equations of motion. For this reason, the w­
determined by the Fokker equations of motion 

'Y~ a~w- - mw- = e'Y~ I d4x' D(x - x')>li(x'h~w-(x') 
(4.12) 

satisfy the condition (4.4). 
It is interesting to apply the substitution method 

to solutions of the Maxwell equations that satisfy 
gauge conditions other than the Lorentz condition. 
In this way one obtains expressions equivalent to 
(4.10) that may be useful for applications. Gauge 
conditions may imply differential constraints, alge­
braic constraints, or a mixture of both. Because the 
Lorentz gauge condition is an example of the first 
type of condition, it is instructive to consider the 
imposition of a pure algebraic constraint like A\ = O. 
This leads to a set of modified field equations 

AB,Il - 1"· - .. 
~ I - J , 

71.1 .\ 
L:I. ,= -J, 8, t ;;e 1. 

(4.13a) 

(4.13b) 

It turns out to be impossible to find a modified action 
that leads to Eqs. (4.13). For this reason, we 
consider the equivalent problem in which 

A·~ - A'· = J'., 
." • t (4.14) 

Al = const = 0, 8,t;;el 

are taken to be the set of modified field equations, 
and 

(4.15) 

is taken to be the gauge condition. For these equa­
tions, a modified action exists, given by 

S = J d4x aA.(A··~~ - A'" ,) - A.f} + SM. 

(4.16) 

We have to proceed likewise in the case of the 
more useful Coulomb gauge, A r

• r = 0; r = 1, 2, 3. 
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We solve the equivalent problem given by the set 
of modified field equations 

-AO." = l == p, r = 1,2,3, 

(4.17) 
with the gauge condition 

TO,. ·,.L 
.11.0=1· (4.18) 

We have introduced f\ the longitudinal part of the 
current and j'T, the transverse part of the current 
defined by 14 

i. T(X, t) 

-' a J d3 , a~j.(x', t) -' ·L (4.19) = 1. - r X -411- Ix _ x'i = 1. - J" 

which satisfies j;.. = o. We notice that, once again 
under our assumptions on the current distribution, 
(J defined by 

J.L == a (J = a a J d3x' i.(x', t) , 
• , , , -411- Ix - x I (4.20) 

behaves like R-2 when xl' tends to infinity. 
Taking now the symmetric solution of (4.17) 

A- ( t) J d3 , p(x', t) 
ox, = X 4'/1' Ix - x'i ' 

A.(x) = J d4x D'(x, x')j~(x') 

= J d4x' D'(x, X'{i,(X) 

J a:'i,(x", t) ] - a,' d3x" -'-"-'=-,.--'-~..,..,. 
-411- lx' - xlt I ' (4.21) 

we verify that (4.18) holds only when iI',!' = O. 
The modified Lagrangian for Eqs. (4.17) is 

S = - J d4x' aA.A,.l'1' + !AoAo.rr 

- A.i/ + ,lop} + SM' (4.22) 

because 

From it we can obtain the Fokker action in this 
gauge provided rex) satisfies the charge-continuity 
equation jf',l' = O. Such a current is given, for ex­
ample, for a point charge by 

(4.23) 

where Z:(TB ) are the coordinates of the ath charge 
and T B is its proper time. The charge Co is constant 
along the ath trajectory. If, in the substitution 
method, we use this current we can be assured of the 
satisfaction of the Coulomb gauge for all variations. 

Substitution of (4.21) into (4.22) gives for SF 

S, = ~ J d4x {J d4x' j~(x)DS(x, x')j~(x') 

_ J d.3 , p(x, t)p(x', t)} + S 
x 4 I '/ M' '/I'X-X 

(4.24) 

One can easily establish the equivalence of expres­
sions (4.6) and (4.24) by direct computation, keeping 
in mind the assumption ]1'.1' = O. 

The form (4.24) is particularly useful when dealing 
with problems in which a slow-motion approximation 
is justified. For example, to get the action to order 
v2/e2

, which is Darwin's action,15 we notice that 
j~ is of order v/e and so it is enough to put for 
D'(x, x') the zero-order term oCt - t')/4'/1' I x - x'i 
of its expansion in powers of v/e. We then get16 

0+2S, = ~ J d4x J d3x' 

x {i~(x. t)j~(x', t) - p(x. t)p(x'. t)} + 0+2 S 
41rtlx - x'/ M. 

(4.25) 

which is also equal to 

(4.26) 

J d4X J d3x' j/(x. t)i/(x:. t) = 0 
4'/1' Ix - x I (4.27) 

by virtue of the definitions and asymptotic properties of i~ and j~. 
We may now write 

(4.28) 

If In what follows we do not distinguish between upper and lower Latin indices and x stands for the components Xl, X, and Xa 
of the four-vector xp-

15 C. G. Darwin, Phil. Mag. 39, 537 (1920). 
1& In the following, a left-hand superscript on a symbol indicates the nth-order term in an expansion of that quantity. 

The sum of a number of superscripts indicates the sum of the respective terms of the expansion, e.g., 1+2S = IS + 'S. 
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which, on account of the relation 

1 fda fda 'f d3 "" 1 " 1 '(' t)'(" t) 1fur2 X X X v, Ix _ x'i v. Ix _ X'1 J, x, 1. X , 

= ;11" f d3x' f d3
x" 0, O. Ix' - x" I jr(x', t)j,(x", t), (4.29) 

leads us to give, as another form of (4.25) 

x {jr(X, t)j,(x't) - p(x, t)p(x', t) 
411" Ix - x'i 

(4.30) 

+ ;11" Or 0: Ix - x'i jr(x, t)j.(x', t)} + O+2SM • 

For charge pole singularities, that is, for currents 
of the form (4.23), this becomes 

where n is a unit vector from charge a to charge b. 

V. THEORIES WITH AN APPROXIMATION 
PROCEDURE 

We now consider an interesting feature of the 
Fokker action approach to the Fokker equations of 
motion that results in considerable savings of com­
putational effort whenever it is necessary to solve 
the field equations by an approximation procedure. 
Suppose that we want to construct the Fokker 
equations of motion only up to a given order of 
accuracy in an expansion 

rp = 0rp + lrp + 2rp + ... (5.1) 

of the field that is being eliminated. If one takes into 
account this expansion, our Lagrangian in its turn 
decomposes into a sum of terms of increasing order: 

.e=0.e+ 1.e+ 2.e+ ... , (5.2) 

and the same happens with S. Given an ".e we 
notice that the mrp with n > m > !n enter in it 
only linearly. If we split ".e into a part ".e(m)H 
linearly homogeneous in mrp and a part ".e1 inde­
pendent of the mrp, then" S can be written as 

where the "~ are surface integrals that contain the 
mrp which resulted from the partial integrations per­
formed to eliminate the derivatives of the "'rp. Now 
we have the interesting fact that the ft.e(m)H/fJ"'rp are 
the field equations for the mrp,17 and so the first term 
in (5.3) vanishes for any solution (5.1). Thus, there 
is no need to know these higher-order solutions for 
the construction of the Fokker action provided we 
can ignore the surface integrals "~. 

We prove that these integrals can indeed be 
ignored provided we choose our exact Lagrangian so 
that, to lowest order, it is equal to 

0+2S = f d4x [lrp:I)lrp - lrpltM(q)] + °SM(q). (5.4) 

In addition we must require that krp and its deriva­
tives approach zero at infinity at least as fast as 
r-1

• In this case we should then expect contribu­
tions to "~ only from terms of liS that are quadratic 
in krp, i.e., from the terms 

(5.5) 

when we perform the integrations by parts necessary 
to bring (5.5) to the form of (5.3). These surface 
integrals can be written as a volume integral equal 
to18 

(5.6) 

This volume integral vanishes for symmetric solu­
tions "rp. So we arrive at the conclusion that the 
surface integrals "~ of Eq. (5.3) can indeed be dis­
regarded whenever we use symmetric solutions in the 
substitution method. 

One still has to prove that under these conditions 
a good Fokker action is obtained to all orders of the 
approximation procedure. The nth-order contribu­
tion to the Fokker equations of motion is, by 
definition, 

(5.7) 

17 E. Newman and P. G. Bergmann, Rev. Mod. Phys. 29, 
443(1957). 

18 We assume throughout that ~ is a self-adjoint differential 
operator for functions that vanish at infinity. 
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whereas the 0* variation of nsF leads to we find 

J d4X [~n.,c(4)[q]) + t {an.,c~4>[q] O*k4> Os = -J d4x [t(°AooAo.rr) + °Aop] + 02: + °SM' 
8q k-l a 4> oq 

+ a
n

.,ck(4)[q]) (O*k4» + an~(4)[q]) (O*k4» }] oq 2S = J d4x [-2A o
oA o .•• - 2AOp + !CA/A .... ) 

a 4>.~ oq.~ a 4>.~. oq .~. 

(5.8) + t(0 Aoo Ao.oo) + 1 Arj.] + 22: + 2SM, (5.13) 
or 

(5.9) 

The summation in the volume integral vanishes 
upon substitution because the o".,c/ ok4> are the equa­
tions of motion for the ( .. -k) 4>. The surface integrals 
.. ~' that do not vanish on account of the asymptotic 
behavior of the 4> turn out to be equal to the volume 
integral 

J 
n ( 0* (n-k) A. 0* (n-k) A. ) 

n~, = d4x L k4>X) 'I' - 'I' X)n4> oq, 
k-l oq oq 

(5.10) 

which also vanishes for symmetric solutions. So SF, 
up to any order, is a good Fokker action because the 
variation (5.8) of each" SF leads to the corresponding 
contribution (5.7) to the Fokker equation of motion. 

As an example of the above discussion let us 
consider the case where solutions of Maxwell's equa­
tions are expanded in a slow-motion approximation, 
that is, in powers of v/c. The field variables are 
expanded according tolD 

Ao = °Ao + 2AO + 4AO + 
(5.11) 

A.=lA.+3A.+5A.+ 

whereas p is a quantity of zero order and the i. are 
first order, and each time derivation raises by one 
the order of a quantity. 

If we likewise expand the modified action for the 
Lorentz gauge 

S = In d4x (!A~A~··. - A~j~) + SM, (5.12) 

----
19 S. Bazanski, in Recent Developments in General Relativity 

(Pergamon Press, Inc., New York, 1962), p. 137. 

+ 2 AoO Ao.oo + 3 A.i. - !C Ar 1 Ar.oo)] + 4~ + 4SM • 

It is easy to check that the surface integrals vanish 
upon substitution of symmetric solutions and that 
only a knowledge of °Ao, 2AO' and IA. is required to 
get the Fokker action to fourth order. We have 
indeed 

0+2+4SF - J d4 [_1(OA °A ) - °A - x 2 0 0... oP 

(5.14) 

with 

°A - J d3x' p(x' , t) 
o - 411" Ix - x'i ' 

lA - J d3 , j.(x', t) 
r - X 4 I 'I ' 11" x-x 

2 J 3 °Ao.oo 
Ao = d X' -411" Ix - x'I' 

Notice that this expression up to second order 
coincides with the form (4.26) of Darwin's expres­
sion, which was derived in the previous section from 
an expansion of the Fokker action in the Coulomb 
gauge. On the other hand, we have derived the same 
expression in this section by using in the substitution 
method approximate solutions for the Lorentz gauge 
condition. Indeed, Darwin's formula is determined 
only by the approximation procedure in a way 
completely independent of the choice of gauge. 
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Kruskal's transformation of the Schwarzschild metric is generalized to apply to the stationary, axi­
ally symmetric vacuum solution of Kerr, and is used to construct a maxiInal analytic extension of 
the latter. In the low angular momentum case, at < mt, this extension consists of an infinite sequence 
Einstein-Rosen bridges joined in time by successive pairs of horizons. The number of distinct asymp­
totically flat sheets in the extended space can be reduced to four by making suitable identifications. 
Several properties of the Kerr metric, including the behavior of geodesics lying in the equatorial plane, 
are examined in some detail. Completeness is demonstrated explicitly for a special class of geodesics, 
and inferred for all those that do not strike the ring singularity. 

I. INTRODUCTION 

A FAMILIAR feature of exact solutions to the 
field equations of general relativity is the pres­

ence of singularities. Although long recognized in 
such special metrics as those of Schwarzschild and 
Reissner-Nordstrom, and in the spherically sym­
metric Friedmann models, these singularities have 
been dismissed as nonphysical, due perhaps to the 
high degree of symmetry assumed for the solutions.1 

Recent work by Penrose and Hawking2 suggests 
that this traditional view may need to be revised; 
it is quite possible that gravitational collapse leads 
inevitably to a singular state if trapped surfaces are 
once formed3-provided that one stubbornly per­
sists in applying the classical field equations to 
regions of arbitrarily high curvature.4 Thus there 
is some point in studying the complete geometry 
of exact solutions, even though they are idealizations 
of physically reasonable gravitating systems, in order 
to learn something about the type of behavior to be 

* Work supported in part by the Aerospace Research 
Laboratories, Office of Aerospace Research, and by the 
Office of Scientific Research, U. S. Air Force. 

t Deceased. 
1 See, e.g., E. M. Lifshitz and 1. M. Khalatnikov, Zh. 

Eksperim. i Toor. Fiz. 39, 149, 800 (1960) [English transl.: 
SOVlet Phys.-JETP 12, 108,558 (1961)]. 

t R. Penrose, Phys. Rev. Letters 14, 57 (1965); S. W. 
Hawking, ibid. 15,689 (1965). See also S. W. Hawking and G. 
F. R. Ellis, Phys. Letters 17, 246 (1965). 

a The collapse of a spherically symmetric mass has been 
studied in detail by M. M. May and R. H. White, Phys. Rev. 
141, 1232 (1966). They find that unless the collapse is halted 
before any fraction of the total mass has fallen within its own 
Schwarzschild radius, a singularity invariably ensues. 

• Wheeler has repeatedly emphasized that, from a deeper 
point of view, these singularities must be nonphysical, since 
quantum effects will necessarily alter the complexion of the 
problem completely in regions of high curvature. See B. K. 
Harrison, K. S. Thorne, M. Wakano, and J. A. Wheeler, 
Gravitation Theory and Gravitational Collapse (University of 
Chicago Press, Chicago, Ill., 1965). 

expected in more realistic models. We here lay 
the foundations for such a study of stationary 
axially symmetric models of rotating bodies, by 
analyzing in some detail the empty space metric 
of Kerr. 5 

Of course one must be careful to distinguish 
true singularities, to which the Penrose-Hawking 
theorems refer, from "pseudosingularities" that re­
flect merely a poor choice of coordinates. The latter 
can always be removed by the familiar device of 
covering the manifold with a faInily of coordinate 
patches. It has long been recognized that the singu­
larity at r = 2m in the standard form of the 
Schwarzschild metric is of this type; transformations 
to coordinate frames which remove this apparent 
singularity have been given by several authors.s 

Closely related to the problem of singularities 
is that of completeness.7 Solutions of the field equa-

6 R. P. Kerr, Phys. Rev. Letters 11, 237 (1963). 
6 A. S. Eddington, Nature 113, 192 (1924); this trans­

formation was rediscovered by D. Finkelstein, Phys. Rev. 110, 
965 (1958). Other forms of the metric which are nonsingular 
at the Schwarzschild radius were exhibited by G. Lemaitre, 
Ann. Soc. Sci. Bruxelles 53A, 51 (1933), and by J. L. Synge, 
Proc. Roy. Irish Acad. A53, 83 (1950). C. Fronsdal, Phys. Rev. 
116,778 (1959); and J. Plebanski, Bull. Acad. Polon. Sci. 10, 
373 (1962), independently constructed the maximal analytic 
extension of the Schwarzschild manifold by imbedding it in a 
six-dimensional flat space. A transformation to a coordinate 
frame which displays this maximal extension was first given 
by M. D. Kruskal, Phys. Rev. 119, 1742 (1960). 

7 By "completeness" we mean affine completeness: the 
property that all geodesics can be continued to arbitrarily 
large values of their affine path parameters. A standard theo­
rem of Riemannian geometry states that geodesic complete­
ness is equivalent to completeness as usually defined-namely, 
that all Cauchy sequences converge-if the metric is positive 
definite; however, this theorem breaks down on manifolds with 
an indefinite metric. For a careful discussion of different possi­
ble and inequivalent definitions of completeness for manifolds 
with an indefinite metric, see W. Kundt, Z. Physik 172, 488 
(1963); C. W. Misner, J. Math. Phys. 4, 924 (1963); and M. 
Fierz and R. Jost, Helv. Phys. Acta 38, 137 (1965). 
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tions are usually presented locally, in terms of a 
coordinate system adapted to the symmetries of 
a given problem. Thus the manifold on which the 
metric is to be defined is left unspecified at the start, 
and determined only afterwards by imposing various 
global and topological conditions. Ideally, one would 
like the resulting manifold to be geodesically com­
plete and free of singularities, but the Penrose­
Hawking theorems show that in many cases these 
two aims are incompatible. Of course, one can always 
eliminate singularities from a given metric by rede­
fining the manifold to exclude the singular points; 
this is not a very satisfactory solution, however, if 
physical test particles run off the edge of the space­
time so obtained in a finite proper time. It seems 
preferable, we believe, to require geodesic complete­
ness, insofar as possible, even though this leads 
in general to singularities. Thus if mr and mr' are 
analytic manifolds, with mr' :> mr, we call mr' a 
maximal analytic extension of mr if every geodesic 
of mr' is either complete or terminates at a singular 
point. Such an extension need not exist,S and even 
if it does it will not be unique, because of the freedom 
available to identify points in mr' in a variety of 
ways without disturbing analyticity. 

Analytic Extensions of the Schwarzschild and 
Reissner-NordstriSm Metrics 

Eddington6 long ago pointed out that the trans­
formation 

v 

~ (E) patch ~ (E/) patch 

FIG. 1. A Kruskal diagram for the Schwarzschild metric, 
showing a portion of the (u, v) coordinate plane. In this plane 
null curves appear as straight lines of slope ± 1; the null lines 
u ± v = 0 define the horizons. The curves r = const are 
hyperbolas having these horizons as asymptotes, with the 
r -= 0 hyperbola a singular surface. The shaded regions show 
the portion of the (u, v) plane in which the Eddington c0-
ordinates (E) and (E') are regular; their overlap is the region 
of reltUlarity u > 0, US > Vi (r > 2m, - Q) < I < Q» for 
stancfard Schwarzschild coordinates. The fourth unshaded 
region, u < 0 and US > v2, is also asymptotically flat, and 
represents the second sheet of an Einstein-Rosen bridge. 

S A simple counter-example has been constructed by C. W. 
Misner, University of Maryland Tech. Rept. No. 529 (1965), 
p.14. 

r = f, 8 = 8, <P = ;p, (1.1) 

dt = dl + 2m df/(f - 2m) 

(where, to agree with our later notation, we use 
bars to denote the original coordinates of Schwarz­
schild) leads to a form of the Schwarzschild metric 
free of singularities at f = 2m: 

ds2 = dr2 + r2(d~ + sin2 8 d<P2
) 

- dt2 + (2m/r)(dr + dt)2. (1.2) 

This metric, interpreted on the manifold r > 0, 
o ~ () ~ 7f', 0 ~ <p < 27f', - 00 < t < 00, is in fact an 
analytic extension of the original; it is complete 
for t ~ + 00 -excepting those geodesics which 
strike the true singularity at r = O-but not for 
t ~ - 00 • One notes that this form has the structure 
of a flat space metric plus the square of a null 
vector; this feature serves as the point of departure 
in the Kerr-Schildo theory, to which we refer briefly 
in Sec. II. The alternative transformation 

r' = f, ()' = 8, 
(1.3) 

dt' = dl - 2mdf/(f - 2m) 

leads to an expression for di similar to (1.2), but 
with dt replaced by -dt', which is complete for 
t' ~ - 00. One thus obtains two coordinate patches, 
shown in Fig. 1, whose domain of overlap is the 
region external to the Schwarzschild pseudosingu­
larity. This is still not the maximal analytic exten­
sion, however. The latter has been given in a 
particularly simple form by Kruskal,6 and is sum­
marized by the transformation equations 

u ± v = l(r/2m) - 11' exp [(r ± l)/4m]. (1.4) 

The corresponding manifold, illustrated by the now 
familiar Kruskal diagram (Fig. 1), consists of two 
asymptotically flat universes whose spacelike sec­
tions are joined together on a 2-sphere of minimum 
area-the "throat" of an Einstein-Rosen bridge. 10 

The area of this throat changes with time, reaching 
a maximum value of 47f'(2m)2 at u = 0, v = 0, and 
collapsing to zero both in the future and the past, 
at those points (u = 0, v = ±1, for instance) for 
which r = O. 

A similar analysis for the Reissner-Nordstrom 
solution (the metric outside a single mass m with 
charge q) has been carried through by Graves and 

II R. P. Kerr and A. Schild, Am. Math. Soc. Symposium, 
New York, 1964; also Galileo Quatercentenary, Florence, 
1964. 

10 A. Einstein and N. Rosen, Phys. Rev. 48, 73 (1935). 
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Brill.l1 This metric has two pseudosingularities at 

r = r ± == m ± (m2 - q2)t (1.5) 

and a true singularity at r = O. Graves and Brill 
displayed transformations of the Kruskal type which 
would eliminate either pseudosingularity, but not 
both. Nevertheless, their results are sufficient to 
portray the full manifold, for by piecing together 
successive coordinate patches one can extend the 
metric first across one singularity and then across 
the other. It turns out that the resulting manifold is 
still not complete, however, and one must continue 
to add similar patches indefinitely. The picture which 
emerges is thus altogether different from the 
Schwarzschild case. One can view the manifold as 
an Einstein-Rosen bridge, whose throat oscillates 
between a minimum and a maximum area, given by 
411"r~ and 411"r!. After each cycle the bridge is found 
to be attached to a new pair of (asymptotically 
flat) sheets, isometric to the original pair but never­
theless topologically distinct from them (but see 
the end of Sec. III). 

Horizons 

The pseudosingularities r = r "" like r = 2m in 
the Schwarzschild metric, have an important geo­
metric and physical significance: They determine 
the location of horizons. In stationary space-times, 
these may provisionally12 be defined as stationary 
null hypersurfaces: Whenever, for some function 
fer, 6, tp), the equation (grad f)2 = 0 is satisfied 
on f = const, then this hypersurface is called a 
horizon. It acts locally as a one-way membrane of 
infinite red shift (see note added in proof). 

Within the horizons of the Schwarzschild and 
Reissner-Nordstrom metrics, when such occur, there 
are trapped surfaces in the sense of Penrose.2 More­
over, both metrics contain real singularities, located 
at r = 0 in the coordinates normally used. Time­
like paths which cross the horizons of the latter, 
however, need not strike the singularity, but can 
be continued onto another sheet and thence out 
to (another) spatial infinity. The surface r = 0 is 

11 J. C. Graves and D. R. Brill, Phys. Rev. 120,1507 (1960). 
The case m2 = q' has been studied by B. Carter, Phys. Letters 
21, 423 (1966). 

12 B. Carter (private communication) has stat~d a thEl?rem 
which suggests a more stringent defini~ion of ~ hor~zon. Bl:'lefly: 
"Let a space-time admit a group of lsometries wlth p-dlmen­
sional integral surfaces, and let the tangen~ p vector b~ (4-p)­
surface orthogonal. Then the loc~ of !lullity of the ~ill~n~ p 
vector is itself a null hypersurface. This sl!rface-the ~Illing 
horizon"-appears in the Schwarzs~hild and Rels~ner­
Nordstrom metrics with ~ = 1 or 3 and m the Kerr metriC (as 
we see later) with p. = 2. For a different ~efinition of an "event 
horizon," see W. Rmdler, Monthly Notlces Roy. Astron. Soc. 
116, 662 (1956). 

simply a barrier that prevents continuation of the 
metric to negative values of r. As we see presently, 
on the Kerr manifold r = 0 defines a similar barrier, 
but one of lower dimension, and the extension to 
negative values of r is meaningful and necessary. 
Trapped surfaces exist here, too; however, the Pen­
rose-Hawking theorems do not apply to the 
Reissner-Nordstrom and Kerr manifolds, for these 
do not admit the required Cauchy initial hyper­
surface. 

When q2 > m2, Eq. (1.5) breaks down; there 
are then no horizons and much of the previous 
discussion ceases to apply. In fact, the original 
coordinate patch covers the maximal extension. 

Kerr Metric 

We have reviewed the above results at length 
since they bear directly on the problem we wish to 
consider-that of obtaining a corresponding maximal 
analytic continuation of the Kerr metric. This solu­
tion, it may be recalled, describes a possible exterior 
field outside a rotating body; it is the only known 
example of a stationary vacuum metric with gravita,­
tional mass and rotation that is asymptotically flat. 
Like the Schwarzschild metric it is algebraically 
special (i.e., of type D in the Petrov-Pirani classifica,­
tion13); thus it contains two geodesic shear-free null 
congruences. a It admits two Killing vectors, as­
sociated with time translations and rotations about 
an axis of symmetry, and it contains two parameters 
m and a which can be identified with the total mass 
and angular momentum per unit mass of the source. 
Although no one has yet succeeded in displaying 
explicitly an interior. metric which fits smoothly 
onto Kerr's exterior solution, there do not appear 
to be any difficulties in principle in integrating 
the combined equations of hydrodynamics and gravi­
tation for the interior case, provided that the shape 
of the body is chosen appropriately.15 For purposes 
of this paper, however, we neglect the presence 
of any such source, and ask rather for the maximal 
extension of the empty space metric. 

Kerr's solution contains two event horizons, which 

13 A. Z. Petrov, Sci. Notices, Kazan State Univ. 114, 55 
(1954); F. A. E. Pirani, Phys, Rev. lOS, 1089 (1957). 

14 R. Debever, Compt. Rend. 249, 1324 (1959); R. Penrose, 
Ann. Phys. (N. Y.) 10, 171 (1960); R. K. Sachs, Proc. Roy. 
Soc. (London) A264, 309 (1961). 

16 R. H. Boyer, Proc. Cambridge. Phil. Soc. 61, 52? (1965). 
A. G. Doroshkevich, Ya. B. Zel'dovlCh and I: D. Novlkov, ~h. 
Eksperim. i Teor. Fiz. 49, 170 (1965) [English transl.: SOVIet 
Phys.-JETP 22, 122 (1966)] claim that the inter!or solu~ion 
must also display some type of vortex or convectIve motlOn, 
because the Kerr metric has other off-digaonal components 
besides g" •• However, their argument is based upon a false pre­
mise; see for example Eq. (2.13). 
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in an appropriate coordinate system are located at 

r = r", == m ± (m2 
- a2)! (1.6) 

plus a true singularity again formally defined by 
r = O. The correspondence with the Reissner­
Nordstrom result (1.5) is rather striking. Thus one 
might expect the maximal extension of the Kerr 
manifold to be topologically very similar to the 
Graves-Brill construction. A main object of our 
work is to justify this expectation, by displaying a 
transformation analogous to that of Kruskal. We 
give this in detail in Sec. III, after first exhibiting 
several other useful coordinate frames in Sec. II. 
Kruskal's method, as generalized by Graves and 
Brill, cannot be applied directly-except to the 
two-dimensional subspace containing the symmetry 
axis and the time coordinatel6-because the metric 
depends on the polar angle 0 in a complicated way. 
But when we combine a transformation analogous 
to (1.4) with an appropriate change in the azimuthal 
angle 'P, whose effect is to straighten out the null 
congruences in the neighborhood of the event horizon 
being considered, we find, happily, that the resulting 
metric is regular across the horizon at all values of O. 

The proof that our extension is maximal requires 
a demonstration that geodesics which do not strike a 
true singularity can be continued to infinite length. 
We show this in Sec. IV by studying the geodesic 
equations. Some particular features of the geodesics 
themselves, which seemed to us to be interesting 
and curious, are described briefly in Sec. V. 

II. PROPERTIES OF THE KERR METRIC 

Kerr-Schild Theory 

Kerr and Schild9 have studied solutions of the 
vacuum field equations for which the metric has 
the form17 

gafl = 1/afl + 2Hkakfl· (2.1a) 

Here 1/afl is the metric of Minkowski space, k" a 
null vector field, H a scalar field. It does not matter 
whether k" is defined to be null with respect to the 
flat background metric 1/ afl or the full metric g afl' 
since 

gaflkfl = 1/aflkfl == ka 

and therefore g aflk"kfl = 0 implies 1/ aflk"kfl = 0 and 
conversely. In fact, 

(2.1b) 
18 B. Carter, Phys. Rev. 141, 1242 (1966), has independently 

worked out the analytic extension of this subspace. 
17 Notational conventions: Greek letters range and sum from 

1 to 4; gafl has signature (+++-). 

Kerr and Schild showed that the vacuum field 
equations require the null congruence to be geodesic 
(with respect to either gafl or 1/"p). By choosing H 
suitably, ka can be so normalized that 

(2.2a) 

V fI being the covariant derivative based upon g a{J' 
We suppose this to be the case, and define an affine 
parameter p. by k" = dxa /dp.. Then, as Kerr and 
Schild noted, one finds 

Ra{J"'/6kfJk6 = -WH/dp.2)k"k"'/. (2.2b) 

It follows that ka is a multiple Debever-Penrosel4 

vector, and consequently, by the Goldberg-Sachsls 
theorem, that the null congruence defined by k" is 
shear-free as well. 

In their analysis, Kerr and Schild give rules for 
constructing the general empty-space metric of the 
form (2.1). We do not quote these here, but merely 
remark that with the exception of the Kerr metric 
the representation (2.1) is unique, so that the metric 
is of type II in the Petrov-Pirani classification. 

Kerr Metric in Explicit Form 

Let us consider the exceptional case, in which the 
line element can be represented in the form (2.1) 
in two distinct ways: 

(2.3a) 

(2.3b) 

Both k a and l" are then principal null vectors (i.e., 
double Debever-Penrose vectors), which implies that 
the metric is of type D (type I degenerate). This 
case is of particular interest, for it describes the 
stationary vacuum solution with rotation first ob­
tained in a different way by Kerr. 5 He gives the 
explicit presentation 

2 d 2 2 2 d 2 2mr
3 

ds = x + dy + dz - t + (r4 + a2z2) 

X [rex dx + y dy) + a(x dy - y dx) + z dz + dtJ2 
r2 + a2 r' 

(2.4) 

r being defined by 

[(x2 + y2)/(r2 + a2)] + Z2/r2 = 1, (2.5) 

which corresponds to one of the two forms (2.3). We 
denote the coordinate system (x, y, z, t) as the (M) 
frame, and identify it with the form (2.3a) in which 

18 J. N. Goldberg and R. K. Sachs, Acta Phys. Polan. 22,13 
(1962). 
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the k congruence is displayed. The (altogether dif­
ferent) coordinate system (x', y', z', t') adapted to 
the 1 congruence we call the (M') frame. The trans­
formation equations relating these two systems can 
be worked out from formulas given later in this 
section. 

The form (2.4) of the Kerr metric is inconvenient 
for many applications, since r is a complicated func­
tion of x, y, z. Kerr has given alternative and more 
suitable form, in which r is one of the coordinates; 
he applies to Eq. (2.4) the transformation 

x = (r2 + a2)! sin 0 cos [cp - tan-1 (air)], 

y = (r2 + a2)! sin 0 sin [cp - tan-1 (air)], (2.6) 

z = r cos 8, 

and obtains 

d,s2 = dr2 + 2a sin2 0 dr dcp + (r2 + a2
) sin2 0 dcp2 

+ l: d02 - dt2 + (2mr/l:)(dr + a sin2 0 dcp + dt)2. 

(2.7) 

Here 

(2.8) 

This is a generalization of the Eddington6 form of 
the Schwarzschild metric [cf. Eq. (1.2)]; accordingly, 
we refer to the coordinate system (r, 0, cp, t) as the 
(E) frame. Note that in the asymptotic region, r ~ 
co, Eq. (2.7) reduces to Eq. (1.2), which justifies the 
interpretation of the parameter m as the total mass 
of the source. (We therefore assume m > 0.) By 
comparing higher-order terms with the weak-field 
metric for a rotating body as given by Landau­
Lifshitz,19 or by calculating the corrections to the 
perihelion precession formula and comparing with 
the Lense-Thirring result,20 one can show that the 
parameter a is just the angular momentum per unit 
mass of the source. We see later that the Kerr 
solution radically changes its character for lal > m. 

(r, 6, <g) Coordinate Surfaces 

To explore the properties of the principal null 
congruences in greater detail, we find it convenient 
to study the relation between the (E) and (M) 
coordinates, by viewing the surfaces r, 0, cp = const 
in a Euclidean 3-space whose Cartesian coordinates 
are (x, y, z). From Eq. (2.5) it is clear that the sur­
faces r = const are confocal ellipsoids, while from 

19 L. D. Landau and E. M. Lifshitz, Classical Theory of 
Fields (Addison-Wesley Publishing Company, Inc., Reading, 
Mass., 1962), 2nd ed., p. 359. 

20 R. H. Boyer and T. G. Price, Proc. Cambridge Phil. Soc. 
61, 531 (1965). 

x2 + y2 Z2 
a2 sin2 0 - a2 cos2 0 = 1 (2.9) 

it follows that the 0 = const surfaces are hyper­
boloids of one sheet, confocal to the ellipsoids. 
Actually, since z has the same sign as cos 8, the 
surface 0 = const is only a half-hyperboloid, trun­
cated at its waist, lying in the half-space z ;e: 0 
according as 0 ~ !7r. Note that at r = 0 the ellipsoid 
degenerates to a disk, x2 + y2 = a2 sin2 0, z = o. 
The boundary of this disk [where r = 0, 0 = !7r 
and therefore l:(r, 0) = 0] is of particular importance, 
since it is precisely this set of points at which the 
metric (2.7) becomes singular. 

The surfaces cp = const have the appearance of 
bent planes, which are approximately vertical for 
large r but flatten out and become horizontal at 
the edge of the disk (Fig. 2). Letting cp be fixed but 
arbitrary, set 

~ = x cos cp + y sin cp, 1/ = -xsincp + y coscp. 

Equation (2.6) then yields 

~ = r sin 0, 

or equivalently 

1/ = -a sin 0, z = r cos 8, 

(2.10) 

This defines a ruled quartic surface, whose genera­
tors are given by 1/ = -a sin 0, z = ~ cot 8, with 0 
held constant on a given generator. (Hence each 
line is also a generator of the corresponding hyper­
boloid 0 = const.) Since ~ = x, 1/ = Y for cp = 0, we 
have in fact constructed the surface cp = O. And 
because of the way (~, 1/) are related to (x, y), it is 
obvious that all the other cp = const surfaces are 

FIG. 2. The ruled quartic surface '" = const, shown im­
bedded in a Euclidean 3-space with Cartesian coordinates 
(~, 71, z). 
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merely replicas of this one, and can be obtained by 
rotating it about the z axis. 

Throughout the foregoing we have tacitly assumed 
that r is positive. However, the disk r = 0, which 
has been viewed as a membrane of discontinuity, 
may just as well be considered a two-sided aperture 
to a second sheet on which r is negative. Such a 
continuation to negative r values is permissible 
because the metric (2.7) remains regular at r = 0 
(provided 0 ¥- t1l"). We hasten to remark that this 
second sheet is not to be confused with the other 
side of an Einstein-Rosen bridge,IO which one en­
counters in the familiar Kruskal procedure. We 
construct an analog of the latter in Sec. III; it has 
propert;ies quite different from the r < 0 extension 
contemplated here. For one thing, the behavior of 
the metric as r _ - ex> , with m > 0 by definition 
and therefore mlr negative, describes the sort of 
geometry one would expect far from a particle of 
negative mass. On the other hand, the two sides of 
an Einstein-Rosen bridge are isometric, so both de­
scribe the field outside a positive-mass body. 

In the Kerr-8child theory the most general metric 
is determined by an analytic function of one com­
plex variable. For the special case of the Kerr solu­
tion, this function has a branch point at the ring 
singularity r = 0, 0 = t1l". Thus one can properly 
view the continuation of (2.7) to negative r values 
as an analytic continuation onto the second Riemann 
surface of this function. By passing twice in the 
same direction through the ring one returns to the 
original Riemann sheet, and thus to a manifold 
isometric to the original one, which may for sim­
plicity be identified with it. 

"Schwarzschild-Like" Coordinates 

Making the transformation 

where 

we find that 

f = r, jj = 0, 

dip = dIP + a drl d(r) , 

dl = dt - 2mr drl d(r) , 

(2.11) 

(2.12) 

ds2 = ~(dr2 I d + d(2) + (r2 + a2) sin2 8 dip2 - dl2 

+ (2mr/~)(a sin2 8 dip + dZY. (2.13) 

This form has only one off-diagonal component, 
g ~1I and is thus invariant under the transformation 
ip - -ip, l - -l. We refer to (r, 0, ip, l) as (8) 

coordinates, since they reduce to the standard 
Schwarzschild coordinates when a = O. 

The metric (2.13) has, in addition to the true 
singularity at ~ = 0, a pair of pseudosingularities 
at the real zeros of d(r). The latter are located at 

(1.6) 

and thus exist only when a2 
::::; m2

• The close simi­
larity of this equation with the one arising in the 
Reissner-Nordstrom problem has already been re­
marked, as has the identification of the surfaces 
r = r", with stationary null surfaces, or horizons. 
Let I = 0 be any null hypersurface containing the 
Killing vectors a I alP and a I at; then 

I = I(r, 8), (grad 1)2 = 0, 

and from the contravariant form of the metric 
[given in Eq. (2.15)] we deduce 

d(r)(aljar)2 + (aljaO)2 = O. (2.14) 

The only solutions of this equation periodic in 0 
are the ellipsoids r = r",. The cases a = m and a = 0 
(Schwarzschild) are seen to be exceptional: In the 
former case the two horizons coalesce, while in the 
latter case r _ = 0, which is not a null surface at all 
but an essential singularity. 

Because of these additional spurious singularities 
the (8) coordinates are an inappropriate tool to 
use in studying the analytic properties of the vacuum 
metric; evidently in any such investigation the (E) 
coordinates are far superior.21 but the (8) coordi­
nates have one important advantage which we ex­
ploit in later sections, namely, they treat both of 
the principal null congruences on an equal footing. 

Principal Null Congruences 

The inverse (contravariant) form of Eq. (2.7) IS 

(grad)2 = ~-{ (r2 + a2)(:J2 - 2a(:r)(:) 

+ S~2 8 (:IPY + (:oYJ 
- (:J - (2;r)(:r - :J, (2.15) 

which is again of the form: fiat-space metric plus 
the square of a null vector [cf. Eq. (2.1b)]. Thus 
the contravariant components of the null congruence 
k can be read off immediately: 

k == (k', kB
, k", k') = (-1,0,0,1). (2.16a) 

21 This feature of the original Eddington coordinates was 
first clearly recognized by D. Finkelstein.s 
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With this normalization Eq. (2.280) is satisfied, and 
consequently t (or r) is an affine parameter along the 
congruence. Having chosen k' > 0, we can say that 
k is future-pointing, and since k' < 0, we conclude 
tha.t the k congruence is 'tngoing. 

Next reca:ll that k must appear as a linear con­
gruence when expressed in (M) coordinates. Since 
k' = k" = 0, such lines must lie in the surfaces 
8, rp = const, and are therefore the common gen­
erators of these surfaces. As t increases, the rays 
proceed inwards toward the disk r = 0, cross it, 
then emerge onto the r < ° sheet keeping the same 
, and rp values. The rays lying in the equatorial 
pla.ne 8 = !1r are exceptions. These are tangent to 
the ring singularity at }; = 0, meeting it after a 
finite lapse of affine parameter r.22 

It is not easy to detect the remaining principal 
null vector 1 which is hidden in (2.7) or (2.15). 
Equation (2.13) offers a clue; it is invariant under 
the transformation df -+ -df which interchanges 
ingoing and outgoing rays. In system (8), therefore, 
k and 1 differ only in the sign of their radial com­
ponents. Applying the transformation (2.11) to k 
gives us the following: 

Jr: = (k', k i , k', kl) 

= [-1,0, -a/A, (r2 + a2)/A] 

a.nd consequently 

1 "" (l' z, l' ll) , , , 
= [+1,0, -a/A, (r2 + a2)/A]. 

(2.16b) 

(2.17b) 

It is ihen a simple matter to determine the com­
ponents of 1 in the (E) frame: 

1 = (l', Zl, Z", l') 

= [+1,0, -2a/A, (r2 + a2 + 2mr)/A]. (2.1780) 

Note that f = r is an affine parameter along both 
ray systems, but that t is an affine parameter only 
for the ingoing congruence. 

Equation (2.1780) fails at the horizons r = r,., 
but if we rewrite it as 

1 = N(A, 0, -2a, r2 + a2 + 2mr) 

with N an unspecified normalization factor, we can 
take the limit r -+ r., without difficulty. The result, 

FIG. 3. The horizon r = r +, viewed from the (M) frame with 
(x, 1/, z) as Cartesian coordinates. The principal null con­
gruence 1 lying in the horizon is shown, as well as portions of 
the k congruence lying in the coordinate surface fI = ,,/4 
and", = const. 

the corresponding horizons (see Fig. 3). The affine 
parameter for this special case is not obvious-it 
evidently cannot be r, and it turns out that t does 
not work either-but we postpone this question 
until Sec. IV [see in particular Eq. (4.11)]. 

This result appears at first sight to violate the 
symmetry between the two principal null con­
gruences. However, from Eq. (2.3b), there must 
exist another coordinate frame-(E') say-adapted 
to the 1 congruence, in which the roles of k and 1 are 
interchanged. This frame is not hard to find. Using 
Eq. (2.11) as a guide, we make the obvious trans­
formation 

f = r', ii = 8', 
dip = drp' - a dr' /A, 
dl = dt' + 2mr' dr' / A 

(2.19) 

and obtain a line element just like (2.7), except that 
the sign of dr (or equivalently, of drp a.nd dt) is 
reversed: 

ds2 = dra - 2a sin2 6 dr drp' 

+ (r2 + a2) sin2 e drp,2 + l: dif - dt,2 

+ (2mr/};)(dr - a sin2 8 drp' - dt')'. (2.20) 

A further transformation, from (E') to the associated 
Minkowski (M') frame (x', y', z', t'), proceeds es­
sentially via Eqs. (2.6), except that rp - tan-l(a/r) 
is replaced by rp' + tan-l(a/r), One finds 

1., = N .,(0,0, -2a, 4mr ,), (2.18) k = (kr ', k~', k'i", k'') 

displays the key role of l± as the null generators of = [-1, 0, -2a/ A, (r2 + a2 + 2mr)/ A], (2.16c) 

12 This shows, incidentally, that the ring singularity is real, 
for it is easily seen that d'lH /dp.2, which is an algebraic in­
variant of the Riemann tensor [see Eq. (2. 2a»), becomes 
infinite there. 

1 = (r', lB', l'P', I'') = (+1,0,0, +1), (2.17e) 

which is just the reverse of (2.16a), (2.1780), as 
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r= ...... 

~ (E')patch 

FIG. 4. The pair of (E) and (E') coordinate patches for the 
Kerr metric, drawn in a fashion roughly analogous to Fig. 1. 
Even-numbered regions, which are asymptotically fiat, are 
separated by an odd-numbered interior region whose bound­
aries are the two horizons r±. Although the drawing is only 
me~nt t;o be sy~bolic, the compression of the asymptotic 
regIOns IS suggestive of a Penrose conformal transformation 
[R. Penr,?se, Relativity, Groups and Topology, B. DeWitt and 
C. DeWItt, Eds. (Gordon and Breach Science Publishers, 
New York, 1964)]. 

is to be expected. Note that in this frame it is the 
k congruence which provides the generators for the 
horizons. 

This result is not paradoxical, for the two co­
ordinate frames are not equivalent. Combining Eqs. 
(2.11) and (2.19), one gets the direct transformation 
equations (E) -t (E'). For a2 > m2 this trans­
formation is one-to-one over the entire range of 
r values, but for a2 

:::; m2
, which is the interesting 

cage, the (E) and (E') coordinate patches only 
partially overlap. It is a straightforward matter 
to show that 

t' = 

(2.21) 

and 

, a In jr - r+j 
<p = <p + (2 2)t --, m - a r - r_ 

from which it is clear that either (t, <p) or (t', <p') 

must diverge at r±. We thus obtain three inequiva-

FIG. 5. The diagram of Fig. 4, 
enlarged by the addition of 
another (E') patch labeled 
10*,1*, 2*}. The shaded portion 
defines the Kruskal or (K) 
patch. 

lent analytic extensions of the original (E) frame, 
according ag we choose r to lie in the different in­
tervals - 00 < r < r _, r _ < r < r +, r + < r < 00. 

Putting these several pieces together to make a 
smooth manifold is the job of the next section. 

m. ANALYTIC EXTENSIONS 

"Kruskal-Like" Coordinates 

Let us mark the three domains r > r +, r _ < 
r < r+, r < r_ within the (E) patch ag regions 
to, 1, 2}, respectively. Transforming from (E) to 
(E') via Eq. (2.21) we obtain three similar domains, 
to', I', 2'1. We assume that the transformation is 
one-to-one (and therefore analytic) between {Ol 
and {O'l; it then follows that {II and {I'} are 
inequivalent-one has a boundary crossed by the 
k congruence, the other by the 1 congruence--and 
likewise for {21 and {2'1. Putting the two patches 
together, we obtain the enlarged domain shown 
schematically in Fig. 4. 

Now take anotper (E') patch, whose sections are 
labeled {O*, 1*, 2*}, and tie it into the middle region 
of the original (E) patch, by requiring that the 
domains {II and {i *} coincide. The manifold has 
now grown to the size of Fig. 5. 

We have drawn the two regions {O*} and {I'} as 
contiguous, but this is unfair, for there is no reagon 
in the foregoing to suppose that they are in any way 
related. We now wish to demonstrate that the picture 
is in fact a reasonable one, by displaying a single 
coordinate system in which the four regions 
to, 1, 0*, I'} are linked together as shown. Such 
a linkage looks very similar to a Kruskal diagram 
(Fig. 1). Our object, therefore, is to find a trans­
formation analogous to (1.4), such that both seg­
ments of the horizon r = r + appear regular when 
viewed from these new coordinates. 

The tagk is not a trivial one. For one thing, the 
principal null congruences of the Schwarzschild 
metric are straightened out in Kruskal coordinates 
to the lines u ± v = const, 8, ip = const. One might 
hope, by combining a transformation of the azi­
muthal angle with a suitable generalization of Eq. 
(1.4), to achieve a similar simplification here. But 
the corresponding vectors k and 1 of the Kerr metric 
are not in general 2-surface-forming, so that such 
a search is pointless. We settle for a frame in which 
the principal null rays merely lie in the surfaces 
u ± v = const. This solution, while less elegant 
than Kruskal's, is adequate for our purposes, and 
is perhaps as close ag one can come to a generaliza­
tion of it. 

Since we want to treat both congruences impar-
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tially, we start from the (8) frame. From the expres­
sions for k and 1 in these coordinates [Eqs. (2.16b), 
(2.17b»), it may be seen that as r ---t r+ both become 
asymptotic to a family of helices winding around 
the horizon, given by 

dr: dO: diP: dl = 0 : 0: -a: 2mr+. 

We seek a transformation of the azimuthal co­
ordillate which will straighten out the helices. Many 
obvious possibilities suggest themselves, but one 
encounters later difficulties unless one picks the 
new coordinate to be a linear combination of Cp and 
l with constant coefficients, plus any function of r 
and 0, and this restricts the choice to 

w = Cp + (a/2mr+)l + "fer, 0). (3.1) 

For simplicity we take "fer, 0) = O. It is quite pos­
sible that other choices might lead to a more trac­
table form for the metric; we have not investigated 
this in any detail. 

Through Eq. (3.1) we have untwisted the null 
curves in the limit r ---t r+ (at the expense, inciden­
tally, of twisting them in the neighborhood of 
spatial infinity, which may be disagreeable but is 
not serious-Kruskal-type coordinates are not at 
all well adapted to the asymptotically flat portions 
of the manifold anyway.) The metric computed 
from (2.13) after this single change of variables is 
still singular at r+, of course, but now we know how 
to deal with it. We make a further transformation 
(r, t) ---t (u, v), such that the integral curves of the 
two principal congruences lie in the hypersurfaces 
u ± v = const, although not in w = const. Ac­
cording to Eqs. (2.16b), (2.17b), these integral curves 
satisfy 

or 

(r ;mr+)(r ~r-r' exp (r ~ l) 
= const = F(u ± v), (3.2) 

with 

(3.3) 
and 

p == r_/r+o 
From the work of Kruskal and Graves-Brill we are 
led to take23 F(x) = x2

, and consequently 

u ± v = (r - r +)!(r - r _)-,/2 exp (r ± l). (3.4) 
2m 2m 20"+ 

sa Had we wanted the transformation to yield a metric 
regular across r _, the appropriate choice would have been 
F(x) = X-b. 

Although this is only defined for r > r+. l finite 
(i.e., for u > \vl), the inverse transformation, 
given implicitly by 

.T,( ) (r - r +)(r - r -)-' r/a+ 2 2 't!r == -- -- e =u-v 
2m 2m 

(3.5) 

and 

l = 0"+ tanh-1 [2uv/(u2 + v2
)] 

is well defined over the cut plane u2 
;6 v2

• In partic­
ular, 'It(r) increases monotonically from - 00 to 0 
to + 00 as r runs from r _ to r + to + 00, and is an 
analytic function of r over this interval, so that 
r( u, v) is an analytic function over the u, v plane, 
while leu, v) diverges at u = ±v and is analytic 
elsewhere. As the coordinates (u, v, w, O)-which 
we henceforth call the (K) frame-vary over their 
respective ranges 

-00 < u < 00, -00 < v < 00, 

o ::; w < 211", 

they cover the four regions to, 1, l' and O*} of 
Fig. 5; the boundaries between adjacent regions 
are the pair of lines u = ±v on which r = r+. Note 
that region {O*}, in which u < \v\ (and there­
fore r > r+), forms the second sheet of an Einstein­
Rosen bridge. 

In the following it is convenient to know the 
direct transformation from (E) to (K) coordinates. 
This is given by 

(3.6) 

( a) a (r - r_) w=cp+ -- t--ln --. 2mr+ r+ 2m 
The transformation from (E') to (K) is obtained 
similarly, with t replaced by -t'. Equation (3.6) 
evidently defines an analytic homeomorphism of 
the domain r > r _, - 00 < t < 00 onto the half­
plane u + v > 0, i.e., onto the region to, I}. 

On the other hand, we could have mapped the 
domain - 00 < r < r +, - 00 < t < 00 homeomor­
phically into a (different) Kruskal patch by regu­
larizing about the other event horizon, r = r _. 28 

The latter transformation, (E) ---t (K') say, takes 
the form 
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We postpone a discussion of the full import of this 
result until later in the section, in order to settle a 
fundamental point. 

Analyticity of the Metric in (K) Coordinates 

There remains the very important but rather 
tedious job of working out the components of the 
Kerr metric in (K) coordinates, and demonstrating 
that they are indeed analytic functions of u and v 
throughout the (u, v) plane. We spare you the de­
tails, and merely assert that after much labor one 
can cast the metric in the following form: 

ds2 = 1: dfi + 41T;f1:(r2 + a2)-2(du2 
- dv2) 

+ 1:-1 sin2 (I[(r2 + a2) dw + a(m2 - a2)-if 

X (r + r +)(r - r _)-I(V du - U dV)]2 

+ (1:.::\)-11[21T+f1:(r2 + a2)-I(v du - u dv)Y 

- [21T+f1:+(r! + a2)-\v du - u dv) 

- a sin2 0.::\ dwY} . (3.8) 

Here we have introduced 

(3.9a) 

and 

fer) = .::\(r)/if(r) 

= 4m2 [(r - r _)/2m]2ml r+e-rlo+. (3.9b) 

Since 1: and f are both analytic and nonzero through­
out the whole (u, v) plane, it is clear that only the 
term in (3.8) with .::\(r) in the denominator can lead 
to difficulty. Closer inspection shows, however, that 
the numerator of this term has a simple zero at 
r = r + also, so the quotient remains analytic. 

Had we chosen to regularize across r _ instead, 
using Eq. (3.7) or its equivalent, we would have 
obtained much the same result, except for the in­
evitable branch point at r(u, v) = 0 and {I = !11". 

The line element (3.8) is much too cumbersome 
to be of any direct use. Fortunately, once we have 
established its analyticity we need make no further 
use of it. This is to some extent regrettable, for it 

v 

7'------u 

FIG. 6. The null cone at a point 
in the horizon r = r +. The cone is 
lopsided and spills out of the angle 
defined by the principal null vectors 
k and 1; in addition, the shaded 
portion of the cone behind the 
(u, v) plane is smaller than the por­
tion jutting out in front of it. 
Although the shape of the cone 
varies from point to point, the pro­
jections of k and 1 onto the plane 
always have slope ±1. 

would have been desirable to have a coordinate 
system in which, like Kruskal's, the null curves took 
an especially simple form (see Fig. 6). Cohen and 
Brill/' in their study of metrics for slowly rotating 
bodies, have applied the Kruskal procedure to a 
line element differing from the Schwarz schild form 
by terms of first order in the angular velocity. We 
recover their results if we drop from Eq. (3.8) all 
terms of order a2

j this leaves 

di ~ r2(d{l2 + sin2 (I dw2) 

+ (32m3/r)e-r/2m(du2 - dv2) 

+ (4a/r) sin2 
{Ie-

r/2m 

X (r2 + 2mr + 4m2) dw (v du - u dv). (3.10) 

To this order, the curves u ± v = const, w, {I = const 
are null, just as in the Kruskal form of the Sch­
warzschild metric. 

Construction of a Maximal Analytic Manifold 

What we have done to extend the doma.in {O, 1) 
we can also do to the domain {I, 2). We use the 
alternative transformation (3.7) to produce a new 
(K') patch, consisting of the three regions {I, 2, 2* I 
already introduced plus a new domain {3), which, 
like {I}, is bounded by two pairs of horizons (see 
Fig. 7). Here also the asymptotically flat portions, 
{2) and {2*), form two sheets of an Einstein-Rosen 
bridge. While isometric to each other, these are not 
isometric to {OJ and {O*}-they have, it may be 
recalled, the sort of geometry one would associate 
with a negative mass source. 

A similar extension can be applied to the domain 
{I', 2'). In view of the picture which is rapidly 
emerging, we find it preferable to change our nota­
tion slightly, and to write {-I, -2} instead of 
{ 1', 2'). Thus the new Kruskal patch encompasses 
the regions {-I, -2, -2*, -3) of Fig. 7. 

This procedure can clearly be continued indefi­
nitely in both directions, and generates an infinite 
chain of overlapping (E) and (E') patches. The 
result can be viewed even more simply as a chain 
of overlapping "Kruskal" patches, {K2ft } , isometric 
to (K) or (K') according as n is even or odd. We 
can, in fact, eliminate any reference whatever to 
the auxiliary (E) and (E') frames, by presenting 
the transformation equations that connect (K) and 
(K'); these take the surprisingly simple form 

(u + vy+( -u' - v'Y- = 1, 
(3.11a) 

(-u + vy+(u' - v'Y- = 1, 

24 D. R. Brill and J. M. Cohen, Phys. Rev. 143, 1011 (196t1). 
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and ~ 

w' - w = (2a/r _) In [(u + v)/( -u + v)] 

= - (2a/r +) In [Cu' - v' )/( -u' - v')]. (3.lIb) 

These transformations are one-to-one and analytic 
in the domains '" { 11, {31, ... of overlap, and 
have the following simple properties: They preserve 
straight lines of slope ±I as well as the straight 
lines v/u = const and the hyperbolas v2 

- u2 = 
const, while mapping the north quadrant of (K) 
onto the south quadrant of (K' ). 

The manifold we have constructed has many 
curious properties. It has infinitely many disjoint 
and asymptotically fiat sheets, for one thing, and 
therefore does not admit a Cauchy surface. In fact, 
one can get from any such even-numbered sheet to 
any other-with the sole exception of the companion 
sheet on the other side of the "bridge"-by following 
a suitable timelike or lightlike curve. The timelike 
curve u = O(u' = 0), w, 0 = const is particularly 
noteworthy, for it defines the location of the "throat" 
of an Einstein-Rosen bridge. The throat itself (i.e., 
the 2-surface u = 0, v = const) has an area which 
pulsates with time, in close analogy with the 
Reissner-Nordstrom case.12 Since the throat is de­
formed, due to the effects of rotation, its area is 
no longer given by the simple formula 471"r2 obtained 
for the Schwarzschild and Reissner-Nordstrom met­
rics, but by the more complicated expression 

area = 271" {(r2 + a2) 

+ (g/a)(-~)-tsin-I [a(-~/g)!]) (3.12) 

with g(r) = (r2 + a2)2 - a2~. At the horizons r = r ±, 
where the extrema occur, this simplifies to 

area± = 871"mr ±. (3.12) 

The manifold sketched in Fig. 7 is not the only 
possible maximal extension, because of the freedom 
still remaining to make topological identifications. 
The simplest manifold of this more general type 
arises if we identify {K2n I with {K2"H I. It is covered 
by only two Kruskal patches, {Ko I and {K21 say, 
with regions {-II and {31 identified, so it consists 
of four asymptotically fiat sheets (two with positive 
mass, two negative) glued together with two interior 
regions.26 This manifold, like the others obtained 
in the same way, is violently acausal-a properly 
aimed signal will emerge, after crossing four hori-

16 This particular choice was made by Graves and Brill.11 

It is clear from their work, however, that the identification is 
unnecessary; one can also describe the Reissner-Nordstrom 
metric by an infinite chain of Kruskal patches. 

FIG. 7. A chain of 
Kruskal patches, with 
those of (K) and (K') 
type alternating and 
partially overlapping. 
The complete figure 
extends indefinitely in 
both directions, to form 
a maximal analytic ex­
tension of the Kerr 
manifold. 

(K) patch 

§ (K1 patches 

zons, in the past light cone of the source which 
emitted it-and this may be felt to be a bit 
unrealistic.26 

The foregoing construction presupposes, of course, 
that the metric admits two distinct horizons. For 
a2 > m2 the horizons disappear and the transforma­
tion to Kruskal coordinates loses all meaning; all 
that remains are two asymptotically fiat spaces 
joined at the disk r = O. The exceptional case lal = 
m deserves special comment. Carter has studied 
this in detaill6

; although his work was confined to 
the symmetry axis (0 = 0, 71"), it is clear that his 
conclusions apply with equal force to the full metric: 
One builds up a ladder of alternating (E) and (E') 
patches (with or without identifications) in the 
simple sequence { ... - 2, 0, 2, ... I. The odd­
numbered sheets disappear; there is nothing to 
correspond to the second Kruskal sheets { ... - 2*, 
0*, 2*, ... I; and in fact there is no need at all to 
introduce (K)-type coordinates to cover the mani­
fold in this case. 

IV. GEODESIC COMPLETENESS 

Geodesic Equations, First Integrals 

For the study of geodesics the original (E) co­
ordinates are particularly convenient. Let p. be an 
affine path parameter, normalized to give proper 
time along timelike geodesics, and use a dot to 

2S B. Carter has pointed out that for small negative values 
of r and values of 8 near the equator g'l''P goes negative. Hence 
as long as one adopts a top'ology in which rp is treated as an 
angular coordinate there will necessarily exist closed timelike 
curves in this region. 
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denote differentiation with respect to p.. The geodesic 
equations can be extracted in the usual way from 
the variational principle 8f L dp. = 0, with a 
Lagrange function given by 

2L = t 2 + 2a sin2 Of.p 

+ (r2 + a2
) sin2 fJ.p2 + '1:.(i _ j' 

+ (2mr/'1:.)(t + a sin2 fJ.p + i)2 (4.1) 

as in Eq. (2.7). 
We are chiefly interested not in the equations of 

motion themselves, but rather in their first integrals. 
Since tp and t are cyclic, we obtain two integrals 
immediately: 

P~ == aL/a.p = I, 

P, == aL/al = -/" 

(4.2a) 

with land 'Y representing the angular momentum/ 
mass and energy/mass of a test particle moving 
along the given geodesic. (On null geodesics p. is 
defined only up to a linear transformation, and con­
sequently only the ratio III' is meaningful. We 
remove the arbitrariness by taking 'Y = 1 in this 
case.) A third integral is given by L itself: 

2L = -e, (4.2b) 

the indicator e being +1, 0, -1 for timelike, null, 
and spacelike geodesics, respectively. 

The remaining two conjugate momenta are readily 
found to be 

Pr = ('1:.t + al + 2mry)/ d, 

pe = '1:.0, 
(4.3) 

which shows, incidentally, that we can expect dif­
ficulties with the equations of motion at the ring 
singularity ('1:. = 0) and at the horizons (d = 0). 
It is clear from the form of L that Po = 0 is consistent 
with the equations of motion if (J = 0 or 'II" (axial 
case) or if (J = !'II" (equatorial case); in these special 
cases the first integrals (4.2) yield a complete solu­
tion by quadratures, which we consider in greater 
detail in Sec. V. 

From Eq. (4.2a) we can express .p and i in terms 
of r and the constants of integration; the resulting 
formulas are 

.p = '1:.- 1 
[( l/sin' fJ) - apr], 

i = '1:.-1 h('1:. + 2mr) + 2mrpr], 

with pr given by (4.3). 

(4.4) 

We note also the following form of Eq. (4.2b), 
which is important in later arguments: 

'1:.2t 2 
- (al + 2mry)2 

= d[ -e'1:. + ('1:. + 2mrh2 p~ - (l2/sin2 fJ)]. 

(4.5) 

Problem of Completeness 

The Kerr metric. evidently cannot be imbedded 
isometrically in a complete analytic manifold, since 
there exist geodesics-the principal null rays lying 
in the equatorial plane, for example-which strike 
the ring singularity at finite values of their affine 
parameters. If one excludes all such geodesics, it 
is reasonable to ask whether the remainder can be 
continued to arbitrarily large values of p.. We argue 
below that this is so, provided that the manifold 
is chosen to be the analytic extension described 
previously. In this sense, therefore, the extension 
can be regarded as maximal. 

Since it is impossible to solve the geodesic equa­
tions exactly, except in a few very special cases, we 
base the argument on the first integrals (4.4) and 
(4.5). Starting with any set of initial values, one 
extends the solution either until a singular point 
is reached, or until one or more coordinates diverge. 
There is clearly no problem if r diverges-since the 
metric is asymptotically flat and therefore complete 
for r ~ ± <Xl-but only if.p, I, or 0 diverge at finite 
values of r. As one sees from the above equations, 
this happens at '1:. = 0, sin (J = 0 or Ll = O. If the 
first possibility occurs nothing can be done about 
it; the second is obviously a consequence of the 
spheroidal-type coordinates here employed, and can 
be eliminated by transforming to those of the (M) 
type. Thus it is only the apparent divergence of 
.p and t at the horizons that needs to be examined 
carefully. [It follows from Eq. (4.5) that t remains 
finite at r ,o; the same is true of 0.] In fact, .p and i 
diverge if and only if Pr diverges, and it is easy 
to see that this happens if and only if r", has the 
same sign as al + 2mr ",/" for Eqs. (4.3) and (4.5) 
imply 

-e'1:. + ('1:. + 2mrh2 - p; - (l2/sin 2 fJ) 
P. = -

'1:.t - (al + 2mry) 
(4.6) 

which yields a finite limit whenever t", and 
(al + 2mr,o/') have opposite sign-that is, whenever 
the geodesic is ingoing. [Some confusion over the 
meaning of the term" ingoing" can arise here, unless 
one is careful. On the positive r sheet the hypersur­
faces t = const are everywhere spacelike: (grad t)2 = 
-1 - 2mr/'1:., which is certainly negative for r > O. 
Hence an ingoing path is properly defined as one 
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for which dr/dt < O. For some values of l and "I Eqs. 
(4.3), (4.4) suggest that dr/dJL is positive on an 
ingoing path, but this simply means that the affine 
parameter has been chosen to increase into the past.] 

We therefore conclude that all ingoing paths can 
be continued across the horizons. Some subsequently 
strike the ring singularity, others continue on to 
r = - (Xl (and are thus complete), a third class 
reaches a turning point and start back. On the 
return trip, however, both t and cP diverge as the 
horizon is approached. This is not surprising; the 
particle has merely run off the (E) coordinate patch. 
To continue to follow its motion transform to an 
(E') system, or equivalently to an appropriate set 
of (K) coordinates. It is clear that a result similar 
to Eq. (4.6) must also apply to the outgoing tra­
jectory in this case; hence the particle re-emerges 
into an asymptotically flat" universe," but of course 
on a sheet different from the first. If the effective 
total energy r == "12 - E is positive, the particle 
escapes to infinity; if negative, it reaches another 
turning point and starts back toward r = r + again, 
in which case we transform to another set of (E) 
coordinates and repeat the cycle. Clearly JL can be 
made as large as we please by piecing together 
sufficiently many such cycles, which proves com­
pleteness for this case. 

Of course there are many geodesics which do 
not fall into any of the above categories, such as 
the ones which oscillate to and fro between a maxi­
mum and minimum radius outside r +, and those 
which spiral in towards (or out from) an unstable 
circular orbit. However, these lead in general to no 
difficulties with completeness, since t remains finite 
as t increases to infinity. 

There remains one further class to be considered, 
namely, the geodesics for which r = 0 at r ±, or 
equivalently, for which 

(4.7) 

This class includes spacelike geodesics tangent to 
the horizons (these present no problems), geodesics 
of all three types which approach the horizon asymp­
totically as t -t ± (Xl, and finally, and most impor­
tantly, the principal null geodesics that are the 
generators of the horizons. We study the latter in 
detail below. 

Completeness within the Horizons 

To obtain the solution for the principal null ray 
1 lying in r± set ~ = 0, E = 0 and also 

(j = 0, "I = l = O. (4.8) 

The first integrals (4.5), (4.6) then yield the com­
mon solution 

(4.9) 

in agreement with Eq. (2.18). To find t(JL) it is 
necessary to solve one of the geodesic equations, 
and the simplest to use is Pr = aL/ar. A straight­
forward computation gives 

't' = =r(21T±)-lt2
, 

with IT ± defined by Eq. (3.3). Hence 

t(JL) = ±21T ± In (JL - JLo) (4.lOa) 

or 
± t/2cr± JL-JLo=e . (4. lOb) 

We emphasize that this result is exact. 
On the event horizon r = r +, JL -t + (Xl as 

t -t + (Xl, while JL -t JLo as t -t - (Xl. This is just 
what one would have expected, since the (E) co­
ordinates are known to be incomplete at r + for 
t -t - (Xl. A full picture of the horizon r = r + is 
provided by viewing it in (K) coordinates; then the 
path equations become 

W(JL) = const 

(4.11) 

and are evidently complete. A similar result applies 
at r = r _, but with the time directions reversed; 
this too is consistent with the complete picture of 
this horizon when viewed from (K') coordinates 
(as in Fig. 7). 

Qualitatively similar results emerge when one 
analyzes the geodesics that approach r ± asymp­
totically (Le., as t -t ± (Xl). All timelike curves of 
this type reach a vertex such as u = v = 0 in a 
finite proper time and can be extended without dif­
ficulty; similar remarks apply to the null curves. 
There are others, necessarily spacelike, which ap­
proach r + from region {I} as t -t + (Xl (or r _ as 
t -t - (Xl), and these are in fact complete. 

V. Equatorial Geodesics 

The first integrals obtained in the previous section 
yield a complete description when 0 = 0 or 11' or 
when 0 = !11'. The former case, which corresponds 
to motion along the symmetry axis, has been in­
vestigated by Carter16

; we confine our attention, 
therefore, to the latter. Boyer and Price20 have 
shown that the orbit equation for equatorial geodes­
ics leads to a precession of the peri center in agree­
ment, through third order, with the approximate 
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calculations of Lensa-Thirring. In the present sec­
tion we concentrate on the qualitative features of 
geodesics in the strong field regions. Our analysis 
is patterned after the study of orbits in the Schwarz­
schild metric first carried out by Darwin27 and later 
extended by Mielnik and Pleba:6.ski.28 Of course, all 
these studies are largely academic exercises, since 
in realistic situations (except possibly the late phases 
of gravitational collapseS) the geometry in these 
regions, and hence the geodesics themselves, differ 
considerably from the empty-space results, due to 
the nonzero stress-energy tensor there. Nevertheless, 
the study of the Kerr metric, even as an ideal case, 
has, we believe, some real value, for it helps to 
clarify the role which angular momentum plays in 
general relativistic models. In particular, because 
the character of the orbits in the interior regions 
changes markedly as soon as the central body is 
given some angular momentum, it seems worth­
while to point out those features of Darwin's analysis 
which are unique to the Schwarzschild problem, and 
those which persist in the a ¢ 0 case as well. 

Null Geodesics 

It is simplest, and most instructive, to begin with 
the null rays. We normalize the affine parameter 
along the rays by taking 'Y = 1. Then the energy 
integral (4.5) reduces to 

(5.1) 

For convenience set (3 = 2m and introduce the 
dimensionless variables 

P = r/{3, A = l/{3, a = a/{3. (5.2) 

From (5.1) it is clear that turning points occur 
at the zeros of the cubic polynomial 

(5.3) 

The location of these zeros is thus fundamental 
to a qualitative understanding of the null tra­
jectories. 

Applying the rule of signs, we see that if;(p) = 0 
has always one real negative root: a ray sent in from 
r = - <X) is thus repelled and ultimately deflected 
back to - <x). (The outgoing principal null ray, with 
A = - a, is an exceptional case; it alone strikes the 
r = 0 singularity from this direction.) On the positive 
sheet there are consequently either zero or two 
turning points, depending on the relative magni-

17 C. Darwin, Proc. Roy. Soc. (London) A249, 180 (1959); 
A263 39 (1961). 

18 B. MIelnik and J. Plebatiski, Acta Phys. Polon. 21, 239 
(1962). 

tudes of a and A. If A2 < a
2 there are clearly no 

real positive roots, so collapse to the singularity 
inevitably occurs. Conversely, if A2 is sufficiently 
large, incoming rays reach a pericenter &nd return 
to infinity, while outgoing rays from r = 0 reach an 
apocenter and fall back in. Thus one expects that 
there should exist two critical impact p8.l"ameters, 
Al > 0 and A2 < 0 say, such that light signals spiral 
in to r = 0 if A2 < A < AI, and "bounce" back out to 
infinity otherwise. At these critical values of A, if;(p) 
has a double zero, which defines the corresponding 
critical radii PI, P2. A light ray at such a radius, and 
with the correct value for A, will travel around in a 
circular orbit indefinitely, but such an orbit is, of 
course, unstable. 

These predictions are borne out in the Schwarz­
schild case by Darwin's analysis. There, it may be 
recalled, the critical radii are both located at p = i 
(or r = 3m), and the critical impact parameters are 
A = ±3(!)t. Most importantly, there do not exist 
any light rays whose pericenters lie inside r = 3m. 
If one imagines the parameter a (or a) being in­
creased gradually from zero, one expects PI (a) and 
p2(a) to depart smoothly from the Darwin value, 
and this is precisely what happens. In fact, one can 
give fairly simple closed expressions for the critical 
radii. These must be double zeros of if;(p) &nd thus 
must satisfy the condition 

pep - !)2 _ 2a = O. 

Solving this by standard methods, one finds%t 

PI = ! + asec (t COS-I 2a), 
(S.4a.) 

pz = ! + a sec (t COS-I 2a + iT), 

provided that a :s: !; there is only one critical r&dius, 
at 

PI = ! + a sech (t cosh-1 2a), (S.4b) 

if a > t. (Note that PI is always larger than P2' 
This is to be expected, since the centrifugal barrier 
is stronger if A is positive.) 

However, when a ¢ 0 a completely novel feature 
emerges: for a small range of impact parameters, 
As :s: A < - a, peri centers exist inside the inner 
horizons, and, in fact, for all values of P between 0 
and p_. This remarkable property permits one to 
transmit information from one positive sheet to 
another by bouncing a light signal off a centrifugal 
barrier inside p_. 

J~ A third zero, PI = t + a sec(! C08-1 2a - f,..), has a 
somewhat different interpretation: it describes the maximum 
possible apocenter within the inner horizon. 
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This reeult is illustrated by Fig. 8, which shows 
the portion of the X-p plane in which light tra­
jectories are possible. The boundary curve separating 
allowed and forbidden regions is obtained from Eq. 
(5.3) with if;(p) = 0; it is given in explicit form as 

X = (1 - p)-I{ -a ± prep - p+)(p - p_)]i}. (5.5) 

Not surprisingly, the shape of this curve is qualita­
tively different in the two cases a < ! (where 
horizons exist) and a > ! (where they do not). 
In the latter case pericenters occur in the region 
p > PI for X positive [with PI given by Eq. (5.4b)], 
and over the entire region p > 0 for X negative. 

Timelike Geodesics 

A very similar analysis can be carried through 
for the timelike geodesics; it is complicated, however, 
by the presence of an additional energy parameter, 
PI = -"'{ or equivalently r = "'{2 - 1, which governs 
the type of motion that results. In the Schwarzschild 
case, it may be recalled, the minimum possible 
pericenter for a particle trajectory changes with the 
effective total energy r in the fashion shown by 
Fig. 9. There are no pericenters for p < !. To reach 
a point between ! < p < 2 and be deflected back 
out again the particle must come from infinity with 

A 
4 

FIG. 8. A diagram of the }..-p plane, showing ~he regions in 
which light trajectories can exist. Shaded regIOns are for­
bidden; their boundaries define the turning points for null 
rays. Two cases, a == 0.48 and a = 0.52, are showniTthe 
former contains horizons, at p_ = 0.36 and p+ = 0.64 . .Note 
the small forbidden region extending from p = 0 to p == p­
when }.. is negative in the former case. When a ~ i the two 
forbidden regions for}.. < 0 coalesce. 
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FIG. 9. Minimum pericenter for timelike geodesics as a 
function of effective total energy r, shown for a == 0, .3, .6. 
The graph for a = 0.3 has three components, corresponding 
to }.. < 0, p < p_,}.. < 0, and p > p+, }.. > 0; that for a==0.6 
has two components, corresponding to}.. < 0 and}.. > O. Note 
that the p < p_ portion (when it exists) covers the entire 
available energy range r ~ -1. Stable bound orbits in the 
exterior region occur for p > Per it, where Per It is the value 
of P at which the graph has zero slope-see also Fig. 11. 

positive energy. At p = 2 the required total energy 
is zero, and it decreases to a minimum value of 
r = -t at p = 3 (or r = 6 m). These features are 
reflected in the stability of circular orbits: they 
are stable if and only if p exceeds 3. We therefore 
recognize in the Schwarzschild problem three char­
acteristic radii-in addition to the famous "singu­
larity" at p = I-given by p = !, 2, and 3. Let us 
try to determine the corresponding characteristic 
radii in the Kerr metric. 

First of all, the minimum pericenters analogous 
to p = ! are given once more by Eqs. (5.4a) or 
(5.4b). But the striking feature of the null case per­
sists here as well: at all energies (i.e., for all r ~ -1) 
pericenters are found within the region 0 < p ~ p_, 

so that these minima are not absolute ones if a 
differs from zero. 

To see how the character of the motion changes 
as r is varied, a diagram of the X-p plane, showing 
allowed and forbidden regions for various values of 
r, may again be helpful (see Fig. 10). The turning 
points, which separate these two regions, are still 
given by the zeros of a cubic polynomial: 

1/i(PJ == r/ + / + (ra2 
- X2)p + (A + "'{a)2. (5.6) 

Solved explicitly for A, this gives 

X = (1 - p)-I{-",{a 

± [pcp - p+)(p - p_)(rp + I)]i), (5.7) 

analogous to Eq. (5.5). By studying the double 
zeros of 1/i(p) one constructs the plot of r vs minimum 
pericenter shown in Fig. 9. The critical energy cor­
responding to Darwin's value r erlt = -t splits into 
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FIG. 10. A portion of the A-p plane (cf. Fig. 8), showing 
regions in which timelike trajectories can exist. Graphs were 
plotted for a = 0.48 and for several values of r < o. In each 
case the allowed region lies to the left of the curve. An addi­
tional forbidden region, not shown on the graph, extends from 
p = 0 to p = p_, much like the one shown in Fig. 8. Allowed 
regions also exist on the negative sheet for r > o. Graphs 
(a) and (b) illustrate the case of no bound orbits; (c) has bound 
orbits for A < 0, (d) for A > 0 as well. 

two values, r:rit say. As Fig. 10 makes clear, stable 
bound orbits in the exterior region are possible if 
r;rit < r < 0 and A is negative; if r:rit < r < 0, 
they are possible for positive A as well. 

It is easy to see that r attains these critical values 
whenever the cubic polynomial 1/i(p) has a triple 
zero. Consequently, 

(5.8a) 

with Pori t in turn a real root of the following quartic: 

p4 _ 6/ + (9 - 60/)/ - 14elp + 9a4 = o. (5.8b) 

There are in general two such roots, with correspond­
ing critical energies r:rit, shown in Fig. 11. 

Exact Solutions; The Deflection of Light 

The above work is based almost exclusively on 
the energy integral, Eq. (4.5). This does not differ 
substantially from the corresponding formula in the 
Schwarzschild problem-at least, not as long as one 
restricts his attention to the equatorial plane-so 
that the solution for r(p.) should be basically the 
same. Indeed, on making the standard transforma­
tion u = llr one gets 

ii = u4B(u) 

with B(u) a cubic polynomial: 

B(u) = r + €fJu 

+ (ra2 
- nu2 + fJ(l + 'Ya)V. 

(5.9a) 

(5.9b) 

Hence u(p.) can be expressed in terms of elliptic 
functions. The other first integrals, for IjJ and t, 

do not yield so easily; however, the orbit equation 
is again relatively simple. One finds20 

dcp a A(u) 
du = D(u) ± D(u) [B(u) )t (5.10) 

with B(u) defined as above, and 

A(u) = l - fJ(l + 'Ya)u, 

D(u) = 1 - fJu + aV == a2(u+ - u)(u_ - u). 

The sign of the second term in Eq. (5.10) is to be 
chosen to agree with that of u. With a = 0 this 
reduces to dcpldu = ±l[B(u)rl, whose solution in 
terms of Jacobi functions is immediate. The general 
case requires elliptic integrals of the third kind, 
which are clumsier to deal with and not very il­
luminating; for this reason we avoided detailed dis­
cussions of exact solutions in the previous sections. 
For purposes of illustration, however, we think it is 
instructive and not too painful to work out one 
example in detail, and we accordingly derive here 
an exact formula for the deflection of a beam of 
light confined to the equatorial plane in the Kerr 
field. 

The total deflection Acp is obtained from Eq. 
(5.10) on integrating the right-hand side over a 
contour extending from u = 0 to the branch point 
u = lid at pericenter and back to u = 0 again. 
The first term, being analytic, does not contribute 

Peril 

6 

4 

2 

0.5 

1.0 

FIG. 11. Values of critical radii and corresponding critical 
energies, calculated from Eq. (5.8) for 0 :$ a :$ 1. Curves 
labeled ( +) have A > 0; those labeled ( - ) have A < O. Porit 
gives the minimum radius-in units of 2m-for which stable 
bound orbits are possible (excluding those orbits which pene­
trate the inner horizon and bounce back onto another sheet of 
the manifold). 
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to the total path integral, so one is left with 

l
1/d A(u) du 

flIP = 2 0 D(u) [B(u)]i' (5.11) 

To bring this to standard form, split the rational 
portion of the integrand into partial fractions, as 

A(u) A+ + A_ , 
D(u) = u+ - u u_ - u 

and write the cubic B(u) as 

(3(l + al(81 - U)(82 - u)(u - 8a) 

with 81 ~ 82 ~ 0 ~ 8a• By definition, 82 = l/dj the 
remaining two zeros can be expressed in terms of 
l, a and d as follows: 

81 = (Q + P - (3)/2{3d, 83 = -(Q - P + (3)/2(3d, 

(5.12) 

where 

P = del - a)/(l + a), Q2 = (P _ 2(3) (P + 3(3) 

have been chosen to agree as closely as possible 
with Darwin's notation. 

Introducing the further parameters 

k2 = 82 - 83 , 

81 - 83 

• 2 .1, -83 sIn 'Yo = ---
82 - 83 

one obtains after some manipulation 

flfJ = 4(l + a)-I(d/Q)l {A+(u+ - 83)-1 

X [Il(a!, k) - Il(1/;o, a!, k)] + A_(u_ - 83)-1 

X [Il(a:, k) - Il(1/;o, a:, k)]}, (5.13) 

where Il(,l, k), II (1/;0, 0/, k) are, respectively, the 
complete and incomplete elliptic integrals of the 
third kind. It can be shown that the above result 
reduces to flIP = 7r when {3 = O. This is of course 
to be expected, since the Kerr metric becomes flat 
for (3 = 0, and serves as a check on the intermediate 
calculations. In the limit a ~ 0 one finds A+ 
0, A_/(u_ - 83) = l, and a_ = 0, so 

flIP ~ 4(P/Q)i[K(k) - F(1/;o, kJ] 
• _0 

= 4(P/Q)iF(1/;I' k), (5.14) 

with cot 1/;1 = (1 - k2)! tan 1/;0, in agreement with 
Darwin's result. 

From Eq. (5.13) one readily deduces the cor­
rections to the familiar deflection formula due to 
rotation of the central body. We assume {3/d and 
a/ d small, and keep terms to order {3a/ d2

• Setting 

flIP = 7r + 0, 

where 0 is the deflection angle as usually defined, 
we find 

(5.15) 

This result has also been obtained by Skrotskii30 

using the weak-field metric of Landau-Lifshitz, and 
from a more general viewpoint by Plebaflski.31 The 
value for the correction term a/dis difficult to esti­
mate in the case of the sun, since its angular momen­
tum is not well known. Assuming essentially uniform 
rotation throughout its interior, at the rate 14.3 0

/ day 
observed for sun spots near the equator, one com­
putes a ~ 1.9 km and consequently aid ~ 3 X 10-6 

for a light ray grazing the sun's disk, which is unde­
tectable by several orders of magnitude. Measure­
ments of the solar oblateness are not inconsistent 
with a value of aid several times as large as this32 j 

however, this would require a mass quadrupole 
moment Q0 of order 10-4 M 0R0', which in tum 
would contribute a correction term to 0 of about the 
same magnitude.33 

Note added in proof: It has been pointed out by 
C. V. Vishveshwara (University of Maryland Tech. 
Rept. No. 589) that if one considers "stationary" 
sources and observers (Le., those whose world lines 
are the Killing trajectories a/at), then the surface 
of infinite red shift occurs at gil = 0, which does 
not coincide with the null horizon in the Kerr case 
(unless a = 0). 

ACKNOWLEDGMENTS 

Weare much indebted to Professor A. Schild 
and members of the Center for Relativity Theory of 
the University of Texas for their hospitality and 
many stimulating conversations. We are also grate­
ful to Brandon Carter for many helpful discussions, 
and for placing several unpublished results at our 
disposal. 

Added in proof: I acknowledge above all my debt 
to a dear friend, collaborator and co-author, whose 
penetrating insight and ingenuity were responsible 
for bringing this work to a successful conclusion . 
To the extent that this paper conveys these traits, 
it bears the imprint of his thought, and stands 
here as a memorial to his accomplishment.-R.W.L. 

30 G. V. Skrotskii, Dokl. Akad. Nauk SSR 114, 73 (1957) 
[English transl.: Soviet Phys.-Doldady 2,226 (1957)]. 

31 J. Plebanski, Phys. Rev. 118, 1396 (1960). 
at R. H. Dicke, Nature 202, 432 (1964), has suggested that 
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. F~r th? determi~tion of the tra~port coefficients. of a dense gas, the long-time behavior of the pair 
distnbution functl~n ~2 f~r smalll.ntermolecular dis~ances is obtained from a density expansion in 
~~ of the first ~stnbuti?n functi<?n Fl: On the basIS of t~e dynamics of small groups of particles, 
It IS shown t~t this expansIOn contaIns divergences so that It cannot be used for (a) the computation 
of the lonf~e .beha~or of Fs beyond O(n); (b) ~he demonstration of the decay of the initial state be­
y:ond O(n ). ~imilar diyergences are encountered In the computation of the transport coefficients from 
tIme-correlatIOn functIOns. The nature of the divergences suggests (a) there is no kinetic stage in the 
approach of a dense gas to equilibrium, in the sense of Bogoliubov' (b) a weak logarithmic density 
dependence of the transport coefficients. ' 

1. INTRODUCTION 

SINCE Bogoliubov'sl work in 1946 on the ap­
proach to equilibrium of a dense gas with central 

short-range intermolecular forces, his results have 
been reproduced by a great number of authors with 
a great variety of methods.2

-
e 

The basic idea was that due to the existence of 
three widely spaced basic relation times: the duration 
of a collision tooll (,...."I0-12 sec), the mean free time 
tmfP(,...."IO-

g 
sec), and a macroscopic time tmaer 

(,....,,10-11 sec); a dense gas not in equilibrium would, 
for a large class of initial conditions, approach to 
equilibrium in three well-separated stages. In each 
consecutive stage the system would be adequately 
characterized by fewer variables than in the pre­
ceding stage, viz., by those variables that vary slowly 
during the preceding stage. I , 7 ,8 This then leads to 
an approach of the gas to equilibrium first (after a 
time t » t ooll ) through a kinetic stage, where the 
state of the gas is characterized by the first dis-

• This paper is dedicated to Professor G. E. Uhlenbeck 
for his 65th birthday. 

1 N. N. Bogoliubov, 8tudie8 in 8tatiatical Mechanics I, J. 
de Boer and G. E. Uhlenbeck, Eds. (North-Holland Publishing 
Company, Amsterdam, 1962)hP. 5. 

1M. S. Green, J. Chem. P ys. 25, 836 (1956); Physica 24, 
393 (1958). 

• E. G. D. Cohen; Physica 28, 1025, 1045, 1060 (1962); J. 
Math. Phys. 4, 143 ~1963). 

'M. S. Green and R. A. Piccirelli, Phys. Rev. 132, 1388 
(1963). 

I I. Prigogine Non-EquiW)rium 8tatiatical Mechanics 
(Interscience Publishers, Inc., New York, 1962). 

I H. B. Hollinger and C. F. Curtiss, J. Chem. Phys. 33, 
1386 (1960). 

7 S. T. Choh and G. E. Uhlenbeck, "The Kinetic Theory of 
Dense Gases," University of Michigan Report (1958); 
E G D. Cohen Fundamental Problems in 8tatiatical Mechanics 
(North-Holland Publishing Company, Amsterdam, 1961), 
p.110. 

B G. E. Uhlenbeck, and G. W. Ford, Lecture8 in 8tatia-
tical Mechanics, (American Mathematical Society, Providence, 
Rhode Island, 1963). 

tribution function Fl alone and then (after a time 
t » tmfp) through a hydrodynamic stage, where the 
state of the gas is characterized by the five hy­
drodynamical quantities alone, viz., the local density 
nCr, t), the local velocity u(r, t), and the local tem­
perature T(r, t). 

For a description of a gas with additive inter­
molecular forces, the first and second distribution 
functions FI and F z, respectively, are usually suf­
ficient. In particular, for the computation of the 
transport coefficients in the hydrodynamical stage, 
the long-time behavior of Fl and F z, i.e., their 
behavior for times t » tmfp » tooll, is needed. The 
crucial assertion is then that, for such a gas in the 
kinetic state, i.e., after a time t » teoll, Fz would be 
a functional FZ(!FI) of Fl as far as its time depend­
ence is concerned. This then leads to a kinetic equa­
tion for Fl of the form 

(1.1) 

Here A is a time-independent operator acting on 
F l , which is obtained in the form of a density ex­
pansion. This equation then leads in the hydrody­
namic stage to hydrodynamic equations, in which 
the transport coefficients are obtained in the form 
of expansions in powers of the (local) density n. In 
particular, one finds the N avier-Stokes equations, 
with virial expansions for the viscosity 7] and the 
heat-conductivity X: 

7](n, T) = 7]0(T) + n7]l(T) + nZ7]z(T) + (1.2) 

X(n, T) = Xo(T) + nXl(T) + n2Xz(T) + (1.3) 

where 7]0 and Xo, obtained by Chapman and Enskog, 
and 7]1 and Xl, first obtained by Choh and Uhlen­
beck,7 are functions of the (local) temperature T. 

282 
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It should be stressed that the virial expansions (1.2) 
and (1.3) which are obtained for the transport 
coefficients are directly related to the existence of 
a kinetic equation (1.1), with a density expansion 
for A. The kinetic equation was obtained by Bogo­
liubov by seeking special solutions of the BBGKY 
hierarchy. 

This method has two disadvantages: (1) it is 
difficult in this way to characterize the general 
term; (2) no estimate of the error is possible. Both 
these disadvantages are circumvented by using clus­
ter expansions,2-4 which can be considered as gen­
eralizations to non-equilibrium states of the well­
known cluster expansions for a dense gas in equilib­
rium. 9 These cluster expansions enable one to ex­
press the probability densities in the many-particle 
system in terms of those for small groups of particles. 
In fact, in this way F 2 in an infinite system is ex­
pressed identically in terms of F 1 by a power series 
in the density, where consecutive terms, apart from 
a dependence on the initial state, depend on the 
dynamics of isolated groups of an increasing number 
of particles in infinite space, through time-dependent 
streaming operators [cf., Eq. (2.14)]. What one 
would have to show now to prove the existence of 
a kinetic stage, as proposed by Bogoliubov, is that 
for a large class of initial conditions after a time 
t » tQoll (1) the influence of the initial state on the 
time development of F 2 can be neglected, and (2) 
the streaming operators have attained their asymp­
totic values in time, so that the whole time depend­
ence of F2 is then through F1 only. This paper 
purports to show, however, that this is in general 
not so. In fact, it can only be shown to be true for 
the first two terms in the density expansion of F 2 

in terms F!. In general, due to the occurrence of 
divergences, one can neither show that the initial 
state is forgotten, nor that the whole time depend­
ence of F 2 is through F!. 

Similar divergences are encountered, if one at­
tempts to determine the long-time behavior of time­
correlation functions for a dense gas in equilibrium. 
In particular, it affects a computation of the trans­
port coefficients for a dense gas from equilibrium 
time-correlation functions.10 

In Sec. 2 we derive the cluster expansion for F 2 

in terms of F 1 using streaming operators. For a 
study of the existence of a kinetic stage, we rewrite 

, G. E. Uhlenbeck and G. W. Ford, in Studies in Statis­
tical Mechanics. I (North-Holland Publishing Company, 
Amsterdam 1962), p. 123. 

10 M. H. Ernst, J. R. Dorfman, and E. G. D. Cohen, Phys. 
Letters 12, 314 (1964); Physica 31, 493 (1965): M. H. Ernst, 
thesis, Uruversityof Amsterdam (1965). 

this expansion for F 2 identically as the sum of two 
expansions, one of which only involves the dynamics 
of isolated groups of particles, while the other one 
involves in addition the initial state of the gas. 
This can be considered as a formal solution to a 
statistical problem, which relates a many-particle 
property to that of small groups of particles. In 
Sec. 3 we study a dynamical problem, viz., the dy­
namics of isolated groups of three and four particles 
insofar as this is relevant for a discussion of the 
various terms in the cluster expansion of F2 • In Sec. 
4 we estimate, on the basis of the results obtained 
in Sec. 3, the various terms in the two cluster ex­
pansions mentioned above. This constitutes an ap­
proximate evaluation of the cluster integrals and 
therefore an approximate solution to an integral 
problem. ll 

It suffices for our purpose (i.e., the calculation 
of the transport coefficients) to consider F2 only for 
interparticle distances within the range of the inter­
molecular forces. We then find these expansions 
cannot be used to study the long-time behavior of 
F 2.12 In Sec. 5 we discuss some of the consequences of 
the results obtained in Sec. 4. 

2. STATISTICAL PROBLEM: CLUSTER EXPANSIONS 
OF THE FIRST AND SECOND DISTRIBUTION 

FUNCTION; BOGOLIUBOV'S RESULTS 

The long-time behavior of the first and second 
distribution function in a dense gas not in equilib­
rium can be discussed with the help of cluster ex­
pansions which can be considered as generalizations 
of those employed for the computation of the first 
and second distribution functions in a dense gas 
in equilibrium. As this has been discussed extensively 
before, we only repeat the main results.! We first 
consider a gas of N particles in a volume V. One 
introduces a set of D functions, which obey the 
Liouville equation and refer to probability densities 
of isolated groups of 1, 2, '" , s, ... , N particles 
in the volume V: 

aD.(x! ... x.; t) 
at 

{H.(X1 ... x.), D,(X1 ... x" t)} 

-x,(x! ... x,) D,(X1 ... x,; t). (2.1) 

11 For a dense gas in equilibrium only a statistical and an 
integral problem, but not a d;ynamical problem, have to be 
solved, to obtain the pair distnbution function in equilibrium 
(cf., Ref. 9). 

11 J. R. Dorfman and E. G. D. Cohen, Phys. Letters 16, 124 
(1965). Similar conclusions have been obtained by J. Wein­
stock, Phys. Rev. 140 A 460 (1965), and by E. A. Frieman and 
R. Goldnian, Bull. Am. Phys. Soc. 10, 531 (1965). See also K. 
Kawasaki and 1. Oppenheim, Phys. Rev. 139, A 1763 (1965). 
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Here 
• p2 • 

H,(XI •.. x.) = t.; 2:n + fu cp(T.;) (2.2) 

is the Hamilton function of 8 particles, where x, = 
q" P., and m is the mass of the particles and cp(TH) 
the central repulsive and additive intermolecular 
potential between molecules i and j, which has a. 
finite range To; 

• . 0 • 
X.(x l ... x.) = L Pi._ - L 8;;, (2.3) .-1 m oq. i<; 

1 

where 

8 .. = acp(T;;2.~ + ocp(Ti;) .~. (2.4) 
., oq, op. oq; ap; 

The solution of (2.1) can be written in the form 

D,(XI ... x.; t) 

= S~~(XI ... x.) D,(XI ... x.; 0), (2.5) 

where 

n2F2(XlX2; t) - n2F l (xl ; t)Fl (X2; t) 

= n2'Uixlx2; t) Dl(Xl ; t) D l (X2; t) 

+ n a J dXa 'Ua(XlX2Xa; t) n Dl(x;; t) + 
(2.10) 

Here the '11 operators are defined in terms of the 
S operators by 

'111 (Xl; t) = 1, 

'112 (X lX2 ; t) = ~Wl (X lX2) - 1, 

'Ua(XlX2Xa; t) = S:al (X lX2Xa) - S:2l (XlX2) 

- .S!2l(XlXa) - s!2l(X2Xa) + 2, 

with 

. 
X a.(xl '" x.; 0) II S!l)(x.), 

i-I 

(2.11a) 

(2.11b) 

(2.11 c) 

(2.12) 

where the a.(xl •.. x.; 0) characterize the correla­
tions of the initial state at t = 0: 

S~~(XI ... x.) = exp [ - tX.(xl ... x.)] (2.6) D.(xl • •• X.; 0) 

is the streaming operator associated with 8 particles. 
We normalize the D functions according to13: 

J D,(XI .. , x.; t) dXl ... dx. = V'. (2.7) 

The distribution functions for 1, 2, ... , 8, .•. 

particles in an infinite system (N, V ~ <Xl, N IV = n) 
can be defined by 

F.(XI •.• x.; t) 

I · V· J J dx d DN(Xl'" XN; t) 1m • .. .+1 ••• XN 
N.V_w V N 

N/V-" 

(2.8) 

and can be expanded in terms of Dl functions. 
One obtains the following expansions for Fl and 

F 2 : 

nFl(xl ; t) = n'Ul(xl ; t) Dl(Xl ; t) 

+ n2 J dX2 'U2(XlX2; t) Dl (Xl; t) Dl (X2; t) 

+ ~~ J dX2 J dXa 'Ua(XlX2Xa; t) n Dl (X;; t) + ... , 
(2.9) 

13 We are indebted to Professor T. Y. Wu for pointing out 
to us that the normalization previously used (cf. Ref. 3) is not 
correct in that it leads to F and D functions of different dimen­
sions. The present normalization does not suffer from this 
objection. 

. 
= a.(xl .,. x.; 0) II Dl(x.; 0). (2.13) 

The expansions (2.9) and (2.10) for Fl and F 2 , 

respectively, are identical to expansions given be­
fore3 except that in (2.9) and (2.10) the initial state 
correlations have been taken into account through 
the a.(xl .. , x.; 0). 

If there are no correlations between the 8 mole­
cules 1 ... 8 at t = 0, then the a.(xl ... x.; 0) = 1. 
We restrict ourselves to initial states, with cor­
relations over distances of the order of the range To 

of intermolecular forces, i.e., the a.(xl ••• X.j 0) 
(8 = 2, 3, 4, ... ) are only unequal to 1 if two or 
more of the molecules are within a distance of the 
order of To. a 

The various terms in the expansions (2.9) and 
(2.10) can be represented by the same (connected) 
diagrams as the corresponding terms in the activity 
expansions of the density n and pair distribution 
function in equilibrium, respectively. The expansions 
(2.9) and (2.10) cannot be used to obtain the long­
time behavior of Fl and F 2 ; they can only be used 
for times t « tmfp due to the occurrence of secular 
terms, i.e., of terms which grow with time. Thus, 
for example, the secular behavior of the second 

14 If one would assume a correlation length lo > To at t = 0, 
one would introduce a new length lo into the problem and one 
could not expect the existence of a kinetic stage after t > > 
tooll for such initial conditions. 
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term on the right-hand side of (2.9) follows directly 
from the fact that the integrand of this term is 
different from zero for all phases of particle 2 at 
time t such that a binary collision between the 
particles 1 and 2 occurs in the time interval between 
o and t, due to occurrence of the operator ~Wl (XIX2).15 
This happens whenever particle 2 is within the 
collision cylinder with respect to particle 1. As the 
volume of this cylinder grows proportional to t, this 
implies that also the volume in the phase space of 
particle 2, which contributes to the term mentioned, 
grows ""-'t, so that the term itself in general grows 
",t [cf., Fig. l(a)]. Similarly, contributions of two 
successive binary collisions between the particles 
1, 2, and 3 in the time interval from 0 to t grow 
",e, as the volume in the combined phase space of 
particles 2 and 3 associated with these events grows 
,....,t' [cf., Fig. 1 (b)]. 

In general, the coefficients of n 1 in the expansions 
(2.9) and (2.10) contain contributions which grow 
with powers of t. The leading contribution to the 
term n l in nFI is ,,-,(t/tooll)I-\ while in n2F. it is 
",(t/tooll ) 1-., respectively. The expansions can be 
used up to times t for which (nr~)(t/tooll) « 1 or for 
t « tmlp (cf., Ref.1).16 

In order to obtain improved expansions for F 1 

and F2 which can be used for times t »tmlp, one 
eliminates the secular contributions mentioned above 
from the expansions (2.9) and (2.10). This has been 
achieved in two ways. One way is to use dynamical 
and combinatorial arguments to classify the secular 
terms in the DI expansions of Fl and F 2 • One then 
shows that certain terms, which give rise to the 
secular behavior in the Dl expansion of F 2, can be 
grouped together, using the DI expansion of Fl' In 
this way one can obtain an expansion of F. in terms 
of Fl. This method has been followed by Green and 
Piccirelli.4 Another way, and the one we use here, 
is to eliminate the Dl between the expansions (2.9) 
and (2.10). This then also leads to an expansion of 
F2 in terms of FI instead of in terms of DI. 

In both cases one subsequently uses the first 
hierarchy equation between FI and F2 to obtain a 
second relation between Fl and F2 • As has been dis­
cussed before,a the elimination of the Dl between 
the expansions (2.9) and (2.10) of nFl and n

2
F2 

can be performed in a completely analogous way 
as the elimination of the activity between the activ-

FIG. 1. Secular contribu­
tions to FI and F •. 

tJ\1 2 t;Y12 3 
o (0) 0 (b) 

ity expansions of the density n and the pair distribu­
tion function in a dense gas in equilibrium. 

Then, solving nDl in terms of nFl from (2.9) and 
substituting this into (2.10) yields the following 
expansion of n2F2 in terms of nFI: 

n2F2(x IX2; t) = n2S:2l(XIX2)FI(XI; t)Fl (X2; t) 

+ na J dXa 5:al (XIX2 I xa) IT FI(x.; t) + 
i-1 

(2.14) 

where 
-(al ( :3, (XIX. I xa) = S,al(XlX.Xa) - S:2l(XlX2)S:2l(XIXa) 

- S:·l (XlX2)S:2l (x2xa) + S:2l (X I X2 ). (2.15) 

The various terms in (2.14) can be classified by the 
same diagrams as the corresponding terms in the 
virial expansion of the pair distribution function in 
equilibrium. 5:4l (XIX. I XaX4) can be obtained from 
elsewhere.3

•
4 For further investigation of the ex­

pansion (2.14) it is convenient to write (2.14) iden­
tically as the sum of two contributions, one of which 
contains the influence of the correlations present in 
the initial state. Thereto we introduce to the 
a.(xi ... X.; 0) cluster functions UI(XI '" XI; 0) 
which characterize the correlations at t = 0: 

U.(X1X.; 0) = a2(xlx2; 0) - 1, 

Ua(XIX2Xa; 0) = aa(XlX2Xa; 0) - a.(x1x2; 0) 

- a.(x1xa; 0) - a2(x2xa; 0) + 2, 

etc. 

(2.16a) 

(2.16b) 

(2.16c) 

With the help of the U functions we rewrite the 
expansion (2.14) as 

n' F • (XIX. ; t) 

= n'F.(xlx.; t I F l ) + n2C.(xIX.; t), (2.17) 

16 Strictly speaking, a dynamical as well as an integral where 
problem already enter here. As their discussion is elementary 
we postpone a detailed treatment to the next sections. 2F ( t IF) 2F(Ol( IF) 

16 It should be noted that the coefficients of nl in the expan- n • XIX.; 1 = n 2 XIX2; t 1 
sions (2.9) and (2.10) are not power series in t, due to the occur-
rence of tenns which depend logarithmically on t (see Sec. 4). + n8F~1l(XIX2; t I F l ) + .... (2.18) 



                                                                                                                                    

286 J. R. DORFMAN AND E. G. D. COHEN 

with 
F~O) (XIX,; t I F I) = 3!2) (xlx,)F I (XI; t)F I (x,; t), (2.18&) 

Fil ) (XIX2; t I F I) = J dxa :3!') (XIX, I xa) IT F I (x.; t), (2.18b) 

etc., while 
(2.19) 

with 
2 

C!O)(XIX2; t) = S~:(XIX,)u,(XIX,; 0) II S!Il(x.)FI(x,; t), (2.19&) 
i-I 

C!I)(XIXt; t) = J dx, ({S:I/(XIX2xa)Ua(XIX2X8; 0) + [s:8NXIX2Xa) - S:2/(XIX,)S!1)(XI)S~1(xIXI)]Ua(XIXI; 0) 

+ [S:8/ (XIX,Xa) - S~21) (XIX2)S!1l (x,)S~21 (X,Xa)]Ua(X,Xa; 0) 

+ [S~8/ (XIX,Xa) - S~2/ (XIX2)S~I/ (Xa)]Ua(X1Xt; O)} IT S!I) (x,) 

- S~JNXIX,)Ua(XIX2; O)S!I)(XI)S!I)(Xt)[ S!2) (XIXa) + S!2) (X2Xa) J) IT FI(x,; t). (2.19b) 

Here 
I 

S!')(XI ... x,) = S~ll(xl ... x,) II S!ll(x,), (2.20a) 
i-I 

while 

:3!I) (XIX2 I xa) = S!') (XIX,X2) - S!2) (XIX,)S!2) (X1xa) 

- S!')(X1X2)S!')(X2Xa) + S!2) (X1X2)' (2.20b) 

The contributions of order n I in C, follow directly, 
with (2.16), from the term of order n l in (2.14). In 
the expansions (2.17)-(2.19) no approximations have 
yet been made. In order now to obtain the results of 
Bogoliubov for the long-time behavior of F 2, one 
would have to show that, for the class of initial con­
ditions mentioned above, for times t » teoll: 

(1) the initial condition term C,(XIX2; t) can be 
neglected; 

(2) the F2(XIX2; t I FI) can be replaced by its 
asymptotic value, as far as its time dependence 
through the S operators is concerned, so that its 
whole time dependence is through FI (x; t) only, viz., 

n'F2(xIX2; t I F 1) ==* n'F2(xlx, I FI), 

where 

n2 F 2(XIX, I F I) 

= n2F~O)(XIX, I FI) + naF~1l(XIX2 I F I ) + 
= n2S~2)(XIX2)FI(XI; t)FI(X2; t) 

This implies that one can replace for t » too11 all 
s, operators in (2.14) by S"" operators, thereby tacitly 
assuming that the F2 (l) (XIX2; t I F I ) no longer 
contain secular terms.17 As the only characteristic 
length in each order of n for both F2 (t I FI ) and C; 
is the range of the forces ro, one would expect that. 
the characteristic time for the C!l) to become zero 
and for F 2 (t I F I ) to approach the Bogoliubov 
functional F2 ( I F I ) would be too11 ' 

It has been shown that if nFI is the equilibrium 
Maxwell-Boltzmann distribution function, the func­
tional F2(xIX21 F I ) given by (2.21) exists and reduces 
term by term to the known virial expansion of the 
pair distribution function of a gas in equilibrium.s.ls 

If the functional F 2 (X I X 2 I F I ) of (2.21) would 
also exist for a large class of FI outside equilibrium, 
then a kinetic equation for FI as well as virial ex­
pansions for the transport coefficients are obtained. 
For, introducing F2(XIX2 I FI) of (2.21) for F 2 (XIX2; t) 

into the right-hand side of the first hierarchy equa­
tion: 

17 Previously we wrote F 2(xlx2; tIFI ) of (2.17) identically as 
the sum of two terms, one of which is the Bogoliubov func­
tional F2(XIX,!Fl), while the other was called the asymptotic 
correction term C2• (a) E. G. D. Cohen, in Statistical Mech­
anics of Equilibrium and Non-Equilibrium, J. Meixner, Ed. 
(North-Holland Publishing Company, Amsterdam, 1965), 
p.140. (b) E. G. D. Cohen, "On the Statistical Mechanics of a 
Moderately Dense Gas not on Equilibrium," Boulder Lec­
tures (1965) (c) J. R. Dorfman, in Dynamics of Fluids and 
Plasma8 (Interscience Publishers, New York, to be pub­
lished). The sum C, + Ct is with trivial modification identical 
to the error term of Green and Piccirelli.' The absence of 
secular terms in F2(xlx2; t1F1) implies then that Ct -+ 0 as 
t -+ 0>. 

+ nS J dxs :3~S)(XIX, I xa)FI(xl ; t) 

X FI(x,; t)FI(xa; t) + .... (2.21) 18 R. A. Piccirelli, J. Math. Phys. 7, 922 (1966). 
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(2.22) 

leMls to a self-contained equation for F I, in which 
the right-hand side is given in the form of a density 
exp!l.Ill!ion, viz., 

aFI + 12. aFI = A(IF) at m aql I , (2.23) 

where 

A~IFI) = AI(xl I FI) + nA 2(x l 1'1) + ... , (2.24) 

with 

AI(xl I F I) = f dx2 81JF~O)(XIX2 I F I), (2.24a) 

(2.24b) 

etc. As A is a time-independent operator on F l, 
Eq. (2.24) is called a kinetic equation. As AI(xl I F I) 
C!l.n be reduced to the usual Boltzmann collision 
operator, Eq. (2.23) can also be called a generalized 
Boltzmann equation. It has been shown 7 that this 
equation leads for times t » tmfJ) to the N avier­
Stokes equations of hydrodynamics, in which, due 
to the density expansion (2.24) for A( I F 1), the 
transport coefficients TJ and A are obtained in the 
form of virial expansions. 

The cluster expansions employed in this section 
ca.n also be applied to obtain the long-time behavior 
of time-correlation functions in a dense gas in equilib­
rium. In particular, they can be used to obtain the 
transport coefficients in a dense gas from the time 
correlation function expressions for these coeffi­
cients.lo.17a In Appendix A, we briefly indicate the 
close parallel between the cluster expansions given 
a.bove for the computation of the long-time behavior 
of the distribution functions and those appropriate 
for the corresponding problem for time-correlation 
functions. As the discussions of the following sections 
for the distribution functions can be applied with 
only minor modifications also to the case of the time 
correlation functions, we mainly restrict the dis­
cussion to the distribution functions. 

3. DYNAMICAL PROBLEM 

The cluster expansions of the distribution func­
tions in an infinite system discussed in the pre­
ceding section were all made with the help of stream­
ing opera.tors involving the dynamics of 2, 3, 4, ... 
isolated particles in infinite space. Therefore the 
discussion of the various terms in these expansions 
and in particular the discussion of the long-time 

behavior of F2(lhX2; t I F l) and the existence of the 
Bogoliubov functional F2 (x I X21 F 1) depends crucia.lly 
on the properties of these operators. 

The streaming operators transform the phases 
of a group of particles a.t a certain time t into those 
at another time. Thus S<':! (XI ... x,) tr!l.nsforms the 
phases Xl ... X, of the particles 1 ... 8 Itt time t 
into those a time t earlier, i.e., at t = 0, if the pMticles 
move in infinite space under their mutu!l.l inter­
action only. 

Therefore one has to consider the dynamics of 
isolated groups of 2, 3, ... particles in infinite sp8.Ce. 
We can restrict ourselves for the discussion of the 
transport coefficients to a computation of FI for 
times t » teoI1 and for configurations of the particles 
1 and 2 at time t such that their distance ru ::::;"'ro. 
As a result, in this paper we confine ourselves" to 
a discussion of the dynamics of groups of 2,3,4, : .. 
particles, where the particles 1 and 2 are colliding 
at time t. The basic dynamical problem is therefore 
the following19

: What are the possible dynamical 
events for two particles 1 and 2 or for three particles 
1, 2, and 3, etc. between time t = 0 and the time 
t » teo)) of interest, such that particles 1 and 2 collide 
at t? Furthermore, as the u functions in G, depend on 
the phases of the particles at time t = 0, we are 
also interested, for a discussion of G" in the initial 
phases of the particles at time t = 0 that lead to the 
phases at time t. A collision between two or more 
particles takes place when the mutual distance be­
tween each particle and at least one other of the 
group is smaller or equal than roo A collision is in­
dicated by writing the particles involved between 
brackets. The dynamical events between 0 and t 
can then be characterized by writing from right to 
left the collisions as they occur between 0 and t (cf., 
Fig. 2). For a discussion of F2 and G, not only se­
quences of real collisions that actually take place 
are of importance but also imaginary (hypothetical) 
collisions which would have occurred but for the 
presence of other particles (see also Refs. 4, 20, and 
21, and reference in Footnote 19). These imaginary 

18 We should remark that due to the occurrence of S opera­
tors, i.e., 8,O)-operators in addition to 8_,c.) operators in the 
integrands of FICI) and C ,(I), more complicated configurations 
or events are possible than are considered here [J. V. Sengers, 
Phys. Fluids 9, 1333 (1966)]. Thus, for example, the opera­
tor s,ca)(XIX,xa) applied to a configuration of the particle 1, 2, 
and 3, where r12 < ro and ru ... O(ro) can transform this 
configuration into one where ru < ro and ru = O(ro). Al­
though such dynamical events contribute to FICI) and C ,(I) 

they are not relevant for a discussion to the existence of F20) 

and the vanishing of C ,CI) for large t. Therefore we restrict; 
ourselves to dynamical events associated with 8_,(') operators 
only. 

10 S. Ono and T. J. Shizume, Phys, Soc. Japan 18,29 (1963). 
11 J. Weinstock, Phys. Rev. 132, 460 (1963). 
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'/tr 'tx'i\\ 
o (a) 0 (b) 0 (e) 

:W'~ '1K 
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FIG. 2. Basic collisional events of three particles (bu~ .rot 
permutations) between p.and t, leading to a binary col~lOn 
at t. (a) one binary collisIOn: (12); (b) two .s\fccesslve bmary 
collisions: (1~)(23)22: (c) .genmne tnple c?lJislOn (123); thre~ 
successive bmary coillillons: (d) reco~lon.: (12)(13~(~2), 
(e) cyclic collision: (12)(23)(31): (f) Imaginary collisIOn: 
(12)(23)(13); (g) four successive (real) binary collisions: 
(12)(23)(12)(13). 

collisions will be distinguished from the real col­
lisions by a bar. Thus we have: 

(1) Case of two particles. As two isolated particles 
in infinite space can at most suffer one collision, no 
(other) collision between the particles 1 and 2 can 
occur before t. As furthermore t » tooll , the phases 
of the particles 1 and 2 at t = 0 are such that r12» roo 

(2) Case of three particles. The possible dynamical 
events between time 0 and t » tooll leading to a 
(12) collision of the particles 1 and 2 at time t can 
be classified as follows: (a) one binary collision, i.e., 
only the collision (12) at t occurs and no other [Fig. 
2(a)]; (b) two successive binary collisions, i.e., the 
collision (12) at t takes place after a previous binary 
collision (13) or (23) at a time 0 ::::; T < t has finished 
[Fig. 2(b)]22; (c) a (genuine) triple collision at t, 

22 There is also the possibility of an imaginary collision (13) 
or (23) in addition to the (real) (12)-collision at t. Jus~ as the 
event sketched in Fig. 2(b) these events do not contnbute to 
F2(1) and C1(1). We assume furthermore, in view of t~e d!scus­
sions in Secs. 4, that for the case of strongly repulsIve mter­
molecular forces considered in this paper, a genuine triple 
collision at time t cannot be preceeded by one or more sucesslVe 
binary collisions, unless they take place a time tooll before t, so 
that the whole sequence of events can be considered as an 
"extended" triple collision. Similar considerations apply to 
those extra events that can occur due to the presence of 8,<1) 
operators in the integrands.19 

i.e., particle 3 interacts with particle 1 or particle 
2 or both at t [see Fig. 2(C)]22; (d) three successive 
binary collisions. The binary collisions before the 
(12)-collision at t can be real or imaginary (hypothet­
ical) depending on whether a binary collision really 
takes place [Fig. 2(d), (e)] or would have taken place 
between the two particles involved but for the 
presence of a third particle [Fig. 2(f)]; (e) four or 
more successive binary collisions. The existence of 
four real successive binary collisions between three 
hard spheres [Fig. 2(g)] in two and three dimensions 
has been found by Foch and Cohenl7a .b and by 
Thurston and Sandri. 23 That this is also the maxi­
mum number of real successive binary collisions 
between three hard spheres has been mentioned by 
Sandri23 and has been proved by Murphy.17b. 24 

(3) Case of four particles. The possible collisional 
events between time 0 and t » tooll leading to a 
(12) collision at t can be classified as follows: (a) One 
binary collision (12) at t while the particles 3 and 
4 do or do not collide between 0 and t; (b) events 
involving only three out of the four particles [leading 
to a (12) collision at t], while the fourth particle 
does not participate in any collision between 0 and 
t; (c) a (genuine) quadruple collision at t; (d) at 
least one genuine (real or imaginary) triple collision 
takes place before (12) at t [Fig. 3(a), (b)]; (e) four 
or more successive (real or imaginary) binary col­
lisions among four particles. [Fig. 3(c)-(g)]. 

We distinguish between: (el ) reducible sequences 
of collisions, where not all collisions in the sequence 
from 0 to t are essential for the phases of the four 
particles at t. A sequence is reducible if upon removal 
of one of the particles from consideration, the phases 
of the three remaining particles at time t are con­
sistent with a sequence of collisions between 0 and 
t which differs from the original sequence by the 
absence of one collision, involving the removed 
particle, while all the other collisions remain un­
changed [Fig. 3(c), (d)]; (e2) irreducible sequences, 
where all collisions in a sequence are essential, in 
the sense defined above, for the phases of the four 
particles at t [Fig. 3(e), (f), (g)]25 

We omit a more detailed analysis of the dynamical 
events between four particles, as this is not essential 
for the purpose of this paper. We remark, however, 
that no results as mentioned in (2e) for three par­
ticles are at present available for four particles, 

sa W. Thurston and G. Sandri, Bull. Am. Phys. Soc. 9, 387 
(1964). See also G. Sandri, R. D. Sullivan, and P. Norem, Phys. 
Rev. Letters 13, 743 (1964). 

S4 T. J. Murphy (to be published). 
,. The two successive binary collisions mentioned before in 

(2b) are also of the reducible type (el). 
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i.e., the maximum number of successive real binary 
collisions between four particles is not known. 

4. INTEGRAL PROBLEM: ESTIMATES 

The dynamical studies of the previous section 
are needed to discuss the long-time behavior of F 2 

on the basis of the cluster expansions of Sec. 2. 
In particular, they can be used to discuss the long­
time behavior of the coefficients Fil) (X1X2; t I F l ) 

in the expansion of F2(X1X2; t I F l ) and the decay of 
the initial state correlations with time through the 
coefficients C~I) (X1X2; t) in the expansion of C;(X1X2; t) 
for fixed Xl and X2 with Tl2 ~ To at t. 

(a) F~O) (X1X2; t I F1) and ClO) (X1X2; t) 

For Tl2 ~ To at t and t » tcoll one has 

F~O) (X1X2; t I F 1) = F~O) (X1X2 I F 1) 

s~) (X1X2)F 1 (Xl; t)F 1 (X2; t), (4.1) 
while 

(4.2) 
as 

S~2i(X1X2)U2(X1X2; 0) = O. (4.3) 

The equations (4.1) and (4.2) are in agreement with 
Bogoliubov's results. 

(b) F~ll (X1X2; tlFl) and C~ll (X1X2; t) 

Using (4.3) and that (cf., Footnote 22) 

s~ai (X1X2Xa)Ua(X1X2Xa; 0) = 0, (4.4) 

the initial condition term C~ll given by (2.18b) can 
be reduced to 

C!1l(X1X2; t) = J dXa ([S~:(X1X2Xa) - S~:(X1X2)S?)(Xl)S~:(X1Xa)]~(X1Xa; 0) 

+ [S~:(X1X2Xa) - S~:(X1X2)S!1)(X2)S~:(X2Xa)]U2(X2Xa; 0) 

a 

+ S~:(X1X2Xa)U2(X1X2; O)} II S!ll(x;)Fl (Xi; t). (4.5) 

We now prove the existence of F~ll (X 1X2 ; t I F 1) 

given by (2.18b) as well as the vanishing of 
C~l) (X1X2 ; t) for t ~ <Xl by estimating the volume in 
the phase space of particle 3 of those phases Xa 

of particle 3, that contribute to F(l) (X 1X2 ; t I F l ) 

or to C~ll (X1X2; t), respectively. 
First we remark that the structure of the operator 

:J~a) (X1X2 I xa), is such that of the events listed above 
under (2), only those of (2c)-(2e) contribute to F~l) 
of (2.18b).26 This is a consequence of the fact that, 
for all dynamical events, with the exception of the 
genuine triple collision, the S!a) operator factorizes 
into a product of S!2) operators.17b 

Thus only for such phases Xa of particle 3 that in 
the time interval between 0 and t a triple collision 
or a sequence of 3 or more successive binary col­
lisions occur, is a nonvanishing contribution to 
F~ll (X1X2; t I F 1) obtained. 

Similarly, the structure of the integrand of C~l) 
is such that the only contributions to the integral 
on the right-hand side of (4.5) come from dynamical 
events as listed under (2d) and (2e) above. In fact, 
only for such phases Xa of particle 3 for which, in 

sa In addition to these events, there are also contribution 
from events mentioned in Ref. 19 but, as stated before, they 
are not relevant for our considerations (see Ref. 22). 

i-I 

IW( If 'J<1 
o (0) 0 (b) . 0 (e) 

tv;;<. ' 
: 
I 

o ,,: .... 
O--;-(d""") -- (e) 

I~ 
O-'(g:-;")--

FIG. 3. Basic collisional events of four particles (but for 
permutations) between 0 and t leading to a binary collision 
at t. (a) real triple collision before (12): (12)(23)(124); (b) 
imaginary triple collision before (12): (12)(23)(134); four 
successive binary collisions before (12): reducible; (c) 
(12)(13)(12)(14); (d) (12)(13)(23)(34) irreducible; (e) (12)(13) 
(24)(12); (f) (12)(13)(24)(12); (g) (12)(34)(23)(12). 
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the time interval between 0 and t, 3 or more suc­
cessive binary collisions occur of which one binary 
collision occurs at t = 0 in addition to the one at 
t, a nonvanishing contribution to e~1) (XIX2; t) is 
obtained. That one of the binary collisions has to 
take place at t = 0 is due to the cluster property 
of the U~. 

On the basis of the preceding considerations one 
can make the following estimates for t » tool I: 

F~1)(XIX2; t I F1) = F~1)(XIX2 I F1) + CXI(t.oll/t),(4.6) 

(4.7) 

where al depends on the intermolecular potential 
and F I, while (31 depends in addition on the initial 
state 

The result (4.6) has also been obtained by Green 
and Piccirelli.4

•
27 

The details of the computations that lead to 
(4.6) and (4.7) are given in Appendix B. The es­
sential features that lead to the given time depend­
ences are simple and are presented here. We restrict 
ourselves to a discussion of the case of a recollision 
with the first (12) collision taking place exactly at 
t = 0 [cf., Fig. 2(d)]. All other basic events sketched 
in Fig. 2 involving three successive binary collisions 
allow a similar discussion. The volume of the phase 
space of 3 associated with more complicated dy­
namical events as well as with the four-collision 
event sketched in Fig. 2(f), for example, cannot 
exceed that associated with the three-collision events 
because for these dynamically more complicated 
events to occur, more severe restrictions are placed 
upon the phase space of particle 3, than for the three­
collision events. Also, the phase space associated 
with genuine triple collisions is finite, since all three 
particles have to be within distances of O(ro) of each 
other. Therefore for a discussion of F~1) (XIX2' t IF) 

d f e
(1) , I 

an 0 ,(X1X2; t) we can restrict ourselves to the 
events of (2d). As we are only interested in ques­
tions of convergence, it suffices for our purpose 
to ascertain whether the phase space associated 
with recollisions (12) (13) (12) to e~1) and F(1) re­
main finite. We first consider their contributi~ns to 
e~ll. 

Mter the first (12)-collision at t = 0, particle 1 
moves away from particle 2 with a relative velocity 
V21' Particle 3 must then hit particle 1, for instance, at 
a time T < t in such a way that particle 1 collides with 
2 again at time t after the first (12) collision. For this 
to occur for fixed velocity Va of particle 3 and for 

~7 A related result has been obtained by S. Ono and T. J. 
Shizume (see Ref. 20). 

large T » tooll , which suffices for our purpose, 
particle 3 must hit particle 1 in such a way that the 
apseline of the (31) collision is in a solid angle 
""r~/(v2It)2, where V21 = IV21I. This implies that for 
large T the configuration space of particle 3 is re­
stricted to a volume of the order of magnitude of 
""[r~/ (V2It)2]<Ttot, where <Ttot is the total cross section 
for the (32) collision. Because this result holds for 
every Va, integration over Va does not change the 
result. Thus the volume in the phase space of particle 
3 associated with nonvanishing contributions to 
e(1) d t llis' . fi' • ue 0 reco IOns remaIns mte as the con-
tributions due to large T decreas~ with time 
""(tooll/t? for t » tooll ' 

On the basis of this discussion we can also estimate 
the phase space of particle 3 associated with the 
contributions of recollisions to F~1) (XIX2; t I F 1). 

For a recollision to contribute to F~1), the first (12) 
collision must take place in the time interval be­
tween t = 0 and t, say at t'. We can now estimate 
the total volume in the phase space of particle 3 for 
large t - t'. Thereto we simply take, for varying 
t' and for t - t' » toolh the sum of the volumes of 
those regions of the phase space of particle 3 for 
which one (12) collision occurs at t' and another a 
time t - t' later at t. This leads to a volume in the 
phase space of particle 3 that remains finite as the 
total contribution for large t - t' decreases as the 
time integral of that which occurred in e(1) l' e I , •• , 

""(tooll/t) for t » tooll ' 
As at least the srune time dependence is obtained 

for the volumes in the phase space of particle 3 that 
contribute to e~1) and F~1) for all other possible 
collisional events, and since the number of these 
events is finite, the conclusions reached above viz. 
th t F

(1) . . ' , 
a 2 remaIns fimte and that e~1) vanishes in the 

limit t ~ 00, are generally valid. It is of interest to 
consider in addition to the three-dimensional case 
the two-dimensional case. Then although the e~l) 
still goes to zero, the F~1) (XIX2; t I F I ) does not exist 
for t~ 00; in fact F~1) diverges logarithmically with 
t, viz., in two dimensions, 

F~1)(XIX2; t I F I ) I"oJ O[ln (t/tooll)], 

e~1)(XIX~; t) = (3Wooll/t). 

(4.8) 

(4.9) 

This is also proven in Appendix B. These results can 
be easily understood on the basis of the simple 
phase space arguments presented above. For instead 
of a solid angle ",,(rO/v2It)2, one now h~ only a 
plane angle ""(rO/v21t) to consider, which leads im­
mediately to the results (4.8) and (4.9). 

From (4.6) one can conclude that also the 



                                                                                                                                    

DIFFICULTIES IN THE KINETIC THEORY OF GASES 291 

Bogoliubov functional Fill (XIX2 I F I ) given by (2.21) 
exists. Bogoliubov's results have thus been shown 
to be valid up to terms of O(n) in F 2 • In the next 
order, however, and already in this order in two 
dimensions, the Bogoliubov functional cannot be 
shown to exist anymore. 

(c) F~2' (X ,X2 ; t I F,) and Cf' (XtX2; t) 

The structure of the operator :J!4) (XtX2 I X3X4) 
is such that the only contributions to F~:I)(XIX2; t I F1) 

come from the dynamical events listed under (3c), 
(3d), and (3e2)' 

Similarly the structure of the integrand of C!2) 
is such that the only contributions to C~2) come from 
(3d) and (3e2) , where in both cases, in addition to 
the (12) collision at t, at least one collision of the 
sequence occurs at t = O. 

On the basis of these considerations one can make 
the following estimates for t » tooll: 

F~2)(XIX2; t I F I ) '" O[In (t/t.oll )], 

C!2) (X IX2 ; t) = fJ2(toOll/t). 

In two dimensions these estimates become 

(4.10) 

(4.11) 

(4.12) 

C!2)(X t X2; t) '" O[In (t/t.oll)]' (4.13) 

The proof of formulas (4.10)-(4.13) can be found 
in Appendix B. These results can be understood in 
the same simple way as those for F~I) and C~l) before. 
Thereto we consider, for example, the contributions 
of the events of Fig. 3(f) to C~2) • Fixing first the phase 
of particle 4 (in addition to those of particles 1 and 
2), the volume in the phase space of particle 3 for 
large t contains a contribution which decreases with 
increasing t '" (tooll/t)2. Integrating now over all the 
phases of particle 4, i.e., over the collision cylinder 
of 4 with respect to 2, leads to a factor "'(tit.oll )' 
A similar discussion applies to the event of Fig. 
3(g). The total volume of the events mentioned in 
the combined phase spaces of the particles 3 and 4 

) h C(2) • decreases therefore ,,-,(t.oll/t, so t at 2 eXIsts. 
However, from this follows also that Fi2

) (XIX2 ; t I F I ) 

contains contributions which grow with time 
'" In (t/t.oll ) and consequently cannot be shown to 
exist.28 

Thus one sees that in three dimensions, although 
the initial state is still " forgotten" to 0 (n 2), 
F~2) (XIX2; t I F 1) does not exist for t -+ <Xl, which 
implies that also the Bogoliubov functional 

sa Similar results have been found by J. Weinstockll and by 
E. A. Frieman and R. Goldman. lI 

Fi') (XIX, I F I ) does not exist. In the next order-and 
already in this order in two dimensions-the initial 
conditions cannot be shown to be forgotten anymore. 
In fact, C!3) (X t X2; t) then diverges logarithmically 
[cf., (4.15)]. 

(d) F!I'(XtX2; tiFt) and C~l)(XtX2; t) 

Generalizing the preceding considerations, one 
easily convinces oneself that one has in d dimensions, 
forl ~ d (d = 2,3), 

Fi"(xlx,; t I F I ) ,....., O[(t/tooll)I-d+I] , 

while for l = d, 

C!I) (XIX,; t) ,....., O[In (t/t0011)] ' 

and for l ~ d + 1 

C!I)(XIX2i t),...., O[(t/tooll)l-d]. 

(4.14) 

(4.15) 

(4.16) 

These results can easily be understood on the 
basis of events like those of Fig. 3(g), where, in gen­
eral, the (12) recollision is triggered by a sequence 
of successive binary collisions (l, l - 1), (l - 2, 
l - 3), ... , (4, 3) between the particles I, l - 1, ... , 
4, 3 instead of between the particles 3 and 4 only, 
as in Fig. 3(g). As each extra collision adds a factor 
(t/t.oll ), Eqs. (4.14)-(4.16) follow readily from Eqs. 
(4.10)-(4.13). 

Thus the expansion (2.18) for F 2 (X1X2; t I F I ) 

cannot be used to obtain the long-time behavior 
of F 2, if one wants to restrict oneself to the first 
few terms only. Similarly the expansion (2.19) for 
C. cannot be used to prove the decay of the initial 
correlations. We remark that phase space estimates 
alone are not sufficient to establish the divergences 
mentioned above. In fact, one has assumed that the 
coefficient of the term which gives the dominant 
time dependence is not equal to zero. This coefficient 
depends, apart from on F I , on the dynamics of 
isolated groups of particles. The vanishing of these 
coefficients seems only possible if, for a general inter­
molecular potential, a special connection exists be­
tween the dynamics of isolated groups of 3, 4, ... 
particles and Fl. This is in general not so, as FI 
is determined by the system as a whole. Only for 
the special case that the system is in local or total 
equilibrium, does this connection seem to exist. 

From the considerations of Appendix A it follows 
that the results obtained in this section for F2 can 
be directly transferred to the time correlation func­
tion 1/12' In fact, formulas (4.1), (4.6), (4.10), and 
(4.14) remain valid if F2 is replaced by 1/12, and 1I'Fl is 
linearized with respect to 1/11 (cf. Appendix A). 
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The significance of the conclusions reached in 
this section is briefly discussed in the next section. 

5. DISCUSSION 

A few comments on the results of the previous 
sections seem in order. 

(a) The transition from the cluster expansion 
(2.10) for F2 in terms of D1 functions to the expan­
sion (2.17) for F2 in terms of F1 functions has elimi­
nated the most secular terms present in (2.10), viz., 
the coefficient of n 1 in (2.17) contains terms growing 
with time ",(tlteoll ) 1-4 instead of ",(tlteoll ) 1-2, as 
in (2.10). However, the presence of secular terms 
in (2.17), although weaker than in (2.14), makes 
the expansion (2.17) still unsuited for the computa­
tion of the long-time behavior of F 2 , if one wants 
to restrict oneself to a few terms only. It implies 
that the Bogoliubov functional F2(X1X2 I F1) does 
not exist beyond O(n). 

(b) The nonexistence of the F~ I) (X1X2 I F 1) is 
related to the absence of a similar cluster property 
of the integrands, as is the case in equilibrium. Also 
the impossibility to prove the disappearance of the 
correlations present in the initial state beyond 
O(n2

) is related to the fact that the most important 
contributions to the integrals in F2 and C, for large 
l come from configurations of the particles, 3, 4, ... , l 
where they are far from the particles 1 and 2. This 
implies, for example, that, unlike in equilibrium, 
the probability density to find particles 1 and 2 
colliding at t would depend significantly on the 
particles 3, 4, ... , l very far away. 

(c) The point raised in part (b) is clearly un­
physical, since in a gas the correlations should not 
extend beyond a few mean free paths. This then 
means that one cannot expand the pair distribution 
function of a dense gas in terms of the dynamics of 
small isolated groups of particles in infinite space 
alone. Clearly a "cutoff" of the free motion over 
distances of the order of a mean free path l (or over 
times of the order of tmfp) should be introduced. 28 
This, however, would introduce in the expansions 
(2.17) and (2.18) a new length (viz., l), characteristic 
for the collective behavior of the gas as a whole, in 
addition to the range of the forces ro, which is 
characteristic for the behavior of small groups of 
individual molecules. This then implies that a classi­
fication of the approach of a gas to equilibrium in 
two well-separated stages, characterized by teoll and 
tmh), respectively, is not possible, so that no kinetic 
stage in the sense of Bogoliubov exists. Mathe­
matically a resummation of the expansions (2.17) 
and (2.18) has to be carried out, which would lead 

in a natural way to a cutoff of the integrals in (2.17) 
and (2.18)28.29 (see especially last reference cited in 
Footnote 11). If one assumes that the result of 
such a resummation would lead in first approxima­
tion to a replacement in the formulas (4.6)-(4.16) 
of t by tmfp, then one would not only expect a decay 
of the influence of the initial state in a characteristic 
time of tmfp but in addition one would expect 
to obtain contributions to the transport coeffi­
cients "'(nr~) In (nr~) (""'nr~ In nr~ in two dimen­
sions).17b .28.30.31 This logarithmic density dependence 
of the transport coefficients follows under the same 
assumption direcUy from the time-correlation func­
tion expressions for the transport coefficients. In 
principle, therefore, the logarithmic divergences in 
F2 have direct observational consequences.32 Of 
course, in addition to terms in 1/ and ~ which have a 
logarithmic dependence on the density, and which 
are due to the contributions of recollisions, etc., 
to F2 (i.e., which incorporate" memory effects over 
a mean free path"), there are also present the terms 
which depend on the powers of n alone and which 
are obviously due to (convergent) contributions of 
small groups of isolated particles to F 2 • On this basis, 
one would expect then that the Choh-Uhlenbeck 
expressions for 1/1 and ~1 still give the correct coeffi­
cients of the density proportional corrections to the 
Chapman-Enskog results 1/0 and ~o, respectively. 

(d) Although of great theoretical importance the 
contributions of the" memory effects over a mean 
free path" do not seem to be important for a numer­
ical calculation of the transport coefficients. Using 
a cutoff as mentioned in part (c), Sengers had made 
a computation of the coefficient of the contribution 
"'nr~ In n~ to the viscosity of a two-dimensional 
gas of hard disks.33 Here the logarithmic term 
amounted to only a few percent of the estimated 
value of the term "'n~. Furthermore, if one neglects 
these effects altogether and restricts oneself to the 
contributions of triple, quadruple, etc. collisions 
only, agreement with experiment is obtained within 
the present experimental error of a few percent.3UI 

29 E. G. D. Cohen and J. R. Dorfman (to be published). 
30 J. V. Sengers, Phys. Rev. Letters 15, 515 (1965). 
31 A calculation based on the binary collislOn expansion 

leading to the same result as obtained by J. V. Sengers has 
been given by L. K. Haines, J. R. Dorfman and M. H. 
Ernst, Phys. Rev. 144, 207 (1966). 

32 In fact, elementary considerations using mean-free-path 
concepts suggest that the transport coefficients contain contri­
butions "'nr(ln n)·. This has also been suggested by J. M. J. 
van Leeuwen and A. Weijland, Phys. Letters, 19,562 (1962). 

33 J. V. Sengers, Phys. Fluids 9, 1685, (1966). 
84 J. V. Sengers, Intern. J. Heat Mass Transfer I, 1103 

(1965). 
85 D. K. Hoffman and C. F. Curtiss, Phys. Fluids 8,890 

(1965). 
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APPENDIX A 

In this Appendix we indicate cluster expansions 
appropriate to the evaluation of the time correlation 
function expressions for the transport coefficients. 
These expansions are analogous to those used for 
the distribution functions in Sec. 2 of this paper. 
We only outline the main developments so as to 
exhibit the close analogy with the distribution func­
tions. 

As was shown in a previous paper,lO the transport 
coefficients in an infinite system can be expressed 
in terms of the long-time behavior of reduced time­
correlation functions, of which in the case of additive 
intermolecular forces only the first and the second 
(i.e., 8 = 1 and 2) are needed: 

n'1/1,(xl '" X.i t) 

where M N is in general given by 

N N 

= E m1(x,) + E E m2(x,x;). (A2) 
i-I i<i 

1 

Expressions for m1(x,) and m2 (x" x;) have been 
given elsewhereloi we only remark that m2(x,x;) = 0 
whenever rii > roo Furthermore in (AI) and (A2) 
XN = Xl, X2 , ... , XN, Zgr is the grand canonical 
partition function, z the activity, and {3 = IjkT, 
where k is Boltzmann's constant. 

The cluster expansions for distribution functions 
can most conveniently be applied to a computation 
of the86 1/11 and 1/12 if one first introduces generating 
functions X,(xl ... X.i ti A) defined by37 

n'X,(x 1 ••• X,i ti A) 
N 

= lim L: -==:-_-..,.z-,----:--:-
v_co N?, (N - 8)! Zgr(A) 

X J dxN-. S~~)(xN)e-~HNeAMN, (A3) 

IS Alternative cluster expansions have been discussed in 
Refs. 10 and 17a. 

37 The authors are much indebted to Dr. M. H. Ernst for 
pointing this out to them. 

to which the functions of interest are related by 

"',(x 1 ••• X,i t) 

= [ax.(x 1 ... X,i ti A)] 
aA A-O • 

(A4) 

In (A3) Zgr(A) is defined by 

Zgr(A) = lim L: ZN, J dxN e-~HNeAMN. (A5) 
v_co N-O N. 

The X functions can be considered as non-equilib­
rium distribution functions for a special initial state 
given by DN(X1 ... XN; 0) = e-~HNeAMN. Therefore 
their long-time behavior can also be obtained in 
a way completely analogous to the case of non­
equilibrium distribution functions. Thus the same 
basic expansion exists for n2X 2 (x 1X 2 ; t) in terms of 
nX1 as for n 2 

F 2 (X1X2 ; t) in terms of nF1 [cf., (2.20)]. 
One only has to replace the a,(x 1 ••• X.; 0) in the 
SI operators by 

a.(x1 ... X.i 0) ~ W,(x1 '" X.; A) 

I I 

II F 1(Xi; t) by II X 1(Xii t; A). 
i-I i=1 

In this expansion the contributions of the initial 
state can be split off by introducing UI (Xl '" XI; A) 
functions to the W functions [cf. (2.16)]. We remark 
that unlike the U functions of (2.16) the u(A) func­
tions have a cluster property, viz., they vanish as 
soon as two particles are outside the range ro of the 
intermolecular forces, because the W functions have 
a product property. Thus the X 2 can be written 
identically as the sum of two terms, viz., 

n 2X 2(x l X2 ; ti A) 

Here the initial-state correction term C, is given 
by the expansion (2.19), where the a, and u. have 
been replaced by W. and U.(X1 ••• x.; A), respec­
tively, and the nF1(X1; t) by nX1(x,; t; A), while the 
X 2 (t I Xl) is obtained from the expansion (2.18) 
for F2 (t I F1 ) by replacing nF1 by nx1• 

From (A6) the corresponding expression for n21/12 
in terms of n1/11 can be obtained by using (A4). We 
only remark that n2"'2 is a linear functional of n1/11 
since by (A4), nXl (x,; ti A) is replaced by 
"1:,1/11 (Xl; t)fo(P2) ... fo(PI), where fo(p) is the equilib­
rium Maxwell-Boltzmann distribution function and 
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FIG. 4. Phasee att-Ofor three-particle recolfulion (1~)(13)(12). 

the liwn is over all permutations of the l molecules 
1 .,. l. 

APPENDIXB 

Estimates of Phase Space Volumes 

(1) We consider first the case of three particles 
in infinite space, with strong short-range repulsive 
interactions of range To.

as We first consider the 
recollision event. As we are only interested in the 
question whether a volume in phase space is finite 
or infinite for large t(Le., t » tcoll ) we restrict our­
selves to a discussion of the case t » tcoll ' Then we 
wish to estimate the volwne dra in the phase space 
of particle 3 for given phases Xl and X2 of the particles 
1 and 2 (and for Tl2 = Iql - q21 :=:; To) such that a 
recollision sequence (12) (13) (12) occurs with a time 
interval between the first and the second (12)-col­
lision between t and t + dt [cf. Fig. 2(d)]. 

Mter the first (12) collision at t = 0, particle 1 
moves away from particle 2. Particle 3 must then 
hit particle 1 at a time T [after the first (12)-collision] 
in such a way that particle 1 catches up with particle 
2 and a second (12)-collision occurs between a time 
t and t + dt after the first (12)-collision at t = O. 

We choose a coordinate system such that particle 
1 is at rest at the origin immediately after the first 
(12)-collision at t = O. In this coordinate system let 
r 2 , Va be the phase of particle 2 and ra, Va the phase of 
particle 3, immediately after the first collision (cf. 
Fig. 4). If rf, v~ is then the phase of particle 1 
immediately after the (13)-collision, v~ is given by 

V: = (va ·k)k, (Bl) 

where k is a unit vector in the direction of the apse 

18 A brief discussion of the case of three hard spheree in two 
and three dimensions can be found in Refs. 17(b) and 33. 

line of the (13)-collision. We perform the estimate 
of the volume of the phase space of particle 3 in 
two steps: first, [part (a)], we consider the dy­
namical condition for a second (12) collision to oc­
cur. Then [part (b)], we estimate the volwne men­
tioned on the basis of this. 

(a) The dynamical condition that a second (12)­
collision takes place between t and t + dt implies 
that there is a time between t and t + dt for which 
the distance of the particles 1 and 2 equals ro, viz, 

Irl(t + a dt) - r2(t + a dt)1 = ro (B2) 

for some a with 0 :=:; a :=:; 1. 
In general Eq. (B2) can refer either to a-just­

beginning or to a-just-ending collision at t + a dt. 
We consider only the former case. 

Let b be the vector from the origin which is 
perpendicular to Va, so that b = Ibl is the impact 
parameter of the (13)-collision. Weare interested, 
for given b, Va, and V2 , in those values of T, that 
lead to a (12)-collision at t + a dt, for large t. 

First, we remark for later use [part (b)], that ra 
can be expressed in terms of Va, b, and T by (cf. 
Fig. 5) 

(B3) 

Now we note that Eq. (B2) can be written in the 
form 

l[r2 + va(t + a dt)] 

- [r~ + vW + a dt - T - tla)] I = ro, (B4) 

where t13 is the duration of the (13)-collision. Using 
that Ir21, Ir{l, and vftla are all of the order of ro, 

/:

" I . /' 

I , 
/ , , 

/ 
/ -, 

I v, r,.. .. .. 

'-

ction sphere about PQrticte I. 

FIG. 5. Collision geometry of (13) collision at 7". 
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(B4) can be replaced for large t» t13 by an equation 
in which the details of the initial positions (Le., 
r, and rn no longer occur: 

IT' - V;( 1 - t +7a dt)1 

= t;~ dt + o[ (tctllrl (B5) 

Equation (B5) is a quadratic equation for 7, which 
expresses the condition for the occurrence of a second 
(12)-collision for large t. Solving (B5) for 7, for fixed b 
and Va (Le., vD and v2 , yields neglecting terms of 
the order (t.oll /t)2: 

7 

t + a dt 

v, -(T' - v2) + [C ;~ dJ - v= sin
2 

{3 ]'V' 
12 

Vi 

where v, = Iv,1 and V2 = IV21. 
(B6) 

Here {3 i!; the angle between v, and V2 or also be­
tween k and V2. 

It follows from (B5) that for 7 to be real, one must 
bve up to (t.oll /t)2: 

(B7) 

Equation (B7) expresses the condition that particle 
3 must hit particle I into the solid angle subtended 
at the origin by the interaction sphere around parti­
cle 2 at time t (cf. Fig. 6). Similarly it follows from 
Eq. (B6) that for 7 to be positive, one must have 

v;-(v; - v2) ~ 0, (BS) 

as the second term in the numerator on the right­
hand side of (B5) is always smaller than the first 
for sufficiently large t. 

Equation (B8) expresses the condition that the 
particles I and 2 move towards each other after 
the (13)-collision. Using (BI), (B8) can, up to terms 
of O[(tooll/t)2], be replaced by the condition 

(B9) 

(b) Equations (B6)-(B9) allow us to estimate 
the volume dra of the phase space of particle 3 such 
that a second (12)-collision takes place between a 
time t and t + dt after the first (12)-collision: 

dra = J dra J dVa = J db J dVa 1.:' Va d7, (BlO) 

where 70 and 71 are the values of 7 that lead to a 
second (12)-collision at t (Le., a = 0) and at t + dt 
(Le., a = I), respectively. 

FIG. 6. Geometry for (12)-recollision a.t t. 

Using (B6) and (B9), (BIO) can be written in the 
form 

It is now convenient to transform the integration 
over b to one over k. Using Eq. (B7) we can easily 
estimate the k integral. Writing then with (BI) 

v; = va-k = Va cos x, 

where X is the scattering angle for the (13)-collision, 
setting cos (3 = I and db = b db dE, where E is an 
azimuth angle, neglecting terms of O(ro/v,t) and 
using that the differential cross section for the 
(13)-collision 0"13 (x, E) = (b/2 sin 2x)ldb/dxl is 
bounded by the total cross section 0"'1', Eq. (BU) can 
be replaced by 

dr, ~ 4 dt 0"'1' J dk 1.. eoo x> •• dVa (va cos X - VI)' 

(B12) 

Now, according to Eq. (B7), k must lie in a solid 
angle of size 27r(rO/v2t)2 around V 2 • Therefore, if 
ko is a unit vector in the direction of V2, and if 
va-ko = Va cos Xo, one has, after expanding k around 
ko and integrating: 

drs ~ 811" dt O"T(::J 

x f.. co. Xo>-. dVa (va cos Xo - VI), (B13) 

Equation (B13) gives an estimate of the volume in 
the phase space of particle 3, such that a second 
(12)-collision occurs, beginning between t and t + dt, 
for large t. The result (4.6) for F~l) (X1X2; t I F 1) 
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follows now immediately by integrating (B13) over 
t from t to ex> , assuming that the momentum dis­
tribution function is integrable. 

The result (4.7) is obtained by a slight variation 
of the calculation that leads to (B13). For, in that 
case we require that the particles 1 and 2 are under­
going a second collision at the time t. For this to be 
so, this collision has to begin between t - too11 and 
t. Thus to obtain (4.7) one has to replace the interval 
t to t + dt by t - too 11 to t. 

The two-dimensional results are obtained by a 
trivial modification. One merely replaces solid angles 
by plane angles to obtain 

dr~2) ::; 2(::t) dt U~2) 

(B14) 

where the superscript (2) refers to the values of the 
quantities in two dimensions. 

We finally remark that phase space estimates 
can be made for all other three-particle events which 
contribute to F~l) (XIX2; t I F 1) and to C~l) in a com­
pletely similar fashion. They all lead to the results 
(4.6) and (4.7), respectively. 

(2) We now turn to a discussion of the case of 
four particles with strong short-range repulsive in­
teractions of range To in infinite space. The events 
illustrated in Fig. 3(a), (b), which involve at least 
one genuine triple collision, give rise to volumes in 
the combined phase space of the particles 3 and 4 
of the same time dependence as in the case of three 
particles discussed part (1). This follows immediately 
from the observation that the time dependence of 
these events is governed by the volume of the phase 
space of that particle which participates in the 

,..-, / '\: :~:~~Ies~e~~ ~i~oeUf 

'" .::::~'j •• ,:'-
"4 

4 

V3 T , I .... 
' .. "'-Action sphere obout 

particle I. 

FIG. 7. Phases at t = 0 for four particle recollision: 
(12)(13)(24)(12). 

middle (binary) collision, just as in the case of a 
recollision of three particles. 

Next we consider the events like those illustrated 
in Fig. 3(e), (f), which involve four successive binary 
collisions between the four particles. The time de­
pendence of the phase space associated with the 
event of Fig. 3(e) follows directly from the previous 
arguments. In fact one is interested in the volume 
in the combined phase space of particles 3 and 4 
such that the event illustrated in Fig. 3(e) takes 
place between t and t + dt. One sees immediately, 
that for this to occur, particle 4 need only to lie 
in the collision cylinder of 4 with respect to 2, so 
that the (24)-collision takes place between 0 and 
t. Hence for the volume dr34 in the combined phase 
space of particles 3 and 4, one readily derives 

To 2 

( )

2 

dr 34 ::; 811' V2t t dt UT 

x f.. 008 X,>" dV3 (V3 cos Xo - V2) (B15) 

or 

dr34 ::; f(V2, To, uT)(dt/t), (B16) 

where f(v2 , To, UT) indicates a function of v2 , To, 

and UT. 
The results (4.8) and (4.9) for F~2)(XIX2; t I F I ), 

and for C~2) (X 1X 2; t) for this event follow immediately 
from (B16) using similar arguments as before in part 
(1). 

The events illustrated in Fig. 3(f) require a slightly 
more complicated analysis. Again, one is interested 
in the volume of the combined phase space of the 
particles 3 and 4, for which the second (12)-collision 
takes place between t and t + dt after the first 
(12)-collision at t = O. This case is similar to the case 
of the recollision of three particles treated in part 
(1) except that for a second (12)-collision to occur, 
particle 4 must now intervene to hit particle 2 to 
where particle 1 is at t. This extra process can happen 
at any time T before t. For T = 0, the recollision case 
is regained. 

We choose a coordinate system (cf. Fig. 7) such 
that particle 1 is at rest at the origin immediately 
after the first (12)-collision at t = 0 and that particle 
2 is moving away with a velocity V2 • Let TI be the 
time of the (13)-collision; T2 the time of the (24) 
collision; v: the velocity of particle 1 after T1 and 
v~ the velocity of particle 2 after the (24)-collision. 
Then the dynamical condition for the occurrence of 
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a second (12)-collision between t and t + dt (B2) 
reads in this case, neglecting terms of O(tooll/t), 

Ivi(t + a dt - TI) - V2T2 

(BI7) 

(BI7) is a quadratic equation for TI. Solving (BI7) 
for TI, one obtains an equation for TI identical to 
that obtained before for T as given by Eq. (B6), 
except that v2 (t + a dt) in (B6) is replaced here 
by V2T2 + vW + a dt - T2)' Also two conditions 
are obtained analogous to (B7) and (BS). Using 
this, one obtains, in a similar fashion as before, for 
the volume dr 34 of the combined phase space of 
particle 3 and 4 such that a second (12)-collision 
takes place between t and t + dt after the first: 

X IV3 t cos XO - IV2T2 + vw - T2)11. 
IV2T2 + v~(t - T2W 

(BlS) 

This expression for dr34 is considerably more 
complicated than that obtained for dr3 before. We 
only extract the behavior for large t. Using the 
substitution T2 = At (with 0 < A < 1), we obtain, 
neglecting terms of O[(tOOll/t)2]39 

dr34 :::; f(v2 , ro, uT)(dt/t). (BI9) 

The results (4.S) and (4.9) for F~2) (X IX2; t I FI) and 
for C~2) (X I X2 ; t) for this event follow now immediately 
from Eq. (BI9). The corresponding formulas for 
the two-dimensional case can be derived again by 
simply replacing in the present derivation solid 
angles by plane angles. 

One can convince oneself that there are no four 
particle events contributing to F~2) and C~2), for 
which the associated volume in the combined phase 
space dr34 of the particles 3 and 4 decays for large 
t slower with t than as given by (BI9). 

The generalization to dynamical events involving 
more than four particles and the derivation of the 
results (4.14)-(4.16) is straightforward. 

39 It will be appreciated that singularities in the integrand 
of (BI8) could only occur when particle 4 collides with parti­
cle 2 so that this particle is hit directly back to the origin, 
thus eliminating the necessity for particle 3 to hit particle 1 
very far. In such a case restrictions are placed on the (24)­
collision, which when taken into account, do not change the 
result (BI9). 
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Microscopic Approach to Kinetic Theory 
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A. microscopic kinetic theory is developed for a plasma by the use of approximate equations of 
motIon for the microscopic "exact" distribution function 

N 
J(r, v, t) = I: a(r - r;(t» a(v - v;(t). 

i-I 

These equations can be solved to obtain asymptotic expressions for J(r, v, t) that are then used to 
calcul~te correlation functions. These approximate equations are also used to obtain the approximate 
equations for the correlation functions and the principal results of the test-particle approach. In partic­
ular,1 ~wo sets of equations are constructed. One set describes a homogeneous, slowly varying system 
and yIelds the B~lescu-Lenard equation. The other set describes a homogeneous, slowly varying 
system that contams small, inhomogeneous and quickly varying perturbations. 

INTRODUCTION 

SEVERAL methods for deriving kinetic equations 
for a plasma have been developed in recent 

years. 1
-
e In general, these methods fall into two 

classes. One class is composed of those techniques 
that are based on Bogoliubov's work and the 
BBKGY hierarchy. The other class follows the lines 
of development of the Prigogine school. These 
methods are alike in the sense that they are devel­
oped entirely from the Liouville equation, which 
is a macroscopic equation of motion (where by 
macroscopic we mean that the individual particle 
motion has been smeared out by an ensemble 
average). 

A few attempts have been made to use a Inicro­
scopic point of view. In particular, Klimontovich7 

and Dupree8 have used the technique that initially 
refers to the individual particle motion. The singular 
"exact" distribution functions are exhibited. The 
basic quantities of the theory consist of averages 
of products of the singular functions. A hierarchy 
is then derived for these fluctuation quantities. This 
hierarchy has a one-to-one correspondence with the 
BBKGY hierarchy. In a sense, there is nothing 
Inicroscopic about the approach of Klimontovich 
and Dupree because the averaging process takes 

• Present address: University of Colorado, Boulder 
Colorado. ' 

1 N. N. Bogoliubov, "Problems of a Dynamical Theory in 
Statistical Mechanics," Moscow, 1946 (translated by E. K. 
Gora, AFCRC-TR-59-235). 

J 1. Prigogine Non-Equilibrium Stati8tical Mechanics 
(Interscience Pubiishers, Inc., New York, 1962). 

I R. Balescu, Phys. Fluids 3, 52 (1960). 
4 A. Lenard, Ann. Phys. (N.Y.) 10, 390 (1960). 
I R. L. Guernsey, Phys. Fluids 5,322 (1962). 
: T. H. Dup~ee, Phy~. Fluids 4,696 (1961). 

Yu. L. Klimo!ltoVlch, Zh. Ekspenm. i Teor. Fiz. 35, 
1276 (1958) [English trans!.: Soviet Phys -JEPT 8 891 
(1959)]. ., 

'T. H. Dupree, Phys. Fluids 6,1714 (1963); 7, 923 (1964). 

place at a very early stage. On the other hand, in 
the past few years another approach has been de­
veloped that has very striking Inicroscopic features; 
namely, the test-particle method of Rostoker and 
Rosenbluth.9 ,lo The motion of a single particle and 
the effect of this particle on the system are considered 
in this approach. Such a consideration c!l.n certainly 
be described as microscopic. However, there is no 
obvious connection between this method !l.nd the 
Klimontovich description. 

Recently, Dawson and N akayamall have shown 
how kinetic equations can be developed by starting 
from approximate equations of motion for the singu­
lar "exact" distribution functions. These equations 
of motion are obtained by an expansion !l.bout the 
straight-line motion of particles. They obtain the 
basic test-particle result"l by this approach. 

We have approached this problem from I!. slightly 
different point of view, consisting of the use of a 
method developed by Wyld and Friedl2 for the 
quantum electron gas. This technique is based es­
sentially on the random phase approxim!l.tion and 
the Bogoliubov (adiabatic) assumption. In !I. recent 
paperl3 we extended this technique to the electron­
phonon system. We obtained a kinetic equation 
for the electrons, an expression for the phonon spec­
tral function, and an expression for the density 
autocorrelation function. We also indicated the close 
relationship of the results to the test-particle theory. 
In this paper we show how the program is carried 
out in the classical theory. In the first section we 

g N. Rostoker and M. N. Rosenbluth, Phys. Fluids 3, 1 
(1960). 

10 N. Rostoker, Phys. Fluids 7, 479, 491 (1964). 
11 J. Dawson and T. Nakayama, Phys. Fluids 9, 252 (1966); 

Tech. Rept'l.-.Nagoya Plasma Physics Institute (1965). 
1J H. W. wyld, Jr. and B. D. Fried, Ann. Phys. (N. Y.) 23, 

374 (1963). 
11 W. R. Chappell, J. Math. Phys. 7, 1153 (1966). 
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88Sume an approximate equation of motion for the 
singular distribution function. This approximate 
equation of motion is simply a linearized Vlasov 
equation for the singular distribution function. We 
then show that this microscopic equation of motion 
is equivalent to the approximate macroscopic equa­
tion of motion for a homogeneous system. The 
microscopic equation is then solved as an initial 
value problem. An asymptotic (t ~ <Xl) expression 
for the singular distribution function is obtained 
and then used to calculate correlation functions. 
The resulting kinetic equation is the well-known 
Balescu-Lenard equation. 

In the next section we show the relationship of 
this microscopic approach to the test-particle 
method. The test-particle expression for the two­
particle correlation function is derived for a homo­
geneous system with no external forces and for the 
more general case of an inhomogeneous system with 
external forces. The general picture of the plasma 
as a system of quasi-particles (test particles sur­
rounded by shielding clouds) is seen to arise in a 
natural way from the microscopic approach. The 
two-time distribution functions as used in the test­
particle theory are introduced and the test-particle 
results for these are also obtained. 

In the last section we obtain a set of approximate 
microscopic equations that describe a system con­
taining small inhomogeneous and rapidly varying 
perturbations. The homogeneous and slowly varying 
part of the system is again described by the micro­
scopic linearized Vlasov equation. These equations 
are shown to be equivalent to the macroscopic equa­
tions for the two-particle correlation functions used 
by Wu.a We consider only a one-component system 
in this paper. The generalization to a many-com­
ponent system is straightforward. 

MICROSCOPIC VLASOV EQUATION 

The singular "exact" one-particle distribution 
function is 

N 

ft{r, v, t) = L oCr - r,(t» o(v - v,(t), (1) 
i-I 

where ri(t) and viet) are the position and velocity 
of the ith particle. This quantity satisfies the equa­
tion of motion 

a at },(r, v, t) + V·Vr},(r, v, t) 

- ~ ff dr' dv' Vr VCr - r') 

·V"ft{r, v, t)ft{r', v', t) = O. (2) 
u C. S. Wu, J. Math. Phys. 5, 1701 (1964). 

Weare considering a system of N electrons in a 
neutralizing, smeared-out background of positive 
charge. We take N to be very large and neglect 
effects of order N- 1

•
15 The above equation is a 

microscopic Vlasov equation. We obtain macroscopic 
equations by performing an averaging process. We 
define the average quantities by removing the carets, 
i.e., 

fl(r, v, t) = <ft{r, v, t). 

Thus, the equation of motion for f I (r, v, t) is 

a at fl(r, v, t) + v·VrMr, v, t) 

- ~ ff dr' dv' Vr VCr - r') 

·Vv(J.(r, v, t)}I(r', v', t» = 0, (3) 

where VCr) is the coulomb potential e%/r. We see 
then that, to obtain a kinetic equation, we want to 
find an asymptotic (t ~ <Xl) expression for the cor­
relation function 

(ft{r, v, t)Pl(r', t», 
where 

Mr, t) = f dv },(r, v, t). (4) 

Clearly, a hierarchy can be generated involving 
correlation functions of the form (11), <1.11), <1.1.11), 
etc. The relationship between this hierarchy and 
the BBKGY hierarchy is found by obtaining rela­
tions between the correlation functions <11(I)J,(2», 
<11 (1) 11 (2) 1, (3», etc., and the s-particle distribu­
tion functions where s = 1, 2, 3, .... The first two 
of these relations are given by 

(},(r, v, t) = Mr, v, t), 

(},(r, v, t)il(r', v', t) = Mr, vjr', v', t) 

+ oCr - r') o(v - v')Mr, v, t), 

where 

ff dr dv fl(r, v, t) = N, 

(.5) 

(~) 

ffff dr dv dr' dv' Mr, v; r', v', t) = N(N - 1). 

The approach presented here closely parallels that 
used by Wyld and Fried,12 who studied the quan-

Ii Thus, we igonre differences between Nand N-l that arise 
in the definition of the macroscopic correlation functions in 
terms of averages of products of the singular distribution 
functions. 7.11 
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tum electron gas. In the quantum case one wants 
to obtain an asymptotic expression for the correla­
tion function (b.(k, p)p( -k», where 

t 
b.(k, p) = Cp-<tk).,cp+<ik )... (7) 

p(k) = L: b,(k, p). (8) 
P.' 

The quantities c;. and cps are the creation and an­
nihilation operators for the electrons. W yld and 
Friedl2 calculated correlation functions by obtaining 
an approximate equation of motion for the operator 
b.(k, p), which was then solved as an initial value 
problem. An asymptotic expression was then ob­
tained and used to calculate asymptotic correlation 
functions. The approximate equation of motion for 
b.(k, p) was obtained by the Random Phase Ap­
proximation (RPA). The RPA is a widely used 
assumption, and practically the only assumption 
available having a direct connection to the micro­
scopic description. 

It is quite simple to construct the analogous clas­
sical equations. The operator b.(k, p) is the Fourier 
transform of the Wigner distribution operator, which 
in turn is the natural (via the Weyl prescription) 
quantum generalization of the singular function 
ll(r, v, t).16 Thus, we find that the analogous ap­
proximate equation of motion for /1 (r, v, t) is given 
by 

a J-() - ( ) V vF(v, t) at 1 r, v, t + V· VrJI r, v, t - m 

'Vr II dr' dv' VCr - r')Ur', v', t) = 0, (9) 

where we have assumed the system to be homogene­
ous so that we can write 

(}l(r, v, t» = F(v, t) = f1(r, v, t). (10) 

Equation (9) is basically the linearized Vlasov equa­
tion. 

The idea of the method is then to use Eq. (9) 
to obtain an approximate asymptotic expression for 
ll(r, v, t), which we can then use to calculate various 
correlation functions such as that needed for the 
kinetic equation. It is difficult to justify this process 
because we are dealing with highly singular quanti­
ties. The approach developed by Dawson and N aka­
yamall has the same problem. On the other hand, it 
is easy to show the connection of this assumption to 
the assumptions made in the usual macroscopic 
treatments by using Eq. (9) to calculate the equa-

11 W. E. Brittin and W. R. Chappell, Rev. Mod. Phys. 34, 
620 (1962). 

tion of motion for the two-particle correlation func­
tion g2(1, 2) where 

g2(l,2) = (}1(1)U2» 

- F(V1)F(V2) - ~(l - 2)F(v1), (11) 

where 

We find that 

(:t + vl·Vr, + V2'Vr.)g2(I, 2) 

- ~ Vv,F(v1)· J d(3) Vr,v(r1 - ra)g2(2, 3) 

-~ VV.F(V2).J d(3) Vr.V(r2 - ra)g2(I,3) 

1 
= - Vr, V(r1 - r2)·(Vv, - Vv.)F(v1)F(V2), (12) 

m 

where we have used the Bogoliubov assumption, 
which says that we calculate g2(1, 2) by assuming 
F(v) to be time independent. The above equation 
is the usual equation of motion arrived at in treat­
ments involving truncation of the heirarchy.4 This 
equation has been used by several authors to obtain 
the Balescu-Lenard equation. We see, therefore, 
that Eq. (9) is completely equivalent to the Balescu­
Lenard equation. A similar relationship in the quan­
tum case was found by Wyld and Fried.12 

We solve Eq. (9) by the use of Fourier-Laplace 
transforms. Defining the quantity 

1~ J - i (k ·r- w t) .... 
h(k, v, w) = 0 dt dre Mr, v, t), (13) 

we obtain 

-i(w - k,v)h(k, v, w) = Uk, v, 0) 

+ i~k) k.VvF(v) J dv' h(k, v', w), (14) 

where 1m w > O. We have used the Bogoliubov 
(adiabatic) assumption by neglecting the time de­
pendence of F(v). From Eq. (6) we obtain 

p(k, w) = J dv h(k, v, w) 

= i J dv ll(k, v, 0) (15) 
e(k, w)(w - k·v) , 

where 

e(k, w) 1 + 1.. V(k) J dv k· VvF(v). 
m w - k·v 

(16) 
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We can now calculate an asymptotic expression 
for p(k, t). Clearly, the time dependence arises from 
the poles in e(k, w). For a stable plasma all of the 
poles of e(k, w) are in the lower half-plane and decay 
in time. We assume that for sufficiently long times 
we can neglect these poles. We then find that the 
only pole is at w = k·v; thus'7 

With the use of Eqs. (17) and (18) and the identity 

I [ ( »)-' 7r V(k) 
m e k, w = - m le(k, w) 12 

X J dvk'VvF(v) £J(w - k·v), (21) 

we obtain 

(17) aF(v, t) = 7r3 2 J dk J dv' k·Vv 1 V(k) 12 
at (27r) m e(k, k·v) 

where 

The quantity 1/ is the positive infinitesimal. We 
henceforth drop the superscript +. We solve for 
II (k, v, t) in a self-consistent manner by first sub­
stituting the above expression for p(k, t) into Eq. 
(9) and then looking for a solution consistent with 
Eq. (17). The resulting expression is 

Uk, v, t) = j,(k, v, O)e- ik 'V
' 

+ J dv' P*(k, v' 1 v)j,(k, v', O)e- ik 'V
", (18) 

where 

P*(k, v' 1 v) 
V(k)k. V vF(v) 

(19) 

The quantity P(k, v I v') was introduced because 
it is the same quantity that appears in the test­
particle theory as the measure of the system's re­
sponse to the test particle. 'o Clearly, the first term in 
Eq. (18) represents the straight-line motion of parti­
cles. The second term might be considered as the 
dressing cloud that accompanies the electrons. 

In order to obtain a kinetic equation, we need to 
calculate the quantity 

1m (j,(k, v, t)p( -k, t» 

since 

aF(v, t) = _1_ V .J dk V(-k)k 
at m(2'11/ v 

X 1m (j,(k, v, t)p( -k, t». (20) 

17 Although we have been ignoring the differences between 
the finite and infinite systems, it is important at this point that 
we consider the system to be finite in order to make the singu­
larity at w = k·v a simple pole. We do this by assuming we 
have used periodic boundary conditions. After the calculation 
of the correlation functions we then let the volume become 
infinite. A rigorous discussion of these limiting procedures is 
given by G. G. Emch, University of Maryland Tech. Note 
BN-423 (1965). 

X k·(Vv - Vv,)F(v, t)F(v', t) £J(k·v - k·v'). (22) 

The above equation is the familiar Balescu-Lenard 
equation.3 .4 

We can also use these results to calculate the 
density autocorrelation function (p(k, t)p( -k, t». 
We find that 

, J F(v)eik'V("-O 
(p(k, t)p( -k, t» = dv le(k, k.v) 12 , (23) 

which is the usual result. 
We note that in the process of letting the volume 

n become infinite, the normalized distribution func­
tion cp(v, t) must be introduced. The relationship 
between cp(v, t) and F(v, t) is given by 

cp(v, t) = ~ F(v, t) ~'" n-'F(v, t). 

Consequently, cp(v, t) satisfies the normalization 
condition 

J dv cp(v, t) = 1. 

TEST PARTICLES 

Dawson and Nakayama 11 have indicated the close 
connection of the microscopic approach and the 
test-particle method. We note in particular that 
Eq. (18) lends itself to the interpretation that the 
system can be described as a superposition of bare 
particles dressed by screening clouds. 

We can make an even closer identification with 
the test-particle theory by obtaining the test-particle 
result for the two-particle correlation function. We 
can use Eq. (18) to calculate the quantity <it (k, v, t) 
II ( - k, v', t», which is related to g2 (k, v, v', t). If we 
neglect the initial correlations, we obtain 

g2(k, v, v', t) 

= P*(k, v' 1 v)F(v', t) + P(k, v 1 v')F(v, t) 

+ J dv" P*(k, v" 1 v)P(k, v" 1 v')F(v", t). 

(24) 
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This equa.tion W88 also obtained by Dawson and 
N akayama. ll 

We can also obtain the much more general rela­
tionship that applies for inhomogeneous systems in 
the presence of external fields. We consider a more 
general linearized microscopic Vlasov equation 

:t }1(X, t) + V·Vr}I(X, t) + !:'VV}I(X, t) 

+ eE~, t)'Vvf(X, t) = 0, (25) 

where X = Cr, v), 

FM(X, t) = F.s(X, t) 

- e' J dX' V r Ir ~ r'l ft(X', t), (26) 

E(r, t) = -e J dX' V. Ir ~ r'l [JI(X') - ft(X')]. 

(27) 

Again we use JI to denote the microscopic distribu­
tion and /1 to denote the macroscopic distribution 
function. 

We next define the quantity P(X' I Xt) by the 
equation 

}I(X, t) = J~(X, t) 

+ J dX' P(X' I Xt)m(X') - ft(X')], (28) 

where J: obeys the equation of motion 

[afl(x, t)/at] + V'Vr}~(X, t) 

+ (l/m)FM(X, t)'VvJ~(X, t) = 0 

and the initial condition 

J~(X, 0) = lteX,O). 

(29) 

(30) 

If the expression for JI given by Eq. (28) is sub­
stituted into Eq. (25), we obtain the following 
equation of motion for P(X' I Xt): 

:tP(X' I Xt) + V·VrP(X' I Xt) 

+ F M
(;, t)·VvP(X' I Xt) 

+ v"VrP(X' I Xt) + FM(X, t).Vv'P(X' I Xt) 
m 

- ~ Vvft(X, t)·1 dX" Vr Ir ~ r'l P(X' I X"t) 

e2 1 
- - V..,MX, t)·Vr I 'I = o. (31) m r - r 

We can again calculate the two-particle correls.tion 
function by using Eq. (28). We find 

g2(X, X', t) 

= P(X' I Xt)fl(X/, t) + P(X I X't)ft(X, t) 

+ 1 dX" P(X" I X t)P(X" I X' t)ft(x", t). (32) 

Equations (31) and (32) are identical to test-particle 
results. lo We also note that we can write 

N 

}~(X, t) = L: 6(r - r~(t)) 6(v - v~(t», (33) 
1-1 

where 

t~(t) = Vi(t) , 
(34) 

v~(t) = (l/m)FM(X, t), 

r~(O) = riCO), V~(O) = Vi(O). (3ts) 

The above formulation is seen to be closely related 
to the microscopic approach of Dawson and N aka­
yama,11 which consists of an expansion ltbout the 
zero-order orbits. If we substitute the expression 
given by Eq. (33) into Eq. (28) we find for homo­
geneous systems 

N 

ltex, t) = }~(X, t) + L: P(X~ I X t) . (30) 
i-I 

The above form describes the plasma as a super­
position of N "bare" particles accompanied by 
shielding clouds. 

It is often useful to consider autocorrelation func­
tions of the form 

(A(r, t)B(r', t'», 

where A(r, t) and B(r', t') are observables that have 
the form 

N N 

A(r, t) = L: a(Xi I r), B(r, t) = L: b(Xi I r). 
1""1 i-I 

(37) 

An example of such an observable is the density 
N 

per, t) = L: 6(r - ri(t». (38) 
i-I 

Because of the property of the delta function we 
can write 

A(X, t) = 1 dX' a(X I X')}I(X', t). (39) 

Thus we reduce the calculation of all autocorrelation 
functions to the calculation of 
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This two-time correlation function can be related 
to the two-time correlation functions, Wll and W12, 
that are used in the test-particle theory.lo We do 
this by noting that the structure of the correlation 
function <fl(X, t)!l(X', t» is given by 

(Jl(X, t)lt(x', t» = ft(X, t)ft(X', t) + g2(X, X', t) 

+ 8(X - X')ft(X, t). (40) 

The last term in the above equation contains the 
self-correlations. Such self-correlations are also pres­
ent in the two-time correlation function. We denote 
these self-correlations by nWll (l, t; 2', t'), where 
n is the particle density. The remaining correlations 
are then included in W12 (1, t; 2', t') and we write 

<ft(x, t)ft(x', t'» 

= n2W12(X, t;X', t') +nWn(X, t;X', t'). (41) 

Clearly, Wn and W 12 are given by 

W l1(X, t; X', t') 
N 

= n-l L (8(X - X;(t» 8(X' - Xi(t'»), (42) 
i-I 

N 

Making use of Eq. (41), we obtain 

C~, + v'.Vr,)W12(X, t; X't') 

+ FM (X', t').V .. ,W12(X, t; X', t') 
m 

1 
- - V .. ,F(v')·Vr' m 

x J dX" VCr' - r")W12(X, t; X", t") 

1 = - Vv,F(v')·V., 
nm 

x J dX" VCr' - r")Wn(X, t; X", t'). (46) 

The initial condition is clearly given by 

W12(X, t; X', t) 

= ft(X, t)ft(X', t) + g2(X, X', t). (47) 

The equation of motion for Wn(X, t; X', t') can 
be calculated in a similar manner. In this case we 
obtain 

[~ + ' V + F M(X', t') V ] 
at' V· r' m· v' 

= n- 2 L (8(X - Xi(t» o(X' - X;(t'»). 
;,j-l 

(43) X Wn(X, t;X', t') = O. (48) 
'''i 

We can calculate the equation of motion for 
W12 (X, t; X', t') as a function of t' from the equation 
of motion for <fl(X, O!l(X', t'» by keeping only 
those terms that have no self-correlations in the 
variables Xt and X't'. Thus we write 

(oj at') W 12(X , t; X', t') 

= n-
2
(ajat')(Jl(X, t)}l(X', t'»loo •• If-oorrelatio .. ' 

(44) 

If we use the microscopic linearized Vlasov equation 
[Eq. (25)], we obtain for a homogeneous system 

(a~' + V'.Vr,)W12(X, t; X't') 

1 = -2- Vv,F(v')·Vr' 
nm 

x J dX" VCr' - r")(ft(X, t)ft(x", t'». (45) 

Because of the self-correlation in Xt and X't', the 
initial condition becomes 

Wn(X, t; X', t) = o(X - X')fl(X, t). (49) 

HlGHER-ORDER MICROSCOPIC EQUATION 

We have seen that for a homogeneous system the 
microscopic linearized Vlasov equation given by 
Eq. (9) is equivalent to the usual approximate 
equation assumed for the two-particle correlation 
function [Eq. (12)]. In this section we present a 
microscopic equation describing a system that can 
have spatial inhomogeneities and that can vary on 
a fast time scale. We assume the system to be com­
posed of two parts (this is the same model as dis­
cussed by WU14

): a homogeneous and slowly varying 
main body and small perturbations that can be 
inhomogeneous and quickly varying. 

We assume that we can write 

}l(r, v, t) = F(r, v, t) + per, v, t), (50) 

where F corresponds to the main body of the system 
and !'(r, v, t) corresponds to the small perturbations. 



                                                                                                                                    

304 WILLARD R. CHAPPELL 

Thus, we assume that relative to F the quantity 
I' has order t, where t is a small number characteriz­
ing the perturbation. If we then substitute Eq. (37) 
into Eq. (2), we obtain, to order E, the following 
equations of motion: 

aF(r, v, t) + "V F-( t) at v r r, v, 

- ~ VvF(r, v, t)" 11 dr' dv' 

X Vr VCr - r')F(r', v', t) = 0, (51) 

aJ'(r, v, t) + "V J'( t) at v r r, v, 

= - ~ 11 dr' dv' V r VCr - r') 

"Vv[F(r, v, t)J'(r', v', t) + l'(r, v, t)F(r', v', t)]. 

(52) 

We again linearize these equations by assuming 
that we can replace F(r, v, OF(r', v', t) by 

F(r, v, t)F(v', t) + F(v, t)F(r', v', t) 

and F(r, v, t)l'(r', v', t) by 

F(v, t)J'(r', v', t) + F(v, t)f'(r', v', t). 

By linearization we mean that a product of two 
singular distribution functions is replaced by sums 
of products of only one singular distribution function 
and a smooth distribution function. The quantities 
F(v, t) and f'(r, v, t) are the macroscopic distribution 
functions for the main body and the perturbations, 
respectively. They are defined as the averages of 
FCr, v, 0 and l'(r, v, t), respectively. We are, in 
essence, doing an expansion in the discreteness pa­
rameter (which gives the linearization) and an ex­
pansion in the perturbation parameter E. 

The fact that l' Cr, v, t) can have a spatial variation 
introduces a macroscopic electric field into the prob­
lem. We can generalize the problem to include a 
small external electric field, EozCr, t) (this allows 
us to calculate the high-frequency conductivity). 
We then find the approximate microscopic equations 
of motion to be given by 

a - A 
at F(r, v, t) + V"Vrr(r, v, t) 

- ! VvF(v, t)" 11 dr' dv' 

X VrV(r - r')F(r', v', t) = 0, (53) 

a . J at f'(r, v, t) + v"V. '(r, v, t) 

e -+ - E(r, t)" VvF(r, v, t) 
m 

- ! V vF(v, t)" 11 dr' dv' 

X VrV(r - r')J'(r', v', t) 

= ~ VA'(r, v, t) -11 dr' dv' 

X VrV(r - r')F(r', v', t), 

where 

E(r, t) = E.zCr, t) 

(54) 

- e II dr' dv' Vr Ir ~ r'l f'(r', v', t). (55) 

We then define the two-particle correlation func­
tions for the main body and perturbations as 
G2(r - r', v, v', t) and g'2(r, v; r', v', t), where 

G2(r - r', v, v', t) = (F(r, v, t)F(r', v', t) 

- F(v, t)F(v', t) - oCr - r') o(v - v') F(v , t), (56) 

gHr, v;r', v', t) = (F(r, v, t)J'(r', v', t» 
+ U'(r, v, t)F(r', v', t». (57) 

The approximate equations assumed for F and 
l' can be used in conjunction with the above equa­
tions to obtain the corresponding equations of mo­
tion for G2 and g2. These equations are given by 

(:t + VI" Vr, + V2 " Vr.)G2(1, 2) 

- ! Vv,F(vI)"1 d(3) Vr,V(r i - ra)G2(2, 3) 

- ! V v.F(v2)" 1 d(3) V v. V(r2 - ra)G2(1, 3) 

1 = - Vr, V(rl - r2) "(Vv, - VV.)F(VI)F(V2), (58) 
m 

(:t + VI "V .. + V2"Vr.)gHl, 2) 

- ! VV,F(VI)"1 d(3) Vr,V(r i - ra)g~(2, 3) 

- ! V v.F(v2) -1 d(3) V r, V(r2 - ra) g~(l, 3) 
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= ~ V .. ,t'(l).! d(3) Vr,v(fl - fa)G2(2, 3) 

+ ~ V .. .f'(2).! d(3) Vr,v(f2 - f3)G2(1, 3) 

1 + m Vr,v(fl - f2) ·(Vv. - Vv.) 

X [j'(1)F(2) + F(1)f'(2)]. (59) 

The above equations are identical to the set of 
equations used by Wu14 (when generalized to a 
multicomponent system) to obtain Guernsey's re­
sults and an expression for the high-frequency con­
ductivity. Equations (38) and (39) are to be used 
in conjunction with the following equations for 
F and t': 

iJ 1 ! iJt F(l) = m d(2) V r. V(fl - f2)· V ... G2(l, 2), 

(60) 

:t f'(l) + VI' V r,t'(l) + ~ E(l)". V v.F (v1) 

= ~! d(2) V r. V(rl - f2)' V v.g~(l, 2). (61) 

DISCUSSION 

We have presented a method for deriving asymp­
totic expressions for correlation functions by con­
structing approximate equations of motion for the 
singular distribution functions. This approach is 
essentially the classical analog of a method used by 
Wyld and Fried12 for the quantum electron gas. 
We have shown that the Balescu-Lenard equation 
and the test-particle picture are obtained very 
simply by the microscopic approach. We have also 
generalized the method to obtain higher-order equa­
tions that describe inhomogeneities and high-fre­
quency effects. 

The central approximation in the lower-order 
equations is the random phase approximation in 
the sense of replacing 11(1)/1(2) by M1)/l(2) + 
11(1)M2). This well-known approximation suffers 
from an almost complete lack of rigor. Of course, 
any approximation made in equations for highly 
singular quantities like 11(1) are difficult to justify. 
This problem must be considered as the most severe 
criticism of a microscopic approach such as the one 
presented here and that developed by Dawson and 
Nakayama. l1 The fact that the microscopic lin­
earized Vlasov equation [Eq. (9)] and the higher­
order equation [Eq. (39)] are equivalent to well­
known macroscopic equations [Eqs. (12) and (44)] 
indicates that the approximations made here and 
those made in the macroscopic developments are 
equivalent. It is hoped that a better understanding 
of the assumptions used in both approaches will 
soon be obtained. In a future paper we will introduce 
the full Maxwell equations into the problem and 
obtain kinetic equations for a plasma with radiation. 

Note added in proof: In the derivation of Eq. (32) 
we have dropped terms of the order of the square 
of the plasma parameter. The author would like 
to express his gratitude to Dr. C. S. Wu for point­
ing out an error in the original expression for Eq. 
(25). The author would also like to mention two 
relevant papers that appeared while this manuscript 
was in press. These are D. A. Tidman, T. J. Birm­
ingham, J. Dawson, and T. Nakayama, Phys. Fluids 
9, 1881 (1966), and J. Price, Ph.D. Dissertation, 
University of California (1966). 
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A formal!s~ is. developed for expressing the n-particle distribution functions D,.(xi ::; X2 ::; .•. 

::; x,,) expliCItly ID terms of the configurational partition function for one-dimensional fluids with 
hard-core repulsive ~nd n~arest-neighbor attractive forces. The translational invariance properties of 
the D,. functI?nS .are IDvesbgated for the case of no attractive forces when the system isjinite. When the 
~umber denSIty 18 less than half the close packing density, there exists a central region in which D.(x) 
IS. constant and all the D" functions, n ~ 2, are functions of the (n-l) nearest-neighbor separation 
distances. Several relevant theorelllS are proved and limiting cases are investigated. 

I. INTRODUCTION 

A MAIN objective in the theory of equilibrium 
statistical mechanics is the determination of 

equations of state for systems of physical interest. 
The common procedures for achieving this entail 
either the evaluation of an appropriate partition 
function (canonical or grand canonical) or the deter­
mination of the two-particle distribution function 
and subsequent use of the virial theorem of sta­
tistical mechanics. 1 These methods are completely 
equivalent and both involve making a connection 
between mathematical entities of statistical me­
chanics and the functions of classical thermody­
namics for bulk materials. Therefore, the systems 
under consideration must be uniform. For liquids and 
gases, in the limit of very large systeIllS and in the 
absence of external fields, this property is usually 
assumed. However, if the system is of finite size, 
the container walls introduce external fields and the 
degree of uniformity must evidently depend on the 
density of particles. Furthermore, due to the pres­
ence of attractive interparticle forces, this uniformity 
may also depend on the temperature. 

Statistical mechanics provides a direct method 
of checking the degree of uniformity, namely, by 
examining the translational invariance properties of 
the 1, 2, ... , n-particle distribution functions. 
However, except for the trivial case of the ideal gas, 
one seldom sees an exact calculation of these dis­
tribution functions for specific examples, and a 
rigorous proof of uniformity does not appear to 
exist. The standard text and reference books on 
statistical mechanics pass over this point rather 
hastily. They usually state as factual, without proof, 
that the single-particle distribution function is a 

. • Supported in part by the U. S. Atomic Energy Commis­
SIOn. 

1 J. O. Hirshfelder, C. F. Curtiss, and R. B. Bird Molecular 
Theory of Gases and Liquids (John Wiley & Sons,'Inc., New 
York, 1954), pp. 132-137. 

constant except for a negligible region near the walls 
of the container.2 Similarly, the n-particle functions 
are stated as being functions of (n - 1) vectors 
which specify the positions of (n - 1) of the particles 
relative to the nth particle. This again depends on 
being far from the container walls, but the precise 
meaning of "far" is lacking. Fisher3 has recently 
emphasized that boundary effects persist even in 
the thermodynamic limit, if one or more particles go 
to infinity with the walls. Since the existence of 
uniformity is crucial in making the usual connection 
between statistical mechanics and thermodynamics, 
it is desirable to find concrete examples which are 
amenable to calculation. 

A possible approach is to derive and ultimately 
solve integral equations for the distribution func­
tions.' Unfortunately, practical considerations in 
carrying this out force one to make assumptions 
which are no more acceptable than assuming uni­
formity itself. We therefore abandon this type of 
approach and adopt the philosophy of seeking models 
which may be oversimplified with respect to reality, 
but which are mathematically tractable. Toward 
this end, we consider what is probably the most 
simple, yet nontrivial, model in equilibrium statis­
tical mechanics: A gas of hard-core particles in a 
one-dimensional container. The canonical partition 
function for this system can be found exactly and 
has been investigated by a number of authors. 6 

2 See, for example, T. L. Hill, Statistical Mechanics (Mc­
Graw-Hill Book Company, Inc., New York, 1956), p. 18~~R. 
Kubo, Statistical Mechanics (John Wiley & Sons, Inc., .New 
York, 1965), p. 312; 1. Z. Fisher, Statistical Theory of Liquids 
(University of Chicago Press, Chicago, 1964), p. 42; J. E. 
Mayer, H andbuch der Physik, S. Fliigge, Ed. (Springer-Verlag, 
Berlin, 1958)1 Vol. 12, p. 153. 

3 M. E. FIsher, J. Math. Phys. 6, 1643 (1965). 
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Salsburg, Zwanzig, and Kirkwood6 have presented 
a formalism for evaluating the n-particle distribution 
functions for one-dimensional fluids with nearest­
neighbor forces. In particular, they have shown that 
the one-particle distribution function DI (x) ap­
proaches the number density if x -+ co after the 
thermodynamic limit has been taken. Similarly, they 
have shown the two-particle function to be a func­
tion of IX3 - XII for Xl, X2 -+ co after the thermody­
namic limit has been taken. 

It is the purpose of this paper to investigate the 
translational invariance properties of the n-particle 
distribution functions for the pure hard-core system 
(no attractive forces). The investigation is carried 
out for a finite number of particles N in a container 
of finite length L. We show that the effects of the 
container persist up to a distance (N - l)d from 
each end of the interval, where d is the hard-core 
diameter. If L > 2(N - l)d, then there is a central 
region in which DI (x) is constant and each n-particle 
distribution is a function of the (n - 1) nearest­
neighbor separation distances. These translational 
invariance properties do not hold outside the central 
region and also do not hold if L < 2(N - l)d. 

In Sec. II, we develop a formalism which relates 
the n-particle distribution functions directly to the 
canonical configurational partition function for one­
dimensional hard-core systems with nearest-neighbor 
attractive forces. The method differs from that of 
Salsburg, Zwanzig, and Kirkwood.6 In Sec. III, this 
formalism is applied to the one-particle function 
DI(x) for the pure hard-core system. Two general 
theorems are proved and several limiting cases are 
discussed. In Sec. IV, the results for DI(x) are used 
to establish the translational invariance properties 
of the n-particle functions D,,(XI' ... , xn). Major 
results are stated in the form of theorems. Section 
V consists of a summary and discussion of the results. 

II. n-PARTICLE DISTRIBUTION FUNCTIONS 
AND THE PARTITION FUNCTION 

In this section, it is shown that the n-particle 
distribution functions for a one-dimensional gas 
with nearest-neighbor forces are simply related to the 
canonical partition function. Specifically, we assume 
a two-body interaction potential energy w(x) which 
consists of a hard-core repulsive part Wh(X) plus a 
nearest-neighbor attractive part wa(x), X is the sep­
aration distance between the two particles. 

(la) 

I Z. W. Salsburg, R. W. Zwanzig, and J. G. Kirkwood, J. 
Chern. Phys. 21, 1098 (1953). 

X ~ d, 

otherwise. 

A 2: 0, 

X 2: 2d. 

(lb) 

(lc) 

(ld) 

Equation (lc) ensures the existence of the integrals 
occurring in the partition function and (ld) is the 
restriction of nearest-neighbor forces. The canonical 
partition function for this system, contained in the 
interval [0, L], is 

Q(L, (J, N) = (2~myN 

X J . ~. J dxl ••• dxN WN(XI , •.. ,XN). (2) 

Here, (J = l/kT, k is Boltzmann's constant, T is the 
absolute (Kelvin) temperature, Xi is the position 
coordinate for particle i, e is the domain of integra­
tion 0 :::; Xl :::; X2 ~ ••• ~ XN ~ L, and 

W N(XI, •.. ,XN) = IT exp [- (Jw(lxi - xd)]. (3) 
i<i 

Equation (2) can also be written with an extra 
l/NI factor and with each x-integral ranging from 
zero to L, since W N is symmetric under pairwise 
interchange of Xi and X; for all i ¢ j. 

The one-particle distribution function Dl(X) is 
defined as 

DI(X) = <~ 8(x - Yi» , (4) 

where ( ) denotes an average using the multivariate 
distribution function 

PN(YI, ... ,YN) 

= (211"m/{J)tN[WN(Yl' ... ,YN)/NI Q(L, (J, N)] 

== WN(YI, •. , ,YN)/Z(L, N). (5) 

Z(L, N) == (2rm/f3)-tN Q(L, {J, N)N! is the configura­
tional partition function. The (J dependence has been 
suppressed for notational convenience. In carrying 
out the average, each Yo integral runs from zero to 
L. Because of the symmetry of PN(Yl, •.. , YN), (4) 
can also be written as DI(x) = N(8(x - YI»' The 
two-particle distribution function is defined as 

D2(xlr X2) = <E 8(Xl - Yi) 8(X2 - Y;», (6) 
i¢i 

and a straightforward generalization leads to the 
definition 

D .. (XI • ...• xn) 

= (E' 8(XI - Yk,) ... 8(Xn - Yk.» (7) 
Ik,l 
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for 1 :::; n :::; N. The primed summation in (7) 
indicates a sum over kll ... , k,. excluding all terms 
for which k; = kj , i ¢ j. Combining (2), (5), and 
(7), it is clear that D,. is normalized to N!j(N - n)!. 
Since D,. is symmetric under permutations of the 
{Xi I, it is sufficient to examine 

Dn(XI :::; X2 :::; .. , :::; Xn) == D~(XI' ... ,xn). (8) 

The superscript ° implies that the variables are 
ordered. D~ is normalized to N!j(N - n) In! over 
the ordered domain ° :::; Xl :::; X2 ... :::; X" :::; L. 

One may write 

A similar result was previously derived by Salsburg, 
Zwanzig, and Kirkwood6 using Laplace transforma­
tion techniques. It is both interesting and useful 
because it explicitly represents the distribution func­
tions in terms of the configurational partition func­
tions Z, Z, and 2.7 

m. D,(x) FOR THE PURE HARD-CORE FLUID 

We now concentrate on the special case for which 
wa(x) is identically zero, and the forces are entirely 
due to the hard-core repulsion. For this case (see 
Appendix B), 

D~(XI' ... ,Xn) 

N! 1L 
= (N - n)!n! 0 

Z(T, m) 

Z(T, m) 

(9) 2(T, m) 

[T - (m - l)d]m8(T - md + d), 

[T - mdr8(T - md), 

(12a) 

(12b) 

[T - (m + 1)d]m8(T - md - d), (12c) 

Now, divide the interval [0, L] into subintervals 
RI = [0, Xl], R2 = [Xl' x2 ], ••• ,R"+l = [Xn' L] and 
apply a theorem which is proved in Appendix A. 
Let N I , ••• , N,.+l denote the numbers of particles 
in RI, ... ,R,.+l, respectively. Then 

1 N' D~(XI' ... ,X,.) = '(L L" -N' n. Z ,N) (N;I II j! 

x f ... f dYn+l ... dYN 

x W N(Xl! ... ,Xn , Yn+l, ... ,YN)' (10) 

The doubly primed summation signifies that N j = 
0, 1, ... , N for j = 1, 2, ... ,n + 1, with L N j = 

N - n. 
The usefulness of (10) lies in the fact that the 

integral appearing therein factors into a product of 
(n + 1) configurational partition functions. This 
is so because the forces are effectively between 
nearest neighbors only, and the different intervals 
R j are separated by fixed particles at Xl, .. , , X". 
The first factor in the product is Z(XI' N I), the 
configurational partition function for NI particles 
in an interval of length Xl, with one extra particle 
fixed at Xl' The last factor is Z(L - X"' N,.+l), where 
the tilde refers to one extra particle being fixed at 
X,.. The remaining (n - 1) factors are II~-2 2(Xk -
Xk-l, N k). 2 denotes a configurational partition func­
tion for the case of two extra fixed particles present, 
one at each end of the interval. Thus, 

o 1" N! -
Dn(xl! ... ,xn) = 'Z(L N) ~"IIN.' Z(XI' N 1) n. , (Nil .... 

N 

X 2(L - Xn , N,.+l) II 2(Xk - Xk-1, N k). (11) 
k-2 

where 

Letting 

and 

8(8) = {I, for 8 ~ 0, 
0, for 8 < 0. 

N -1 == M 

L - Md ==~, 

(11) and (12) yield 

DI(X) = M M~l 1 t (M)[x - ndr 
~ n-O n 

(13) 

(14a) 

(I4b) 

X [~ - (x - nd)]M-n8(x - nd)8(~ - X + nd). (15) 

The product of 8 functions in (15) may be called 
e,,(x), having the property 

~n(X) = {I, for nd:::; x :::; ~ + nd, (16) 

0, otherwise. 

If L ~ 2Md and Md :::; X :::; L - Md, ~,,(x) 1 in 
every term of Eq. (15). If L ~ 2Md and X < Md, 
the upper limit of the summation is less than M. 
Similarly, if X > L - Md, the lower limit of the 
summation is greater than zero. Specifically, one 
can write 

DI(x) = M M~l 1 1'f: (M)(x _ nd)n 
~ u(z) n 

X [~ - (x - nd)]M-,., (17) 

7 If two extra particles were initially fixed at the ends of 
[O,L] to provide the "walls," then only Z functions would 
appear in (11). 
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where where D. is the differentiation operator dlds. It 
follows that 

'Y(x) = k, u(x) = 0, 

for kd S x S (k + I)d, (1 Sa) tu (~)(-Ir(X - nd)1 

'Y(x) = M, u(x) = k, = D!1I1- exp(-sd)]l exp(sx)ll._o 

for L - Md + (k - I)d S x S L - Md + kd, (23) 

(ISb) and 

with k = 0, 1, ... , M, and L ;::: 2Md. For L < 
2Md, the e,,(x) functions can make u(x) > 0 and 
'Y(x) < M simultaneously. At the end of this section, 
we discuss the close packing limit, but otherwise re­
strict ourselves to the case L ;::: 2M d. 

We now show that the above results lead to a 
simple physical interpretation. For L ;::: 2M d, the 
wall effects of the container manifest themselves 
up to distances M d from each wall. These outer 
regions can in principle be filled with particles (not 
simultaneously, of course). In the remainder of the 
interval the central region is completely free of edge 
effects. For L < 2Md the entire interval (0, L] may 
be thought of as an outer region and edge effects are 
present throughout. The absence of edge effects 
in the central region is made explicit by the following 
theorem. 

Theorem I: For N = M + 1 hard-core particles 
of length d in the one-dimensional interval [0, L}, 
where L ;::: 2Md, DI(x) is independent of x for 
M d S x S L - M d (called the central region). 

Proof: From (14)-(16), 

DI(x) = M + 1 f (M)(x _ nd)" f (M -:- n) 
~M+l ,,-0 n /-0 J 

X (-I)i(x - nd)i~M-n-i. (19) 

The second summation is simply [~ - (x - nd)]M'-" 
and both of the summations are automatically cut 
off by the binomial coefficients. Changing summation 
variables, (j, n) ~ (n + j = l, n), and using 

we have 

D1(x) = ~M~l 1 ~ (~)(_I)'~M-' 

X tu (~)( -1)"(x - nd) Z • (21) 

In order to obtain a power series expansion in x, we 
write 

(x - nd)1 = D! exp [sex - nd)J!._o, (22) 

for M d S x S ~, L ;::: 2M d. Equation (24) explicitly 
demonstrates the x independence of D1(x) in the 
central region, completing the proof of theorem I. 

It is a remarkable fact that, when the (J functions 
of (15) are replaced by unity, the summation is in­
dependent of x8

• We now examine (24) in the thermo­
dynamic limit (limT) M ~ ex:> , L ~ ex:>, MIL = D, 
which is finite. 

Corollary: For the problem considered in theorem 
I, limTDI(x) = D for all values of x in the central 
region. 

Proof: Denoting the M dependence of D1(x) by 
the notation D~M)(X), (24) can be written as 

D~M)(X) == [(M + I)/~]G(M)('1) 

( 1) M M! 1 

= 11+~ t;(M-l)!MZ(-fld) , (25) 

where TJd = Md/~ = dD(1 - dD)-l < 1. In the 
thermodynamic limit, TJ is fixed and limT = 
limM"'''',~ fixed' From (25) one has the recursion for­
mula 

(M+l) ~ M! 1 
G (11) = 1 - 7]d 6 (M _ l) ,(M + 1)1 (-TJd) 

(M) d ~ M! (_7]d)1 
= 1 - 7]dG (7]) + 11 6 (M - l)! M' 

X [1 - (1 + M-I)-']. (26) 

In the thermodynamic limit, the summation van­
ishes (see Appendix C). Since limM ... ",G(M+l)(l1) = 
limM ... ",G(M), one hasG limM ... ",G(M) (11) = (1 + 7]d) -I. 
It follows that 

limT DI(x) = D = number density (27) 

in the central region. 

8 The naive application of the binomial theorem in (15) 
would yield D1(x) = (M +1)/ ~. This is also x-indepen~ent, 
but is mcorrect since the square brackets of (15) contain n. 

9 Alternately, one can approximate ~V(¥ -01 by MI, 
and let the summation run from zero to mfimty m order to 
get (27). The rigorous proof of (27) necessitates the statement 
that limM-o<o G(M) ('I) exists. This follows from the fact that 
G(M) ('I) for any M, is an alternating series whose successive 
terms d~crease monotonically in absolute value. 
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We now prove that, in the outer region, D1(x) 
is not constant. From (15), it follows that DI(X) = 
D1(L - x) for all x in [0, L]. Thus, it suffices to 
discuss only the left outer region 0 ~ x ~ Md. 

Theorem II: Consider the one-dimensional hard­
core system of Theorem I with L ~ 2Md. D.(x) 
is a continuous function in the left outer region 
o ~ x ~ Md and has discontinuous lth derivatives 
at x = kd for k ~ 1 ~ M, k = 1, 2, ... ,M. 

Proof: Define subintervals Ok for which kd ~ 
x ~ (k + l)d, k = 0, 1, ... , M!O Denote D1(x) 
by D1(x, k) for x in Ok' From (17) and (18), the lth 
derivative of D1(x, k) can be compared with the 
lth derivative of D1(x, k - 1) at x = kd. 

d
l I dxl [D.(x, k) - D1(x, k - 1») .-kd 

= ~M:I 1 (~)~ [(x - kd)k(~ + kd - X)M-k)I._kd 

(M + I)! l! ( l+k 1 
=k!(M-l)!(l-k)! -1) ~l+l' (28) 

Equation (28) vanishes automatically for 1 > M 
and 1 < k. Tn particular, for 1 = 0, (28) vanishes 
for k = 1, 2, ... ,M. Thus DI is continuous at the 
boundaries of the Ok regions. Since it is a polynomial 
within every such region, it is continuous every­
where. The discontinuous derivatives of DI(x) in 
the outer regions preclude the possibility of this 
function being constant. This completes the proof. 

Remarks: (a) At x = kd, k = 1, .. , , M, the lth 
derivatives are discontinuous for k ~ 1 ~ M. As 
one moves further from the walls, the first dis­
continuity appears in higher derivatives. The wall 
effects become less severe and the Dl function be­
comes less "nonanalytic". 

(b) For fixed k and l, the thermody­
namic limit of (28) is 

d
l 

I limr -d I [DI(x, k) - DI(x, k - 1)] 
x .-u 

= (_I)I+k(l)( dD )1+1 
dl

+
1 k 1 - dD (29) 

Thus, the discontinuity in the lth derivative of 
D1(x) remains finite in the left outer region at integral 
values of x/d greater than or equal to l.ll 

• 0 The point x = kd belongs to both 0 k and 0 k-l, k = 1, ... , M. 
lllimr D1(x) could still be constant near these points. For 

example consider the function M-I sin MIx, which is zero in 
the limit M -> '" but whose first derivative is unbounded in 
this limit. 

(c) For (M - l)d ~ x ~ Md, 

D.(x) jj.(x) - [(M + 1)/~M+.] 
X (Md - x)M(_I)M, (30) 

where jjl(X) refers to the value of D1(x) in the central 
region, as given by (24). Since (Md - x) is positive 
and is bounded from above by d, the second term 
vanishes in the thermodynamic limit. An extension 
of this argument shows that, in the thermodynamic 
limit, D1 (x) = D when x is a finite distance from the 
boundary of the central region as well as when x is 
in the central region. 

(d) In the thermodynamic limit, D1(x) 
is not equal to D for all values of x. For example, for 
x = 0 

limT DI(O) = D/(1 - dD) 

~ D. (31) 

The equality holds only for D = 0, i.e., in the limit 
of zero density. The limiting form of D1(0) given 
by (31) serves as a specific example of the "wall 
theorem" of Reiss, Frisch, and Lebowitz!2.18 This 
states that the equation of state of the system is 
{3P = D"all' If kd ~ x ~ (k + l)d the generalization 
of (31) isl4 

. _ D k 1. [D(X - nd)]" 
hmT DI (x) - 1 _ dD ~ n! 1 - dD 

X ~~ [1 - Z(; ~~JM 
D ± 1. [D(X - nd)J" 

1 - dD n-O n! 1 - dD 

X [
_ (x - nd)D] 

exp 1 - dD 

;t. D. (32) 

In general, DI(x) may be greater than or less than 
D, depending on x. 

To close this section, consider the high-density 
region ~ < d or l/d - I/L < D < l/d. The nonzero 
portions of En(X) and E,.+I(X) do not overlap and 
(15) predicts that DI(x) consists of a sequence of 

12 H. Reiss, H. L. Frisch, and J. L. Lebowitz, J. Chem. Phys. 
31, 369 (1959). 

13 One of us (H.S.L.) would like to thank Professor A. J. F. 
Siegert for pointing out Ref. 12. See slso A.J. F. Siegert and E. 
Meeron, J. Math. Phys. 7, 741 (1966) . 

14 Note that this argument breaks down for x > (M -a)d, 
where 8 is fixed. Here, the number of terlllB in the summation 
increases as the thermodynamic limit is taken, and x must also 
increase in this limit. This case is treated in the preceding 
remark (c). 
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M + I "spikes" , one localized near each value 
x = kd, k = 0, I, ... ,M. In the limit of close pack­
ing, these spikes become Dirac delta functions, which 
can be seen as follows. Consider an arbitrary bounded 
continuous function I(x) which is integrable in [0, <XI]. 
Multiply I(x) by a typical term of (15) and integrate 
from zero to infinity. 

~M~l I (~) 1''" dx f(x)(x - kd)k(~ - X + kd)M-kEk(X) 

;:'0 (~M~t I) (~)f(kd) f dy yk(~ - y)M-k = f(kd). 

(33) 

Hence, each term of (15) behaves as a delta function 
at close packing and 

M 

Dt(x) = L 5(x - kd), (34) 
k-O 

a result which is intuitively obvious. 

IV. D" FOR THE PURE HARD-CORE FLUID 

From (11) and (12), the ordered two-particle 
distribution function is 

DO(x x) = M + I "" M! (Xt - nd)" 
2 I, 2 2! ~M+I £..J n! 

X (L - X2 - md)'" [X2 - Xt - (I + l)d]1 8 8 8 
m! I! I 2 3· 

(35) 

Here, 81 = 8(Xl - nd), 82 = 8(L - X2 - md), 83 = 
8(x2 - XI - ld - d) and the doubly primed sum­
mation means n, m, 1 run from zero to M with m = 
M - I - n - l. This can be rewritten as 

° (M + I)M ~ (M - I) 
D2(XI,X2) = 2!~M+l f='o 1 

L - (X2 - XI) 2:: 2(M - I - I)d (3Sa) 

and 

(M - 1 - I)d ~ Xl 

~ L - (X2 - Xl) - (M - 1 - I)d. (3Sb) 

When X2 - Xl > d, the 1 = ° term of Eq. (36) is 
nonzero, and Eqs. (38) must hold for 1 = ° if D~ 
is to be translationally invariant. Furthermore, if 
Eqs. (38) hold for I = 0, they hold for all 1 > 0. 
For X2 - Xl 2:: ° and 1 = 0, Eqs. (38) reduce to 
L 2:: 2(M - I)d and (M - I)d ~ Xl ~ X2 ~ L -
(M - I)d. It is therefore possible for D~ to be trans­
lationally invariant when the density is somewhat 
greater than one-half the close packing density, i.e., 
when DI is not translationally invariant. 

I t is clear that a similar argument can be made 
for Da, D., ... , DN • This is true because of the 
structure of (11). D" is always expressible as a 
function of (X2 - Xl), ... , (X" - X"_I) and either 
Xl or xn • The latter dependence occurs solely through 
the two Z factors. One single sum involving these 
factors can always be isolated, as in the case of 
D2 above, and conditions under which this sum 
depends only on (xn - Xl) are readily found. If one 
or more of the Xi coordinates lies outside the re­
sulting central region (which depends on n), then 
using Theorem II one can show that (a"'jax';)D", 
holding the nearest-neighbor separations fixed, has 
discontinuities for certain values of x, and m. These 
remarks are made precise by the following theorems. 

Theorem III: Consider (M + I) hard-core parti­
cles of length d in the interval [0, L]. If 

L 2:: 2(M + I - n)d 

and 

(M + I - n)d ~ Xl ~ X2 ~ 

X [X2 - XI - (l + l)d]183 ~ (M -n
l - l) 

X (Xl - nd)"[~i2) - (XI - nd)]M-I-I-"81 82 , 

where 

~ X" ~ L - (M + I - n)d, 

(36) then the ordered distribution function D~(XI' ..• ,x,,) 
is expressible as a function of (X2 - Xl), (X3 -
:1:2), ••• , (X" - X"-l). If 

~:2) == L - (X2 - XI) - (M - 1 - I)d. (37) L 2:: 2 Md 

The summation limits have formally been extended 
to infinity, but the binomial coefficients provide an 
automatic cutoff. The second summation can be 
interpreted as being proportional to a single-particle 
distribution function for (M - l) particles in an in­
terval [0, L - (X2 - XI)]. According to theorem I, this 
function is independent of:l:l (but is dependent on 
X2 - XI) for fixed l, if 

and 

M d ~ Xl ~ X2 ~ ••• ~ X" ~ L - M d, 

then all M + 1 distribution functions D~, D~, ... , 
D~1+l are translationally invariant. 

Theorem IV: Consider the system of Theorem III, 
with L 2:: 2(M + 1 - n)d. Suppose ° ~ XI < 
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(M + 1 - n)d. The ordered distribution function 
D~(XI' ... ,x,,) is expressible as a function of 
(Xk - Xk-l), k = 2, ... , n, and Xl' For fixed values 
of the {Xk - xk-d, D~ is a continuous, nonconstant 
function of Xl' Similarly, if x" > L - (M + 1 - n)d, 
D~ is a continuous, nonconstant function of Xl for 
fixed values of the {xc - xk-d. 

Remarks: (a) In analogy with the discussion of 
D~, the relevant summation in the proof of Theorem 
III is 

i: (M + 1 - n - l)CXI - sd)' 
,-0 s 

with 
n 

NI = S, N"+l = M + 1 - n - L: N j - s, 
;=2 .. 

L: N j == l, 
;=2 

and 

~;N) == L - (x .. - Xl) - (M + 1 - n - l)d. 

The necessary conditions for translational invariance 
come from Theorem I, applied to a system of (M + 
2 - n - l) particles in an interval [0, L - (x" - Xl)]' 

As in the case of D~, these conditions must hold for 
l = ° and thus for alll > 0, yielding the conditions 
stated in Theorem III. The summation in expression 
(39) will then be a function of (x" - Xl) which is 
fully determined by (X2 - Xl)' (Xa - x2), .,. , 

(X" - X"-l)' 
(b) Suppose Xl < (M + I-n)d and L ~ 

2(M + 1 - n)d. The sth derivative of expression 
(39) with respect to Xli holding (x" - Xl) fixed, is 
discontinuous at X = kd for k = 1, 2, ... , l when 
s ~ k. The sth partial derivative of D~ with respect 
to Xl, holding all nearest-neighbor separation dis­
tances fixed, will then have discontinuities at X = 
kd for k = 1, 2, ... , (M + 1 - n) (unless D~ is 
identically zero, because 2 nearest neighbors are 
separated by a distance less than d). The discon­
tinuities are expressible as mixed polynomials in 
(X2 - Xl), (Xa - x2), ••• , (X" - X,,_l) and are in 
general nonzero. This illustrates the nonconstant 
nature of D~ as a function of Xli as stated in Theorem 
IV. If x" > L - (M + 1 - n)d, a similar argument 
can be made for D~ as a function of Xl and the (n - 1) 
nearest-neighbor distances. 

V. DISCUSSION 

The main results of this paper are the following; 
(1) D~(XI' ... ,x,,) is explicitly expressible in terms 

of the configurational partition function for a one­
dimensional system with hard-core repulsive and 
nearest-neighbor attractive forces. This result follows 
directly from the decomposition of a multiple in­
tegral and does not require complicated Laplace 
transform considerations.6 (2) For the pure hard­
core case, DI(x) is a constant if L ~ 2Md and 
Md ~ X ~ L - Md. This constant approaches the 
number density in the thermodynamic limit. Out­
side the latter central region DI (x) is continuous but 
has derivative discontinuities at x = kd, k = integer. 
These discontinuities occur in higher derivatives 
far from the walls and remain finite in the thermody­
namic limit. (3) In the close packing limit, D1(x) 
becomes a sum of Dirac delta functions. (4) The 
ordered distribution functions D~(xll"" x,,) are 
functions of the nearest-neighbor separation dis­
tances, if L ~ 2(M + 1 - n)d and (M + 1 - n)d ~ 
Xl ~ •• , ~ X" ~ L - (M + 1 - n)d. Therefore, 
D~+1 may be translationally invariant, although 
D~ is not. However, in the central region, where 
DI(x) is constant, all the D~(XI' ... ,x,,) are trans­
lationally invariant. This statement is nontrivial 
for any particular value of n when the central region 
is of length> (n - I)d. These results suggest that 
finite two- and three-dimensional hard-core systems 
have translational invariance properties in some in­
terior region. 

The general formalism of Sec. II is applicable to all 
nearest-neighbor one-dimensional fluids with hard­
core repulsion. The proof of Theorem I, however, 
depends very specifically on the fact that Wa = ° 
and cannot be generalized in an obvious way. It 
is, of course, of interest to know the effects of at­
tractive forces on the translational invariance prop­
erties and, in particular, their dependence on the 
temperature. An investigation of these points will 
be contained in a subsequent paper. 

APPENDIX A 

Consider the integral 

Km = 1L .. ·1L 

dYI ... dYm Fm(YI, ... ,Ym), (AI) 

where F ... is symmetric under permutations of the 
{Yi I. Subdivide [0, L] into (n + 1) disjoint sub­
intervals RI = [0, Xl], R2 = [Xl' x2], ... , R"+l 
[Xn/ L], where ° ~ Xl ~ X2 ~ •• , ~ X .. ~ L. 

1L dYk = ~ 11 dYk, k = 1,2, ... ,m. (A2) 

Denoting the integral operator fRldYk by I~, we 
have 
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(A3) 

The latter product can be expanded in a way which 
is formally analogous to the multinomial expansion, 
a typical term being (IT;:-l I;.). Here, NI of the 
li/o} are equal to 1, N2 are equal to 2, and so forth, 
with L:;:: N / = m. Due to the symmetry of F ... , 
each such term appears (mI/N1 ! ... N,,+l!) times, 
and 

The doubly primed summation takes into account 
the restriction L: N j = m. Taking m = N - nand 

F"'(Yl, ... ,Ym) 

N! WN(Xl, ... ,X"' Yl, ... ,Ym) 
(N-n)!n! Z(L,{j,N) 

(AS) 

one eff'ectively has K", = D~(Xl' •.. ,xn). Applica­
tion of (A4) then yields Eq. (to) of Sec. II. 

APPENDIXB 

Consider m hard-core particles of length d, with 
Wo == 0, confined to [0, T]. The total potential energy 
is taken as 

v = :t Wh(Xij) + a :t w(x;) 
i<i i-I 

... 
+ b L: WheT - Xi) + abW.(T). (Bl) 

;=1 

a = (1, 0) if (one, zero) extra particle is fixed at 
x = O. b = (1, 0) if (one, zero) extra particle is 
fixed at x = T. For any nontrivial case, the last 
term of (B1) is identically zero. Define 

YeT, a, b) 

= m! J ·0· J dXl ... dx", exp (-(jV). (B2) 

e denotes the ordered domain of integration 0 :::; 
Xl ~ ••• ~ x'" ~ L. The Laplace transform of 
YeT, a, b) is 

1>(S, a, b) = foOO dT exp (-ST)Y(T, a, b). (B3) 

Define the (m + 1) new variables 0"1 = Xl' 0"2 = 
X2 - Xl, ••• , 0"", = X'" - X ... -l, 0" ... +1 = T - x .... 
Clearly, T = 0"1 + 0"2 + ... + 0" ... +1. The Jacobian 
of the transformation is unity and each 0"; ranges 

over [0, 00]. Due to the nearest-neighbor nature of 
the hard-core potential, 

1>(S, a, b) = m! fooo dO"l exp [-SUI - (jaw.(uI)] 

X fooo dU"'+1 exp [-SU ... +1 + (jbWh(O"m+l)] 

X {fooo du exp [-su - {jWh]}"'-l 

m' = ... ;1 exp [-(a + b)sdj exp [-em - l)sdj. (B4) 
S 

Laplace transform inversion gives 

YeT, a, b) = [T - (m - 1) - a - bj'" 

X OCT - md + d - a - b). (B5) 

The connections 

YeT, 0, 0) = Z(T, m), YeT, 1, 1) = Z(T, m), (B6) 

YeT, 1,0) = YeT, 0,1) = Z(T, m) 

yield Eqs. (12a)-(12c). 

APPENDIX C 

Although the individual terms in the summation 
on the right-hand side of EJq. (26) vanish in the 
limit of large M, this does not guarantee that the 
whole sum vanishes, since the number of terms 
increases with M. We now show that the limit of 
the summation for M ~ 00 is actually zero. The 
sum is first rewritten as follows: 

M 
~ (M)( )' ~ a, -x = 
1-0 

(Cl) 

where X = 7Jd, and the coefficients are given by 

We show that lo may be chosen so that the terms in 
the second sum decrease in magnitude as l increases. 
Since the terms alternate in sign, the sum is bounded 
by the magnitude of its first term. In the limit 
M ~ 00, we show that a finite lo with the above 
property exists, and that the bound on the second 
term vanishes in this limit. The first sum has a 
finite number of terms each of which vanishes for 
M~ 00. 

In order to find lo, we look at the ratio of the 
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absolute values of two successive terms in the sum. 
Denoting this by xfM(l), we have 

(M) 1 
f (l) = al+1 = 1 - -

M a~M) ft{ 

M - 1 1 
+ M(M + 1) (1 + ft{ 1)1 _ l' (C3) 

It is evident that fM(l) is infinite at 1 = 0 and de­
creases monotonically to zero for 1 = M. Thus, 
there exists an 10 such that for 1 > 10, x/M(l) < 1. 
Also, 

Therefore, in the limit M -t to, lo may be found 
by setting xfM(lo) = 1, which gives the result 

10 = x/(1 - x). (C5) 

To be precise, lo should be chosen as the nearest 
integer greater than x/I - x. This is finite for 0 ~ 
x < 1. The first term of the second sum on the right­
hand side of Eq. (Cl) is then bounded in magnitude 
by 

lim fM(l) == f(l) 
M-+<» 

= 1 + l/l. 
which vanishes for M -t to. This completes the 

(C4) proof. 
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Temperateness of the Absorptive Part of the Scattering 
Amplitude in the Proof of Dispersion Relations 

PETER N. DOBSON, JR. 

Univer8ity of Hawaii, Honolulu, Hawaii 
(Received 21 February 1966) 

A proof is given within the context of the Bremermann, Oehme, and Taylor proof of dispersion 
relations that the absorptive part of the elastic scattering amplitude remains tempered throughout 
the relevant region of analytic continuation. The technique of this proof, which avoids the use of the 
Jost-Lehmann-Dyson representation, may be applicable to some field theories which do not assume 
local commutativity and for which such a representation cannot, therefore, be constructed. 

I. STATEMENT OF THE PROBLEM 

I N the Bremermann, Oehme, and Taylorl proof of 
dispersion relations in the framework of axiomatic 

quantum field theory, we begin with the reduction 
formulas, 

M •. a(k + k'; p', p) 

= ±i J d4x exp {it(k + k')'X8}(±XO)(P'1 

X [j(!x), i( - !x)] Ip), (1) 

where the M •. a are related to the elastic scattering 
amplitude for the process k + p ~ k' + p' involving 
scalar particles of equal mass and i(x) is the usual 
current operator. We introduce the "brick wall" 
coordinate system in which 

!(k + k') = W, {(w2 
- Et)ie}; 

p' = PIl., p = P-I1, 

where 

PI1 = {EI1' ~}, ~'e = 0, 

EI1 = (m2 + ~2)1, lei = 1. 

Then (1) becomes 

M •.• (w, ~2) 

= ±i J d4x exp {iwxO - i(w2 
- E~)ie·x} 

X 8(±xO)(P111 [i(!x), ie-h)] Ip-I1)· 

Now this relation does not immediately imply any 
analyticity for the M's. So BOT introduce a new 
variable {3 and write 

M •.• (w, (3, ~2) 

= ±i J d4x exp {iwxO - i(w2 
- (3)ie ·x} 

X 8(±xO)(P111 [i(!x), (i-!x)] Ip-I1)· 

Then we see that M •. a(W, (3, ~2) may be continued 
in w into the entire upper (for M.) or lower (for M .. ) 
half-planes, provided we take {3 < 0 and ~2 fixed. 
Furthermore, for {3 < - ~ 2 , M rand M G have the 
same limit as w goes to a segment of the real axis 
from the respective half-planes. Under these as­
sumptions, BOT derive the representation 

(2) 

where 

A(w, (3, ~2) = (1/2i)[Mr (w, (3, ~2) - M.(w, (3, ~2)] 

is the absorptive part of the amplitude. In order to 
get a dispersion relation for the physical amplitude, 
it is necessary to make an analytic continuation of 
the absorptive part in {3 back to the physical value 
of (3 = +Et. In BOT it is shown that this is equiv­
alent to the proof of their Theorem 1, which we para­
phrase here as follows. 

Theorem 1: Weare given four distributions of 
the four-vector variables Yl, Y2, and Ya. 

g';(Yl' Y2, Ya), i = r, a, i = r, a. 
The gij are assumed to be tempered, invariant under 
the transformations of the inhomogeneous, ortho­
chronous Lorentz group, and as retarded or advanced 
in Yl or Y2, as denoted by the subscripts i, i. The 
Fourier transforms of the gij, 

g,j(qlq2qa) = J d4
Yl d

4
Y2 d

4
Y3 

X exp [i(Ql'Yl + Q2'Y2 + Qa'Ya)]g,;(YlY2Ya), 

are assumed to have the properties, 

grj - g.; = 0 for (Ql + Qa)2 < 4m2, 

go. - g,. = 0 

(Ql - Qa)2 < 4m2
, 

for (Q2 + Q3)2 < 4m2, 

(Q2 - QaY < 4m2, 

i = r, a, 

1 H. J. Bremermann, R. Oehme, and J. G. Taylor, Phys. 
Rev. 109,2178 (1958); hereafter referred to as BOT. gij == 0 for Q2 < 4m2

, or Q~ < 0, 

315 

i = r, a, 

i, i = r, a. 
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Then there exists a function X(ZI' Z2, Za, Z4, Z5, Z6) 
of the complex variables Zu ••• , Z. and the real 
variable Z6 with the properties: 

(i) For each real Z6, X(ZI' Z2, Za, Z4, Z., Z6) is holo­
morphic in Zl, .• , , Z. in the domain D, 

D = {Zl' ... ,zsl Iz1,2 - m21 < 0, 

IZ3.4 - 'YI < 0, Izs + 4~21 < ol, 

where -R S 'Y S m2
, for any positive number R, 

and where 0 is some small positive number. We 
further find: 

(ii) For ql, q2, qa real, and q~ > 0, with 

ZI (ql + q3)2 = p,2, 

Z2 (q2 + qa)" = p2, 

Z3 = (ql - q3)2 = k,2, 

Zs = (ql - q2)2 = (p' - p)", 

Z6 = 4q~ = (p' + k,)2, 

and Zl, •.• , Z. in D, we have the representation 

gi;(ql, q2, qa) = X(ZI' .. , ,Z6)' 

(iii) X == 0 for Z6 < 4m2. 

In the proof of this theorem it is shown that there 
exists some g(qll Q2, qa) analytic for each fixed real 
qa in the region W X W, where W is the wedge 
domain, 

W = {qillm qOI > 11m ql, 
IRe qOI < 0), IRe ql < 0) l, 

and represented by one of the go; in every part of 
the region. Furthermore, for 1m q in a bounded 
subset of its region of variation in W, g is of at most 
polynomial increase in Re q. The proof consists of 
constructing a portion of the holomorphy envelope 
of W X W, which is then shown to contain the 
relevant points to map onto D. However, it is never 

y, 

-t=====t/Kt====r--Yo 

FIG. 1. The 
wedge domain as 
seen in the Yo - YI 
plane. The shaded 
region is an example 
of a truncated 
wedge of the type 
used in this paper. 

proven in BOT that the function g(ql' q2, qa) retains 
its polynomial increase property, its temperateness, 
at all the new points, and this property is crucial 
in order for the representation (2) to remain valid 
during the continuation in {J. 

In modern treatments of dispersion relations which 
make use of the Jost-Lehmann-Dyson2

•
a repre­

sentation, the necessary temperateness follows 
directly from the representation.4 However, in dis­
cussions of field theories for which local commuta-: 
tivity does not hold, it may be difficult to find an 
extension of the J ost-Lehmann-Dyson technique, 
while arguments analogous to those of BOT may 
still be useful.5 For this reason, it seems desirable 
to construct a proof of the extension of temperate­
ness of the absorptive part within the context of 
the BOT proof. 

n. A LEMMA ON TRUNCATED WEDGE DOMAINS 

In this section we prove the extension of temper­
ateness into a region resulting from the partial 
analytic completion of a truncated wedge domain. 
The basic result is contained in the following lemma, 
in which for the sake of clarity we deal with a func­
tion of only two complex variables. 

Lemma: We are given a function g(zo, Zl) of the 
two complex variables, 

Zo = X o + iyo, 

holomorphic in the region, 

A section of W in the Yo - YI plane is shown in Fig. 
1. This region is the union of two disconnected 
domains of holomorphy, in each of which we assume 
that g can be represented as the Fourier transform 
of a tempered distribution. g is further assumed to 
have tempered distributions for boundary values 
as yO ~ O. A connection between the portions of 
W is provided by the hypothesis that there exists 
a set, 

E = {(zo, zl)1 Yo = Yl = 0; 

IXII < 0); Ixol < 1/,1/ > 0), 

such that if (z~nl, Z;"') E Wand 

lim (z~nl, z;nl) E E, 

2 R. Jost and H. Lehmann, Nuovo Cimento 5,1598 (1957). 
3 F. J. Dyson, Phys. Rev. 110, 1460 (1958). 
4 K. Hepp, Helv. Phys. Acta 37, 639 (1964). 
• For example, see P. N. Dobson, Ph.D. dissertation 

University of Maryland (1965). ' 
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then 

exists and depends only on the limit point in E. 
We now assert that g(zo, Zl) may be analytically 
continued into a region H, to be defined in the 
proof, which contains points not in Wand where 
Iglis bounded by a polynomial in Xo and Xl' In the 
next section, we show that the region H is large 
enough to allow the desired extension of temperate­
ness of the absorptive part of the scattering 
amplitude. 

Proof: By virtue of the hypothesis that g is the 
Fourier transform of a tempered distribution in W, 
we have 

Ig(zo, zl)1 < P(xo, Xl) 

as Yo and Yl vary over any compact subset of the 
region IYd < IYol, where P(xo, Xl) is some poly­
nomial in Xo and Xl.6 In particular, it is so bounded 
in the truncated wedge, 

WT(a, b,c) = {(zo,zl)1 a:::; IYll < b IYol < c; 

Ixol < <Xl, IXll < <Xl), (3) 

where a, b, and c are positive numbers such that 
b < 1. An example, of such a domain is indicated by 
the shaded region in Fig. 1. 

We now employ the techniques used by BOT 
in their discussion of the edge-of-the-wedge theo­
rem.7 Let us consider an arbitrary point in E, say 
(Xo, Xl), such that IXol < 'f/ - d. We now define 
new variables, 

Wo = Zo - X o, 

and the function h(wo, Wl) = g(zo, Zl)' Consider the 
analytic plane: Zo = A, Zl = exA, with ex < b < 1. 
Then in the A plane, h is holomorphic everywhere 
except for cuts which approach no closer than d to 
the origin. If we expand h in a power series about 
the origin, 

h(wo, Wl) = 2: CnA\ 

the series will converge absolutely and uniformly for 
1'11.1 < d. The number d, it should be noted, was chosen 
independent of the value of Xl. In the smaller region 
IAI < bd, h is not only holomorphic, but tempered 
in the sense that if we write 

Ih(wo, wl)1 < M for 1'11.1 < bd, 

6 R. F. Streater and A. S. Wightman, peT, Spin and Statis­
tics, and All That (W. A. Benjamin, Inc., New York, 1964), 
p.53. 

7 Reference 6, pp. 74-84. 

then the bound M can grow at most as a polynomial 
in Xl as we go from one starting point to another. 
Now the edge-of-the-wedge theorem permits a con­
tinuation of h into 

Iwol < jbd, 

Furthermore, in this region we have 

Ih(wo, wl)1 < M 2: ndn = Md/(1 - d)2 

for d < 1. The right-hand side is just M times a 
factor independent of Xl. This argument implies 
that we may certainly continue g(zo, Zl) into the 
domain 

N = {(zo, zl)llxll < <Xl, 

Ixol < '1/ - 15; IYo\, IYll < 1151 

such that for sufficiently small 15, Igl is bounded in 
N by a polynomial in Xl. 

We now consider the domain formed from the 
union of Nand W T(ic5, b, c), in which Igl is bounded 
by some polynomial in Xo and Xl. We take the an­
alytic plane Zl = Xl (real). Then, in the Zo plane, 
the domain of analyticity reSUlting from W TUN 
will be the strip B, 

B = {Zo I -c < Yo < c I 
- {Zo I -ic5 < Yo < ic5; '1/ - 15 < IXol < <Xl}. (4) 

Using the method of Bremermann,8 we take a 
circle centered on Xo, with Ixol < '1/ - 15, and of 
radius r < 1/ - Ixol - 15. We are concerned with the 
Euclidean distance from any point on this circle 
and the boundary of the domain W TUN. It is 
clear that if we choose c large enough, say greater 
than 2'1/, this distance will be the same as if the 
wedge were not truncated. Making this choice of 
C, we may proceed as in BOT to continue g into the 
region 

N' = {(zo, zl)llxll < <Xl; Ixol < 1/ - 15; 

IYo\, IYll < lb('I/ - Ixol - c5)}. 

We assert that g will be tempered in N'. For, in 
W TUN, Ig\ was bounded by a polynomial of, say, 
order n in Xo and order m in Xl' If we take 

hCzo, Zl) = g(zo, Zl)/(ZO - ex)"(Zl - (3)'" (5) 

with 1m ex and 1m (3 sufficiently large, we have a 
function holomorphic in W TUN and bounded by a 
constant there. The function h may be continued 
into N', and has the same bound there by virtue 

8 H. J. Bremermann, Rev. Mat. Hispano-Am. 27, 175 
(1957). 
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y. y, 

FIG. 2. The semi-tube region WT V N', shown in the Zo - VI 
space, holding Xl fixed. 

of the fact that a holomorphic function of several 
complex variables takes on no new values in the 
analytic completion of its domain of holomorphy. g 

The relation (5) holds in N' by analytic continuation, 
which gives the desired bound on 101. We now have 
g holomorphic and tempered in the semi-tube 
W T V N'. This region (Fig. 2) may be expressed 
in the form 

{(zo, Zl) I Zo E B; IXII < co, m(zo) :s; IYII < M(zo) , 

where 

Ixol < 7J - a, 
Ixol ~ 7J - a, 

M(zo) = b max (lYol, i(7J - Ixol - a)}. 

Using standard methods/o we may further enlarge 
this region to 

H = {(zo, zl)1 Zo E B; IXII < co; 

m(zo) :s; IYII < 8(zo), (6) 

where 

By the same reasoning as used in going from N to 
N', g will still be tempered in H. 

m. EXTENSION OF TEMPERATENESS 
TO THE STRIP D 

The lemma developed in the preceding section may 
now be generalized to the case of a function 
g(qu q2' qa) considered as a function of eight com­
plex variables for each fixed real qa. The extension is 
not trival, but differs in no significant respect from 

I H. Behnke and P. Thullen, Theorie der Funktionen M&­
hrerer Komple:ter Veranderlichen (Chelsea Publishing Com­
panYJ-.New York, 1934),j>. 74. 

10 .t1. J. Bremermann, Math. Ann. 127, 406 (1954). 

the procedure outlined in BOT. We simply state 
the result here. 

Under the assumptions of Theorem 1, O(qll q2' qa) 
may be analytically continued into the region H X H 
in the variables ql and q2' where 

H = {qO I qO E B; IRe q I < co; 

m(qO) :s; 11m ql < M(qO) I, 
which is the generalization of the region (6) for a 
four-vector variable, and 101 is bounded in H X H 
by polynomials in the Re qa. 

We now examine the extent to which the points 
of D, as defined in Theorem 1, are images of points 
in H X H. First, with BOT we denote (qa)2 = t 
(real), and note that the parameter 7J appearing 
in the definition of H may be taken as 2m - t. 
Now, put 

q~ = q~ = (m2 
- 'Y)/4t, 

ql = p(t, 'Y)el + ~e2' 
q2 = pet, 'Y)el .- ~e2' 

where e, 'ej = au and 

/(t, "I) = {t + (m2 
- 'Y)/4t}2 - E~. 

We are interested in all 'Y :s; m2 and t ~ m. If / > 0, 
the point (ql, q2) is real, and furthermore lies in the 
set connecting the various parts of W X W. 0 is 
holomorphic in this set by the edge-of-the-wedge 
theorem and tempered there by hypothesis. Thus we 
need consider only the shaded region of Fig. 3. 
The requirement that q~ and q~ be in B is simply 

(m2 
- 'Y)/4t < 2m - t - a. (7) 

Note that this condition is met for any strip width 
c in the definition of Hand B, an indication that 
truncation of the wedge will prove immaterial for 

FIG. 3. Region 
of the t - 'Y plane 
covered by the do­
mainH X H. 

y 

IT 
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the points in D. Points satisfying (7) lie above the 
curve I in Fig. 3, which is actually drawn for 0 = O. 
For sufficiently small 0, all points in the shaded 
region will satisfy the requirement. The remaining 
condition that (q, q) lie in H X H is 

m(qO) ~ 11m ql < M(qO). 

For the qO under consideration, IRe qOI < 'TJ - 0, 
so m(qo) = O. Thus we need only satisfy 

lIm ql < b 1m [(qO)2 - (2m - t - 0)2]' 

or 

11m p(t, 'Y)I < b 1m {[(m2 
- 'Y)/4t]2 

- (2m - t - 0)2}t. 

The relevant points lie below the curve, 

IE~ - (t + m24~ 'Yy! 

= b2{(2m - t - 0)2 - (m24~ 'YY}, 

such as that marked II in Fig. 3. If we put 
b = 1/(1 + E), then for E and 0 small, and neglecting 
second order, this curve has its minimum for 

'YmiD ~ 3m2 
- 2d2 

- 4mo - 4m2
e. 

Thus, if d 2 = m2 
- d2 and we choose E and 0 so that 

d2 »2mo + 2m2e, 

then'Ymin> m2
• For any fixed d 2 < m, then, we can 

find some truncated wedge such that all relevant 
ql and q2 lie in the domain H X H so defined. At 
these ql and q2, the function g is not only holo­
morphic but tempered. 

The basic element in the discussion given here is 
that the points of the strip D may be reache~ by 
continuation from a portion of the wedge which is 
bounded in the imaginary directions. In such a 
portion, we have polynomial bounds on the ab­
sorptive part which may be extended to D, per­
mitting the analytic continuation of the dispersion 
relation (2), or some subtracted form of it. 
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From unitarity, analyticity in t, and analyticity in E, a variety of conditions can be derived for the 
high-energy behavior of a crossing symmetric two-body scattering amplitude F(E,t). These conditions 
are s~udied as .consistency ?onditions for a class of models for high-energy scattering based on smoothly 
varymg functlOns. For this class of models they lead to: (1) the Froissart bound without making 
explicit use of Martin's enlargement of the Lehmann ellipse, (2) conditions on the phase of the am­
plitude and its derivative with respect to t in the forward direction. As an example of the use of the 
phase conditions, it is shown how the Lehmann ellipse can be enlarged to give analyticity in the circle 
It I < R, where R is fixed. Although the method is different, this result is closely related to the general 
results of Martin, but with our smoothness assumptions a little more detail can be stated about the 
behavior of F(E,t). 

1. INTRODUCTION 

T HE basic assumptions in this paper are that 
the scattering amplitude F(E, t) has the uni­

tarity and analyticity properties that have been 
derived from quantum field theory.l,2 From these 
properties a number of inequalities are derived for 
the imaginary part of F(E, t) and its derivatives 
with respect to t at t = 0, for large values of the 
laboratory energy E. Combining these inequalities 
with a dispersion relation for the derivatives of F 
at t = 0, which has been proved by Martin,a and 
using a smoothness assumption on the total cross sec­
tion, one obtains a direct derivation of the Froissart 
bound4 without explicit use of Martin's enlarge­
mene of the Lehmann ellipse. 5 

The main purpose of this paper is to develop 
methods for studying the consistency of models for 
high-energy scattering with known or desirable an­
alyticity and unitarity properties. For this purpose 
we limit our main discussion to a general class of 
models for which the high-energy behavior of F(E, t) 
is dominated by terms that do not contain explicitly 
the normal threshold singularities as E --7 (Xl. In 
particular, models are considered that are explicitly 
crossing symmetric and analytic, and for which the 
high-energy behavior of F(E, t) and its derivatives 
at t = 0 is dominated (or bracketed) by powers of 
E or (log E). This class of model has been studied 
by Van Hove,6 and it is sufficiently general to fit 
existing experiments and to contain most existing 
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detailed models for high-energy scattering. It is pos­
sible to generalize some of the methods presented 
for smooth functions to include functions with oscil­
lations by use of the theorems of Khuri and 
Kinoshita. 7 

A condition is obtained on the phase of the coeffi­
cient of t in the power series expansion of F(E, t) 
for large E. From this phase condition it is shown 
that any model of this type must satisfy the Froissart 
bound and, further, that for large E the amplitude 
F(E, t) must be analytic in It I < R, where R is a 
constant. Although these results have been obtained 
generally by Martin, a the approach here is some­
what different from his and it is hoped that it will 
add to our understanding of the way in which con­
ditions on the amplitude F can be combined to 
extend our knowledge of its behavior. 

The basic assumptions are essentially the same 
as those used by Martina for enlarging the Lehmann 
ellipse, and used earlier by MartinS and by the 
author9 for improving the Greenberg-Low bound.lo 

These assumptions are 

(1) 

(2) 

(3) 

analyticity of F(E, t) for t in the Lehmann 
ellipse, 
analyticity of F(E, t) for E in the complex 
plane cut along part of the real axis, 
polynOInial boundedness for small values of 
t in the Lehmann ellipse 

IF(E, t)1 < IEIN, as E--7 (Xl, 

(4) unitarity, particularly 1m fleE) ;:::: 0 for 
every partial wave. 

----
7 N. Khm;i, and T. Kinoshita, Phys. Rev. 140, B706(1965). 
: A. Martm, CERN Report (1965). 

R. J .. Ede!l, Phys. Letters 19, 695 (1966); see also R. J. 
Eden, Umverslty of Maryland Physics Department Report 
536, (1965). 

10 O. W. Greenberg and F. Low, Phys, Rev. 124, 2047 
(1961). 
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From these assumptions a number of inequalities 
are derived in Sec. 2 or quoted from earlier work. 
In Sec. 3 these inequalities are used to derive the 
Froissart bound, with the extra assumption that 
O'(total) is smooth (not oscillatory), from a dispersion 
integral whose convergence has been established by 
Martin.3 

In Sec. 4 the form of crossing-symmetric models 
to be studied is given and phase conditions are 
investigated. These phase conditions are closely 
related to the convergence conditions used in Sec. 
3. As an illustration of their use with these models 
it is shown how the Froissart bound O'(total) ~ 
(log E)2 can be derived and how the Lehmann ellipse 
can be enlarged to include It I < R, where R is con­
stant. 

2. CONDITIONS ON THE SCATTERING 
AMPLITUDE 

Given analyticity in t of F(E, t) for t inside the 
Lehmann ellipse, the partial wave expansion is 
convergent, and 

eo 

1m F(E, t) = L: (2l + 1) 1m ME)PI(cos 8). (2.1) 
o 

For large E we have 

1m F(E, 0) '" EO'(E), (2.7) 

where O'(E) denotes the total cross section. We use 
the symbol'" to denote the same order of magnitude 
for large E so that constant factors are in general 
omitted except for those that change significantly 
with n. 

Let g(E) denote the logarithmic derivative 

geE) = (d/dt) log [1m F(E, t)]I,_o. (2.8) 

From (2.1) (2.2) and 

an(E) = (n!)(~/dr) 1m F(E, 0) (2.9) 

we obtain 

a,,(E) '" 2n~n ~ ffO+l 1m I, 

provided n « L. In particular, 
L 

ao '" EO'(E) '" L: l 1m II, 
o 

(2.10) 

(2.11) 

(2.12) 

Using Cauchy's inequality for the product of two 
series, we obtain 

a,,(E) ~ EO'[g(E)r. (2.13) 

cos 8'" 1 + tiE, (2.2) Writing 

where the unit of mass is taken to be one. From 
(2.1) we have, for Icos 81 < 1, t < 0, 

1m F(E, t) ~ 1m F(E, 0), (2.3) 

since from unitarity 1m II ~ O. From polynomial 
boundedness of F for large E when t = (to/E) > 0, 
it follows from (2.1) that 

1m II(E) < exp (N log E - ltUE). (2.4) 

For L = CE log E, we can by choice of C terminate 
the series (2.1) after L terms with an error less 
than E-N

' for any given N', 
L 

1m F(E, t) '" L: (2l + 1) 1m ME)PI(cos 8). (2.5) 
o 

We do not make any special use of the choice of 
L, and could, for example, allow C to tend to in­
finity as E -t cx). Then the derivatives of 1m F 
would also be approximated by the derivatives of 
the series (2.5) for large E. Rearranging we get 

L t" 
1m F(E, t) '" L: a .. (E) ( ,)2' (2.6) 

o n. 

From the optical theorem (omitting a constant 
factor), 

an = EO'g"a~(E), 
we obtain from Cauchy's inequality 

(2.14) 

(2.15) 

Following Martin and MacDowellll [or directly 
from (2.11) and (2.12)] a bound can be obtained on 
0' = O'(total) for given geE) by minimizing aleE) 
when 0' and O'(el. im) are regarded as given fixed 
quantities, where 

L 

O'(el. im) = L: l(lm 11)2. 
o 

This gives for large E 

0' = O'(total) ~ 2g(E) , 

and from (2.13) 

(2.16) 

(2.17) 

an(E) = (n!)W/dr) 1m F(E, 0) ~ E[0'(E)r2-". 

(2.18) 

An upper bound can also be obtained directly from 
(2.5) using 1m 11 ~ 1, 

E(2E log2 E)n+l ~ a1l(E). (2.19) 

11 A. Martin and S. W. MacDowell, Phys. Rev. 135, B960 
(1965). 
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The factors 2" are not normally required in our dis­
cussion of orders of size for large E and so are 
omitted in the following. If the Martin3 enlargement 
of the Lehmann ellipse was assumed one would lose 
the factor E"+1 on the left of (2.19). 

The inequalities (2.13) and (2.18) provide a gen­
eral condition on the polynomial expansion of 
1m F(E, t) which must be satisfied by any scattering 
amplitude. We combine this with other conditions 
which are of several types. One is the simple use 
of unitarity and the properties of Legendre poly­
nomials as in (2.3). Writing 

F,,(E, t) = (d:' /dt")F(E, t) (2.20) 

we have a" = (n!) 1m F,,(E, 0). Differentiating (2.1) 
we obtain for -E < t < 0, 

1m F,,(E, t) < 1m F .. (E, 0), n = 0, 1,2, ., .. 

(2.21) 

We also have, since 1m 11 ~ 0, 

o < 1m F,,(E, 0), n = 0, 1,2, ... (2.22) 

This condition is stated more strongly in our in­
equality (2.13). 

Another type of condition that we use is a con­
sequence of (2.21) and (2.22) combined with a dis­
persion relation for F(E, t). This condition was 
derived by Martin3 as an intermediate step in his 
enlargement of the Lehmann ellipse, and it is stated 
and used in the next section. In the following section 
we use analyticity and crossing symmetry to obtain 
conditions on the phase of F,,(E, 0). 

3. MARTIN CONDITION AND THE 
FROISSART BOUND 

In the forward direction, F(E, 0) satisfies a. dis­
persion relation with no more than two sub­
tractions.8

•
9 

F(E, 0) = A + BE 

E2j'" 1m F(E', 0) dE' 
+ -;- '" E'2(E' - E) 

E2 j-m 1m F(E', 0) dE' 
+;- _... E'2(E' - E) . (3.1) 

From (2.3) it follows for E in (-m, m) that F(E, t) 
satisfies a similar dispersion relation with only two 
subtractions when t < O. Using (1) the holomorphy 
of F(E, t) inside a circle of finite radius It I < R, 
when -m < E < m, (2) the regularity in t of F(E', t) 
at t = 0 for finite E', (3) the inequalities (2.21) 
and (2.22), MartinS shows that there is a similar 

dispersion relation for the nth derivative of F(E, t) 
at t = O. In particular he shows that 

n! E2j'" dE' 1m F,,(E', 0) (3.2) 
R" > -;- '" E'2(E' - E) , 

where F" is defined by (2.20). The left-hand side of 
this inequality is obtained from holomorphy of 
F(E, t) for It I < R. For simplicity we have written 
Martin's result in the form (3.2) with only one 
integral on the right-hand cut. A closely analo­
gous inequality holds3 if F is an amplitude that is 
crossing symmetric; for example, it could be the 
sum of the 7r +, p and the 7r -, p scattering amplitudes. 
Properties of symmetric amplitudes are stated in 
more detail in the next section. 

We now use the inequality (2.13) in (3.2) to give 

n! E2j'" dE' u(E')[g(E')]" 
R" >;- no (n!)E'(E' - E) . (3.3) 

If u(E') and geE') are smooth functions as E' ~ co, 

one obtains the Froissart bound directly from (3.3). 
Thus for geE) '" E a

, 0 < a < 1, the integral is 
not even convergent when (n + l)a ~ 1 so the 
inequality is clearly violated. For 

geE) ,....., (log E/ as E ~ co , (3.4) 

we consider the value of n that maximizes, 

(log E/"/(nl? ,....., [(log Ei /n2]". (3.5) 

This is maximum near n '" log E, and one finds that 
the corresponding integral (3.3) is dominated by 
E' near e". The inequality (3 ~ 2 follows, giving 
for smooth functions 

u(total) < geE) ~ (log El, (3.6) 

which is the Froissart bound. 
The above argument does not exclude possible 

oscillations that exceed the bound, even for large 
E. This possibility is, of course, excluded by Martin's 
enlargement of the Lehmann ellipse, and it can 
probably be excluded also by an extension of the 
phase discussion in the next sections. 

4. PHASE CONDITIONS USING SMOOTH 
FUNCTIONS 

In this section we develop the analog of Martin's 
convergency condition (3.2) in terms of the phase 
of derivatives of the scattering amplitude. We use 
a crossing symmetric amplitude F and limit our 
discussion to smooth functions whose rate of growth 
as E ~ co obeys a power law in E or in log E. For 
more general situations, including the possibility 
of oscillatory terms, a number of theorems have 
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been established by Khuri and Kinoshita7 which 
relate bounds on the phase to bounds on the rate 
of growth of crossing symmetric functions. At least 
some of these more general situations can be studied 
in the present context but, although they are im­
portant for completeness, they complicate the dis­
cussion and are not included here. 

The use of the Phragmen-Lindeloff theorems for 
determining the phase of (smooth) crossing sym­
metric amplitudes has been developed by Van Hove6 

following earlier work by Meiman.12 We only outline 
the main results that we require here. Crossing sym­
metry for the forward amplitude, combined with 
Hermitian analyticity gives 

F(E exp i7r, 0) = F*(E, 0), (4.1) 

where both amplitudes are evaluated above the 
branch cuts along the real E axis. This relation deter­
mines the phase of F(E, 0) for any given rate of 
growth with E, by using the Phragmen-Lindeloff 
theorem for a function regular in the upper half­
plane, continuous on the real axis and bounded. Thus 
if 

IF(E, O)/Ea I ~ C as E ~ 00, (4.2) 

then from (4.1) for large E, 

F(E, 0) t'J ±C( -iEt . (4.3) 

Conversely, given that the phase of F(E, 0) is 
(-!<X1r) with 0 < a < 2 and that for large E, 

const < F(E, 0) < E2 (4.4) 

it follows that F has the form given in (4.3). The 
ambiguity in the sign of F(E, 0) can be resolved 
by using the inequality 1m F > O. 

The corresponding form of a crossing symmetric 
function with a logarithmic power growth together 
with a single power of E is 

F(E, 0) t'J iE(log E - !i7rt. (4.5) 

It should be noted in particular that, from a given 
rate of growth for the imaginary part of F, we can 
deduce the phase and hence obtain the form for 
the real part. There are analogous results when non­
smooth functions are considered.7 From bounds on 
1m F one can obtain bounds on Re F. 

In the nonforward direction, crossing symmetry 
for fixed t has to be expressed in terms of a different 
variable from E. For equal masses this crossing 
variable is 

W = 2mE + it - 2m2
• (4.6) 

12 N. N. Melman, Zh. Eksperim i Teor. 43, 2277 (1962) 
[English trans!.: Soviet Phys.-JETP 16, 1609 (1963)]. 

Writing 

F(E, t) = G(W, t), (4.7) 

crossing symmetry gives 

G( - W + iO, t) = G*(W + iO, t), (4.8) 

where we write 

W exp i7r = - W + iO. (4.9) 

This relation is exact, like (4.1), and not merely 
asymptotic. It is valid for each fixed t. We can use 
it to construct models that are crossing symmetric 
[through satisfying (4.8)] for each t and analytic 
in W. These models are then considered in relation 
to the inequalities obtained in Sec. 2. 

The simplest generalization of (4.3) for t ~ 0, 
in terms of G(W, t) is 

G(W, t) t'J (_iW)aCt) , (4.10) 

where a(O) = a, G(W, 0) = F(E, 0). From (2.7) 
and (2.8), for this model 

0" t'J W a
-

1 
I"oJ E a

-\ (4.11) 

g t'J a' log W I"oJ a' log E. (4.12) 

Then the inequality of Martin and MacDowell 
(2.17), gives for large E 

E a
-

1 
::; a' log E. (4.13) 

Hence a ::; 1, which is a well-known result. Similarly 
if we generalize (4.5) in the form 

G(W, t) t'J -(iWVC1)(log W - !i7rY'(I) (4.14) 

we obtain for t = 0, if a(O) = 1, 

0" I"oJ (log E)fl, g t'J a' log E. (4.15) 

The inequality (2.17) now gives fj ::; 1. This gen­
eralization was first noted by Martin using another 
method. 

So far we have only made limited use of crossing 
symmetry through the phases of F or G. It is ap­
parent that the models indicated by the assumed 
forms (4.10) and (4.14) are too simple to allow the 
Froissart bound to be attained. 

A much more general class of model is one based 
on the series expansion of F(E, t) in powers of t, 
for which we have investigated conditions on the 
dominant terms of 1m F in Sec. 2. We can readily 
make this series expansion for the dominant part 
of 1m F(E, t) into a crossing-symmetric series for 
G(W, t) provided we assume that each term in 
1m F .. (E, 0) has a dominant part which is a smooth 
function of E. The explicit simplification that is 
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required for our method is the absence (by assump­
tion) of the normal threshold singularities from the 
dominant terms in the series expansion for 1m F(E, t) 
for large values of E. This assumption is likely to 
be made in any tractable model for high-energy 
scattering and it may even be correct rigorously 
(the general method used by Martina might be used 
to determine whether this is the situation). Alterna­
tively it may be possible to use the inequalities 
obtained for 1m FR(E, 0) to obtain inequalities on 
the phase of FR(E, 0) without explicit use of the 
smoothness assumption. We recall from (2.20) that 

FR(E, t) = (a:'/dt")F(E, t). (4.16) 

We now limit our discussion to models for which 
the dominant terms in 1m Fn(E, 0) are smooth. For 
these terms we can obtain, by substitution in the 
series for 1m F(E, t), a series for 1m G(W, t). This 
leads to a crossing symmetric form of G(W, t) if 
we use the condition (4.8) for each term Gn(W, 0), 
the nth derivative of G. However, so long as we 
restrict ourselves to the range where It I is small 
compared with E, the dominant terms of F(E, t) 
and G(E, t) are the same. In particular we can obtain 
the phase of FR(E, 0) by the condition for large E, 

F lI ( -E + iO, 0) ,...., F":.(E + iO, 0) (4.17) 

provided we know its rate of growth with E. 
We have an inequality on the rate of growth of 

1m FR(E, 0) in (2.13) or (2.18). One can readily 
verify using (4.17) that this gives an inequality 
on the phase of Fn(E, 0), for example by using the 
theorems of Khuri and Kinoshita.7 To obtain an 
upper bound on geE) and hence on u(total), it is 
sufficient to assume that the inequality (2.13) is 
in fact an equality. We therefore consider typical 
situations using this assumption. 

First we consider 

O<a<1. (4.18) 

Using (2.13) as an equality gives 

(n!) 1m Fn(E, 0) ,...., E(1hl a+l. (4.19) 

From (4.17) and (4.19) we obtain, using a uniqueness 
condition analogous to (4.2), 

(n!)Fn(E, 0) 

,...., E O
+

nl 
a+ll i + tan [t(1 + n)oor]) (4.20) 

provided (1 + n)a + 1 is not an even integer. If 
it were even, say 2m, we would obtain instead of 
(4.20) 

In principle, an arbitrary power of E2 could be added 
to (4.20) without affecting its crossing symmetry 
or analyticity, just as in a dispersion relation, unless 
one has a uniqueness condition like (4.2). However, 
this lack of uniqueness is removed by the fact that 
Fn(E, 0) is the derivative of FlI _ 1 (E, t) at t = 0 
and that we have some inequalities like (2.21). 
We use this inequality to discuss the form (4.20) 
for F,,_l and F". It gives 

1m Fn- 1(E, t) :::; 1m Fn-1(E, 0), for t < O. (4.22) 

Let us assume that 0 < (na + 1) < 2, so that from 
(4.20), 

Re Fn - 1(E, 0) > O. (4.23) 

Because of the inequality (4.22), for t < 0 the phase 
of F n _ 1 (E, t), as well as its rate of growth, is bounded 
by its phase and rate of growth at t = o. It is not 
necessary to assume that the phase depends on t 
as in (4.10), but one can just use continuity and the 
inequalities (4.22), (4.23) to give 

Re F"_I(E, t) < Re F,,-I(E, 0), for t < O. (4.24) 

Hence by differentiation at t = 0, (4.24) gives 

Re F,,(E, 0) > O. (4.25) 

But with our assumption (4.18) it would be possible 
to choose n large enough so that 

(na + 1) < 2 < (n + l)a + 1. (4.26) 

This contradicts the result (4.25) and the inequality 
(4.22), and shows that a power law for u(E) or geE) 
is not consistent with analyticity and unitarity. 
This result is the analog of the divergence of the 
dispersion integral discussed following the inequality 
(3.3). 

A logarithmic rate of growth as considered in the 
dispersion method of Sec. 3 involves a more delicate 
condition. We see also that the phase condition used 
here gives more information than the dispersion 
method. We assume that 

U r-.J geE) ro..J (log E)fl (4.27) 

and we use (2.18) as an equality to give a bound on 
the phase and rate of growth of F" for large E, 

(n!) 1m F,,(E, 0) ,...., E(log E)Ohlfl. (4.28) 

From the crossing symmetry conditions 

(n!)F,,(E, 0) ro..J E(log E) (1+"lfl 

X Ii + tan [(1 + n){37r/210gE]). (4.29) 

(4.21) As E -7 00 this term always satisfies the condition 
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C4.25) when C4.23) is given, that is to say, when 
(j> O. 

The question that we wish to consider now is 
whether the term C4.28) can remain the dominant 
term in 1m FnCE, 0) when E is finite. The analogous 
problem in the dispersion method arose in the in­
tegral in (3.3), which was dominated by values near 
log E f"'V n, and the inequality (3.3) could not be 
satisfied unless (j ::; 2. 

It is evident that (4.28) must not be the only 
term in 1m F,,(E, 0) since for values of E such that 

(1 + n){j t-..J log E (4.30) 

the real part of Fn(E, 0) becomes arbitrarily large 
and then changes sign. This contradicts the result 
(4.25) and can be prevented only by the existence 
of another term in 1m F,,(E, 0) which has a smaller 
rate of growth with E than in (4.28), and which 
becomes comparable with 1m F,,(E, 0) near the 
value in (4.30). The smaller rate of growth is neces­
sary so that this other term does not itself con­
tradict the phase condition. It is clear that by suc­
cessive steps one finds that, near (4.30), 1m F,,(E, 0) 
must be dominated by a term independent of E. 
We consider the relation of this term to the term 
(4.28). Denote the corresponding series by Fi and 
F 2 , both being parts of F. 

L 

1m FICE, t) = E L: C"t, (4.31) 
o 

L t" 
1m F2CE, t) = E L: (log E/"+ll~ -( ,)2, 

o n. 
C4.32) 

where Cn is bounded by a term independent of E. 
Each term in (4.32) is the smallest term compatible 
with (4.27), their size being determined by geE). 
We require "phase interference" between the terms 
FIn and F 2" that correspond to the coefficients of 
t" in (4.31) and (4.32). For this phase interference 
to prevent contradiction of (4.22) we require, near 
n '" log E, 

(4.33) 

The largest allowed value of C" is of order unity for 
(4.31) to be convergent; more precisely 

C" ::; IjR", (4.34) 

where R is a radius of convergence that does not 
depend on E for large E. The Froissart bound follows 
from (4.33) and (4.34), giving (j ::::; 2. Under this 
condition the real part of F,,(E, 0) obtained from 
(Fi" + F 2 .) cannot change sign by going through 
infinity but only by going through zero. This is 
called the "phase condition." 

As a further application of the phase condition 
assume that 1m F 2(E, t) is represented by a series 
of dominant terms that is more general than (4.32), 
namely, 

L tn , 
1m F2(E, t) t-..J Eu L: (log Et~ ~ , 

o (n!) 'Y 
(4.35) 

where a~ f"'V 1 for large n, and from (2.6) and (2.13), 
l' ::::; 2. Note that we are not asserting for negative 
t that 1m F2 is dominant, but only that for each 
coefficient of t", with n fixed and E ~ ex> the in­
dividual terms in (4.35) dominate over corresponding 
terms in 1m F the full amplitude. For the sum itself 
there are complicated cancellations when t < 0, 
but our discussion has avoided the need to consider 
these. 

With (4.31) and (4.35) the inequality (4.33) is 
replaced by 

IjRn ~ Cn ~ (log EY'~ In"'Y (4.36) 

when n > log E. This gives 

(j::::;'Y::::;2. (4.37) 

For positive values of t, if we let L ~ ex> in (4.35), 
it does represent a bound on 1m F(E, t) as E ~ co, 

given that g f"'V (log E)~, since each term is now posi­
tive so there is no cancellation. The inequalities 
(4.36) and (4.37) ensure that 1m F(E, t) given by 
(4.35) must be analytic in the region 

It I < R, (4.38) 

where R is fixed as E ~ co. This result for our model 
is evidently closely related to Martin's enlargement 
of the Lehmann ellipse, but here we have not made 
any direct use of the analyticity domain for low 
energy. 

Conversely, if the result (4.38) is assumed, then 
we can derive the condition (4.37) from (4.35). For 
large E, we have (for t > 0) from (4.35). 

1m F(E, t) t-..J Eu exp [tll'Y(log E)~I'Y]. (4.39) 

If this is to be polynomial bounded for fixed t > 0, 
we must have {j ::::; 1', and from (2.6), (2.13), we 
have l' ::::; 2. 
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Homogeneous Lichnerowicz Universes 
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Lichnerowicz has developed a general-relativistic theory of an electrically charged fluid with infinite 
conductivity. No exact solutions of the corresponding Einstein-Lichnerowicz equations have previ­
ously been given. The present paper establishes homogeneous solutions of these equations. 

1. INTRODUCTION 

I N a recent series of lectures! given at the South­
west Center for Advanced Studies, Lichnerowicz 

developed a general-relativistic theory of an elec­
trically charged fluid with infinite conductivity. The 
relevant equations are as follows: 

R;k = -x{(rt + JI. IhI2)U;Uk 

- ![r! + JI. Ihl2 
- 2(pN)]g;k - Jl.h;h.l, (1.1) 

u;u; = 1, u;h; = 0, (1.2) 

(u;hk - ukhiL = 0, (1.3) 

where Ihl 2 = -h;h;, X is the relativistic constant of 
gravitation, JI. is the permeability, r/(>O) is the 
density of the fluid, p( ~ 0) is the pressure, and c is 
the velocity of light; the semicolon denotes covariant 
derivation. 

Lichnerowicz proved the existence of the solutions; 
i.e., he solved the Cauchy problem connected with 
(1.1)-(1.3). Our aim is to find homogeneous solu­
tions2 of the Einstein-Lichnerowicz equations, i.e., 
space-times allowing four parametric simply transi­
tive transformation groups. We give at the beginning 
a few theorems concerning homogeneous Lichnerow­
icz universes. 

Suppose that the vector field 

e = ~;(Xk) (1.4) 

generates a one-parametric group of transformations, 
and denote the Lie derivative with respect to (1.4) 
by the symbol 

£. (1.5) 

The operator (1.5) has the following formal prop­
erties: 

£ bd = (£ b)d + b(£ d), 
~ ~ ~ (1.6) 

£ (b + d) = £ b + £ d, 
~ ~ E 

1 A. Lichnerowicz, Lecture Notea (W. A. Benjamin, Inc., 
New York, to be published). 

J I. Ozsvath, J. Math. Phys. 4, 590 (1965). 

where a is an arbitrary scalar and band d are arbi­
trary tensors. The Killing equation 

£ g;k = ~(;;k) = 0 
f 

(1.7) 

expresses the fact that the metric is invariant under 
the transformations of the group generated by (1.4). 
From (1.7) it follows that 

£R;. = 0, 
~ 

(1.8) 

where R;k is the Ricci tensor corresponding to g;Io' 

In order to avoid possible troubles, we mention our 
definitions: 

U;;k;1 - U;;I;k = -U'R';k/, 

RjI = Rk;k/' 

(1.9) 

(1.10) 

concerning the Riemann and the Ricci tensors. 
Using the notations 

a2 = x(r! + JI. IhI2
), 

b = lx[r! + JI. Ihl2 
- 2(r/c2

)], a2 l2 = XJI. Ihl2 

h; = Ihl hi, l2 < 1, JI. = const, (1.11) 

we can write (1.1) in the following form: 

R;k = a
2

( -u;u. + N",hk ) + bgu •. 

From (1.8) and (1.12) it then follows that 

£ {a2
( -U;U. + l2h;hk) + bg1k } = O. 

~ 

Using (1.6) and (1.7) we see that 

£U; = 0, 
f 

£ b = 0, 
f 

£ h; = O. 
~ 

(1.12) 

(1.13) 

(1.14) 

In a homogeneous space-time, we have four lin­
early independent generators 

a = 0, 1, 2,3, (1.15) 

satisfying the equations 

~!t..1 - ~tto.l = Cob·to (1.16) 

326 
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and the condition 

det (I;~) ;c 0, (1.17) 

where Cob' = -Cbo" are the structure constants 
of the group satisfying the Jacobi identities 

(1.18) 

All the four generators (1.15) satisfy (1.7). There­
fore, using (1.14) and (1.17), we have the following. 

Theorem 1: In a homogeneous Lichnerowicz uni­
verse, the scalars a2, Z2, and b are constant and the 
vectors Uj and hi are invariant vectors of the group. 

Theorem 2: In a homogeneous Lichnerowicz uni­
verse, 

U
i

: i = 0, (1.19) 

a.lways hold. 

Using (1.12), Theorem 1, and the twice-contracted 
Bianchi identities, we obtain the equations 

(UjUk - l2hihk):i = O. (1.20) 

Equation (1.3) takes the form 

(Uihk - hiUkL = O. (1.21) 

Using the equations 

hih j = -1, (1.22) 

the statement follows. 
One defines the acceleration vector by the fol­

lowing equation: 

(1.23) 

Using this definition, one sees that, in the case of a 
homogeneous space-time, equations (1.3) and (1.20) 
can be replaced by (1.19) and the following 
equations: 

From (1.22) and (1.25) immediately follows 

i.e., we have 

(1.24) 

(1.25) 

(1.26) 

Theorem 3: In a homogeneous Lichnerowicz uni­
verse, the magnetic unit vector h { and the accelera­
tion vector are mutually perpendicular. 

We later use the mutually orthogonal vectors 

to fix our tetrad. We mention for later use these 
further definitions: 

is the rotation vector and 

is the shear tensor, where 

(J = u i
:; 

is the expansion scalar. 
The following statements also hold: 

(1.27) 

(1.28) 

(1.29) 

Theorem 4: In a homogeneous Lichnerowicz uni­
verse, the rotation and the acceleration vector are 
perpendicular; i.e., the equation 

(1.30) 

always holds. 

Theorem 5: There exist only two families of ho­
mogeneous Lichnerowicz universes with geodesic and 
shear-free motion given by 

ds2 = R2{ (dxO + e%' dX3)2 

- ~ e1 -=- ~ne2%'(dx2)2 - (dXl)2 - (dx3)2} , (1.31) 

where 0 ~ l2 < t (l2 = 0 is the Godel cosmos); and 

dl = R2 {(dxO + x3 dX2)2 

- exp [-(2l2 - 1)txl](dx2)2 _ (dx1)2 

- exp [(2l2 - l)txl] (dxB)2 }, (1.32) 

where t ~ l2 < 1 and R2 ;c 0 is an arbitrary con­
stant. The proofs of these statements emerge in the 
text. [See (9.20) and (9.21).] 

After these general remarks, we turn to the ques­
tion of how to construct homogeneous Lichnerowicz 
universes. The basic idea is to apply the usual 
tetrad formalism using basic tetrads invariant under 
the transformations of the group. 

Tetrads, satisfying these conditions, can be built 
out of the invariant vectors 

(1.33) 

and the reciprocal vectors 

• • ( k) ej=ejX (1.34) 

of the group, where a = 0, 1, 2, 3 labels the vectors 
and i = 0, 1,2,3 labels the coordinates. 
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The invariant vectors (1.33) are defined by the are constant and are given by 
equations 

~~e:.j - et~!.j = 0, (1.35) 

which must hold for each a and b, with the proviso 
that 

det (e!) ~ 0. 

If we impose the conditions 

e!(x~) = ~!(x~), 

(1.36) 

(1.37) 

where x~ are the coordinates of some arbitrarily 
chosen point, we have for (1.33) the equations 

(1.38) 

as a consequence of (1.16) and (1.35). The reciprocal 
vectors (1.34) are defined by 

(1.48) 

as one can see easily. From (1.48) follows 

(1.49) 

The covariant derivative of an invariant vector is 
given by 

(1.50) 

where 

(1.51) 

From all these, it is obvious that the Einstein­
Lichnerowicz equations for a homogeneous spaC(7-
time reduce to an algebraic system. This system 
reads as follows: 

(1.39) A'.,A'b' - k' A'.b 

and then satisfy the equations = a
2

( -U.Ub + N"}"b) + bg.b, 

(1.40) u.u· = 1, h},,· = -1, u.h· = 0, 

(1.52) 

(1.53) 

(1.54) 

(1.55) 

(1.56) 

and the condition 

det (e· j ) ~ 0. (1.41) 

The transformations of the group carry the vector 
fields eo j and e· j into themselves, therefore, we have 
an invariant tetrad of contravariant vectors (1.33) 
and an invariant tetrad of covariant vectors (1.34) 
in each point, and it is possible to assign unique 
tetrad components to each tensor, e.g., T i

k 

(1.42) 

The invariant tensors (tensor fields going into them­
selves under the transformatio~s of the group) have 
constant tetrad components. For example, according 
to Theorem 1, the tetrad components of Ui and hi 

U. = uje~, (1.43) 

are constant. The tetrad components of the metric 

(1.44) 

are constant and can be chosen to be 

g.b = g.b = diag (+1, -1, -1, -1), (1.45) 

which fixes our tetrad up to Lorentz transformations. 
The metric is given by 

(1.46) 

where 

u.k· = 0, h.k· = 0, 

u'h'C". == u'h'(Aa., - A a,.) = 0, 

u. = u'u' A'a. = Z2h'h' A'a" 

(1.57) 

These equations correspond to (1.12), (1.22), (1.19), 
(1.24), and (1.25), respectively. In addition to these 
equations we have the Jacobi identities (1.18). 

, 2 

In this system, we regard the constants A obe , a, 
l2, b, u., h., and k. as unknowns. We listed Eq. 
(1.56) separately, in spite of the fact that it is a 
consequence of the other equations, because it is 
linear in A.be and can be used to simplify our later 
calculations. 

The construction of a homogeneous Lichnerowicz 
universe goes in two steps: 

(i) Solution of the algebraic equations (1.52)­
(1.57), (1.18). 

(ii) Explicit construction of the tetrad. 
Concerning (i), we remark that, according to (1.54), 
we distinguish two main cases: 

Case 1, 

Case 2, 

k. ~ 0, 

k. = 0, 

(1.58) 

(1.59) 

which are developed separately in the next sections. The Ricci rotation coefficients defined by 
To conclude this section, we make a technical 

(1.47) remark concerning step (ii) , which is of some use 
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later. Suppose we solved the algebraic equatiollil; i.e., 
we know the structure cOlliltants of the group. In 
order to obtain the tetrads we would have to integate 
Eqs. (1.40). Any set of solutiollil satisfying (1.41) 
could be picked. Using different solutiollil only meallil 
different choice of coordinates. But, in order to 
obtain coordinate systems where the operatiollil of 
the group "look simplest," it is useful to apply the 
following procedure: 

Knowing the structure cOlliltants of the group, we 
have the commutator relations 

(1.60) 

where X o = ~!(a/aXI) and (XaXb) = XaXb - XbXo , 

which correspond to (1.16). Introducing new linear 
operators by 

(1.61) 

where A \ are constant and det (A \) .,e 0, we get 
the commutator relations 

(1.62) 

of a group isomorphic to (1.60). By suitable choice 
of A \, one can arrange that Cab C has one of the nor­
mal forms first given by Lie.3 Then integrating the 
corresponding equatiollil (1.16) under the condition 
(1.17), one finds a set of infinitesimal generators 
1/! of (1.62). Here, the remark that different solutions 
only mean different coordinates applies equally. 
After that, one integrates the corresponding Eqs. 
(1.35) under the conditions (1.36) and (1.37), and 
finds the invariant vectors e! and [using (1.39)] the 
reciprocal vectors eO I of (1.62). The reciprocal vectors 
of (1.60) are then finally given by 

(1.63) 

as one easily sees. 

2. ALGEBRAIC SYSTEM IN CASE k. ~ 0 

In this case, we can choose our tetrad uniquely 
• 0 hA 

1 k 3 In such a way that UI = e I, I = -e I, I = -e I, 
I.e., 

ko = - 0;. (2.1) 

Equations k. - 0; imply that klkl = -1, which 
is no restriction of generality, since the length of 
kl is just a constant conform factor on the metric 
as one easily sees. By this normalization, Eqs. 
(1.53) and (1.54) are automatically satisfied, and 
the remaining equatiollil can be written as 

3 S. Lie und G. SchefIers, Vorlesungen uber continuirliche 
Gruppen (B. G. Teubner, Leipzig, 1893). 

Ar.' = - 0;, 

ClOG = A.Ol - A.lO = 0, 

C.b3 = Aaba - A 3ab = 0, a, b = 0, 1,2, 3, 

C3a"C.,~~ + C,,/C.,3~ + C~3"'C.,a~ = 0, 

a, {3, ,¥, cp = 0, 1,2, 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

where (2.3) is the cOllilequence of the normalization, 
(2.6) is the contracted Jacobi identity, and (2.7) 
are the rest of the Jacobi identities. Geometrically, 
(2.6) indicates that the vector field e = kOe/ is 
hypersurface orthogonal (k' AnabJ = ° ~ k[l;kJ = 0). 
One can replace the C's by the A's in (2.7) using 
(1.49). 

We now proceed to set up our equatiollil explicitly. 
We regard a2 and l2 (the parameters and the coef­
ficients of A abe ) as unknowns which satisfy the linear 
equatiollil (2.3)-(2.6). The following table gives the 
results of this operation listing the coefficients of 
Aabe and defining our notatiollil 

~ 01 2 3 

23 B C 1 + (1 - 12)A 0 

31 D A -c 0 

12 E 0 0 G (2.8) 
10 0 0 F H 

20 0 -E 0 K 
30 12A D -B O. 

We write now Eqs. (2.7) and (2.2) explicitly 

(B - K)(E + F) = 0, (C + G)(E - F) = 0, 

(1 - 2l2A)(E + F) = 0, (1 + 2A)(E - F) = 0, 

(D + H)(E + F) - (D - H)(E - F) = 0, (2.9) 

-2EF + 2DH - 2BK - l2A = _a2 + b, 

-2EF + 2DH + 2CG - A = a
2l2 - b, 

-2E2 - 2BK - 2CG+ (1-l2)A + 1 = -b, 

(1 + l2)AH + BG - CK - D = 0, 

(2l2 - l)AK - CH + DG + B - K = 0, (2.10) 

C(E - F) = 0, 
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(2 - f)AG - BH + DK + C + G = 0, 

B(E + F) = 0, 

ED = 0, 

21(r - l2,1)A 2 + (1 - l~A 

- B2 + C2 
- D2} + 1 = - b. 

The tetrad components of the acceleration and 
the rotation vector {see (1.25) and (1.27)] and the 
nonvanishing tetrad components of the shear tensor 
[see (1.28)] are given, respectively, by 

U. = [0,0,0, -l'A], (2.11) 

w. = [0, -l(B + K), -HD - H), -HE + F)], 

(2.12) 

0"12 = 0"21 = l(E - F), 

0"13 = 0"31 = -l(D + H), (2.13) 

0'23 = 0"32 = l(B - K). 

3. ALGEBRAIC SYSTEM IN CASE k. = 0 

Using the normalization 

u. = 8~, (3.1) 

as before, we can write the Einstein-Lichnerowicz 
equations in the form 

A' •• A·b, = a21-8~ 8~ + l2 8! c5!} + bg.b' (3.2) 

A,.' = 0, (3.3) 

ClOG = A.oI - AGIO = 0, (3.4) 

ua = Ao.o = l2 A I • I , (3.5) 

C./C,.a + Cb.'C,.a + C./C'ba = 0. (3.6) 

In order to fix our tetrad completely, we use the 
acceleration and the rotation vector [See (1.25), 
(1.27)] 

If 'Ill = 0, then (3.10) is satisfied and we can 
choose our tetrad in such a way that (3.11) holds. 

Therefore, we can always assume (3.10) and (3.11) 
without restriction of generality, and this assumption 
fixes our tetrad uniquely, except in the case, where 
ua = ° holds, and w· lies in the plane of u" and 
11:. In this special case, which in fact occurs later, 
we fix our tetrad by other means. 

After solving the linear equations (3.3)-(3.5), 
(3.10), and (3.11), we have for the coefficients of 
A.b. the following table: 

~o 1 2 3 

23 F G (1 - 12)A 0 
31 C A H E 

12 -B 0 E K 
10 0 0 B M 
20 0 B D N 

30 l2A C P -D. 

Equations (3.6) have the form 

AB = 0, 

B(C - M) = 0, 

rAE + D(C - M) = 0, 

l2A(G + H) - (C - M)(F +P) = 0, 

(3.12) 

AD - 2B(G + K) + E(C + M) = 0, (3.13) 

A(F + P) + 2BE - (G + H)(C + M) = 0, 

D(G + K) + E(F - N) = 0, 

D(G + H) + E(F + P) = 0, 

(F + P)(G + K) - (F - N)(G + H) = 0, 

and the field equations are given by 

U. = [0,0, -A,oo, -Aaoo], 

w. = [0, -lCno , -lCSIO' -lCuoJ , 

and the Jacobi identity 

(3.7) B2 + D' + CM + NP = -la2 + lb, 
(3.8) B' + E2 + CM - HK = la'l' - lb, 

B2 + GK + FN = lb, 

C12 'CI3O + C,a'C/lO + Cu/Cm == 4uaw· = ° (3.9) 

[Eq. (3.9) proves Theorem 4 in case kG = 0], and 
proceed as follows: 

If 'Il' .,£ 0, then we can choose e' 3 in the direction 
of 'Ill, i.e., 

(l4 - l2 + I)A' - C2 + FP - GH = -lb, 

(1 + f)AM - 2DE + NH - KP = 0, 

(2l2 - I)AN + BE + CK - GM = 0, 

(1 - 2l2)AD + B(G - H) - CE = 0, 

A 200 = 0, (3.10) (2 - l')AK + BD + CN - FM = 0, 

and since A300 ~ ° from (3.9), it then follows (2 - l')AE - B(F + P) + CD = 0, 

C120 == A lo, - A201 = 0. (3.11) -BC + DF + EG = 0. 

(3.14) 
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The tetrad components of the acceleration and the 
rotation vector [see (3.7) and (3.8)] and the non­
vanishing tetrad components of the shear tensor 
[see (1.28)] are given by 

-2BK - 2CG + (1 - l2)A + 1 = -b, 

(1 + l2)AH + BG - CK - D = 0, (4.6) 

(2l2 - l)AK - CH + DG + B - K = 0, 

Uo = [0, 0, 0, _l2 A], 

"'0 = [0, -!(N - P), -iCC - M), 0], 

(3.15) (2 - l2)AG - BH + DK + C + G = 0, 

(3.16) 2[W - l2 + l)A 2 + (1 - e)A 

0"12 = 0"21 = -B, 0"13 = 0"31 = -HC + M), 

0"23 = 0"32 = -HN + P). 

(3.17) 

The first step in finding a homogeneous Lichnerow­
icz universe is to solve Eqs. (2.9), (2.10), (3.13), and 
(3.14). These equations look very complicated at 
first sight, but, as we see in the next sections, one 
can reduce them easily to simpler systems. 

4. DISCUSSION OF THE CASE k" ~ O. EQUATIONS 
(2.9) AND (2.10) 

It follows from the equations 

(1 - 2l2A)(E + F) = ° and (1 + 2A)(E - F) = ° 
that 

(E + F)(E - F) = 0, (4.1) 

which leads to three different possibilities, 

F = E = 0, 

F = -E ~ 0, 

F = E ~ 0. 

(4.2) 

(4.3) 

(4.4) 

We now show that (4.4) is not possible, since, in 
this case, Eqs. (2.9) and (2.10) reduce to 

F = E ~ 0, B = 0, D = 0, H = 0, 

K = 0, 

-(2E2 + !) = _a2 + b, 
(4.5) 

- b = (1/2l2)[2(2 + l2)G2 - 4l2E2 + 1 + l2], 

- (1/2l~[2(2 + l2)G2 + 4Z2E 2 + 1] = a2Z2 - b, 

_ b = (1/2l4)[(2 + l2)2G2 + l4 + l2 + 1], 

which are not consistent, since the last equation 
tells that - b > 0, therefore a2l2 

- b > 0, which 
contradicts second to the last equation. 

Equations (2.9) and (2.10) reduce in the case 
(4.2) to the following system: 

E = 0, F = 0, 

2DH - 2BK - Z2A = _a2 + b, 

2CG + 2DH - A = a2Z2 - b, 

- B2 + C2 
- D2] + 1 = - b. 

Table (2.8) then takes the form 

~o 1 2 3 

23 B C 1 + (1 - l2)A 0 
31 D A -c 0 
12 0 0 0 G (4.7) 
10 0 0 0 H 
20 0 0 0 K 

30 l2A D -B O. 

The tetrad components of the acceleration and 
the rotation vector [see (2.11) and (2.12)] and the 
nonvanishing tetrad components of the shear tensor 
[see (2.13)] are given, respectively, by 

u. = [0,0,0, -l2A], 

"'. = [0, -i(B + K), -HD - H), 0], 

(4.8) 

(4.9) 

0"13 = O"n = -HD + H), 0"23 = 0"32 = t(B - K). 

(4.10) 

The commutator relations [see (1.60)] of the cor­
responding group are 

(XOX 1) = (X1X 2) = (X2X o) = 0, 

(XoXa) = _Z2 AXo 

+ (D + H)Xl - (B - K)X2 , (4.11) 
(X1X a) = - (D - H)Xo + AXl - (C + G)X2 , 

(X2X a) = (B + K)Xo 

- (C - G)Xl - [1 + (1 - l2)A]X2' 

Equations (2.9) and (2.10) reduce in the case of 
(4.3) to the following system: 

F = -E ~ 0, A = -l, 
C = D = G = H = 0, B = l(l + 2l2)K, 

2C - (1 + 2l2)K2 + il2 = _a2 + b, 

2C + i = a
2 l2 

- b, 

2E2 + (1 + 2l~K2 - t(1 + l2) = b 

r + l2 + 1 - (1 + 2l~K2 = -2b. 

(4.12) 
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Table (2.8) then has the form and prove that 

~ 0 1 2 3 

23 B 0 !(1 + /2) 0 
31 0 -I 0 0 

D=E=O (5.4) 

also hold. 
Consider the following four equations: 

(C - M)D + l2AE = 0, 

12 E 0 0 0 (4.13) AD + (C + M)E = 0, 
10 0 0 -E 0 
20 0 -E 0 K 
30 _i/2 0 -B O. 

The tetrad components of the acceleration and 
the rotation vector [see (2.11) and (2.12)] and the 
nonvanishing tetrad components of the shear tensor 
[see (2.13)J are given, respectively, by 

u. = [0,0,0, ll2], (4.14) 

w. = [0, -lK, 0, 0], (4.15) 

(4.16) 

The commutator relations (1.60) of the corre­
sponding group are given by 

(XOXI ) = 0, (X1X2) = 0, (X2X O) = 2EXI , 

-(B - K)X2' (4.17) 
(X1Xa) = -lXI' 

(X2X a) = (B + K)Xo 

[If E ~ 0, (4.17) goes into a special case of (4.11).J 
One sees from (4.8), (4.9) and (4.14), (4.15) that 

the equation 

u.w· = ° (4.18) 

also holds in case k .. ¢ ° [see (3.9)], which completes 
the proof of Theorem 4. 

One sees that Eqs. (4.12) have no solutions in 
case K = 0; i.e., the cases (4.3) models always 
have shear and rotation and the motion of the matter 
is never geodesic. One finds the case ka ¢ ° models 
solving Eqs. (4.6) and (4.12) in later sections. 

5. DISCUSSION OF THE CASE k. = O. EQUATIONS 
(3.13), (3.14) 

Dealing with Eqs. (3.13) and (3.14), we want to 
distinguish two different cases [see (3.15)]. 

Nongeodesic case: A ¢ 0, (5.1) 

Geodesic case: A = 0. (5.2) 

(2l2 - l)AD + CE = 0, 

CD + (2 - l2)AE = 0, 

as linear equations in D and E. 
If one of the determinants of this system does not 

vanish, our statements follow. We now show that, 
under the assumption (5.1), the determinants 
A{(2 - t)(C - M) - fC}, AIC + (1 - 2f)(C + 
M)L l2A2 - C2 + M2, cannot vanish simultaneously, 
since the equations 2(1 - l2)C = (2 - l2)M, 
2(1 - l2)C = (2l2 - l)M, eA2 - C2 + M2 = 0, 
would imply A = ° under the condition that 
l2 ¢ 1, as one easily sees. Equations (3.13) and 
(3.14) reduce therefore, in the nongeodesic case, to 
the following system: 

A = 1, B = 0, D = 0, E = 0, 

l2(G + H) - (C - M)(F + P) = 0, 

(C + M)(G + H) - (F + P) = 0, 

(F - N)(G + H) - (G + K)(F + P) = 0, 

CM + NP = -la2 + lb, 

GK + FN = lb, 
W - l2 + 1) - C2 + FP - GH = -lb, 

(1 + f)M + NH - KP = 0, 

(2l2 
- l)N + CK - GM = 0, 

(2 - l2)K + CN - FM = 0. 

(5.5) 

Table (3.12), coefficients of A.be , has the form 

~o 1 2 3 

23 F G (1 - l2)A 0 

31 C A H 0 
12 0 0 0 K (5.6) 
10 0 0 0 M 
20 0 0 0 N 
30 l2A C P O. 

We now develope the equations for the non­
geodesic case. We obviously have The tetrad components of the acceleration and 

(5.3) the rotation vector [see (3.15) and (3.16)] and the B = 0, 
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nonvanishing tetrad components of the shear tensor 
[see (3.17)] are given, respectively, by 

ua = [0, 0, 0, e A], (5.7) 

w. = [0, -!(N - P), -l(C - M), 0], (5.8) 

0"13 = 0"31 = -l(C + M), 

0"23 = 0"32 = -l(N + P). 
(5.9) 

We now want to set up the equations of the geo­
desic case: A = 0. Equations (3.13) and (3.14) now 
read 

A = 0, 

B(C - M) = 0, 

D(C - M) = 0, 

(F + P)(C - M) = 0, 

-2B(G + K) + E(C + M) = 0, 

2BE - (G + H)(C + M) = 0, 

D(G + K) + E(F - N) = 0, 

D(G + H) + E(F + P) = 0, 

(F + P)(G + K) - (F - N)(G + H) = 0, 

(5.10) 

B2 + D2 + CM + NP = -la2 + lb, 

B2 + E2 + CM - HK = la2l2 
- lb, 

B2 + GK + FN = lb, 

C2 + GH - FP = lb, 

2DE + KP - NH = 0, 

BE + CK - GM = 0, 

B(G - H) - CE = 0, 

BD + CN - FM = 0, 

B(F + P) - CD = 0, 

-BC + DF + EG = 0. 

We now show that these equations imply 

B = C = M = D = E = 0. (5.11) 

We prove this statement step by step. The first 
step is to show that (5.3) holds. Suppose, on the 
contrary, 

B = 1, (5.12) 

then after trivial calculations (5.10) reduces to 

A = 0, B = 1, M = C, K = -H, 

CE = G - H, 

E = C(G + H), 

D(G - H) + E(F - N) = 0, 

D(G + H) + E(F + P) = 0, 

(F + P)(G - H) - (F - N)(G + H) = 0, 
(5.13) 

1 + D2 + C2 + NP = -la2 + lb, 

1 + E2 + C2 + H2 = la2 l 2 
- lb, 

1 - GH + FN = lb, 

C2 + GH - FP = lb, 

2DE = H(N + P), 

D = C(F - N), 

F +P = CD, 

C = DF + EG. 

From equations 

D(G - H) + E(F - N) = 0, 

E = C(G + H), and D = C(F - N) 

it follows that 

° = D(G - H) + E(F - N) 

= D(G - H) + (G + H)C(F - N) 

= D(G - H) + D(G + H) = 2DG, 
i.e., 

DG = 0. (5.14) 

Multiplying equations 

G - H = CE, E = C(G + H) 

by D, and using (5.14), we see that 

DH = 0, DE = ° (5.15) 

follows. Using (5.14) and (5.15), Eqs. (5.13) sim­
plify to the system 

A = 0, B = 1, M = C, K = -H, 

1 - C2 2CG 
H = 1 + C2 G, E = 1 + C2 , 

G(F - N) = 0, 

DG = DH = DE = 0, 

1 + C2 + D2 + NP = - la2 + !b, 

1 + C2 + E2 + H2 = la2 l2 
- lb, (5.16) 

1 - GH + FN = lb, 
C2 + GH - FP = !b, 

H(N +P) = 0, 

F +P = CD, 

C = DE +EG, 
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which has no solutions, as we prove immediately: 
Consider the case C ¢ ° and G ¢ 0, then the 

relevant equations are 

D = 0, N = F, P = -F, 

1- ~ 
H = 1 + C2 G, 

2G' - F' = _la' + !b, and ~ + P = lb. 

Using (1.11), it follows, from the last two equa­
tions, that (Xp/c2

) = !a2 
- b = -3G2 < 0, which 

contradicts p ~ 0. 
Consider the case C ¢ 0, G = 0. The relevant 

equations are then 

C ¢ 0, G = 0, H = 0, E = 0, 

1 + C' + D2 + NP = _!a2 + lb, 

1 + FN = lb, C' - FP = lb, 

F + P = CD, C = DF. 

Using the last two equations to eliminate C and 
P, we are left with the following equations: 

1 + Y(1 + F2) + (D' - I)FN = _la' + b, 

1 + FN = lb, F' = lb. 

From the last two equations, we see that FN = 
F' - 1; therefore we have the equations 

and the argument with the negative pressure ap­
plies. 

Consider the case C = 0, G ¢ 0. The relevant 
equations are then 

C = 0, H = G ¢ 0, D = 0, 

E = 0, N =F, P = -F, 

1 + F2 = !b, 

and the argument with the negative pressure ap­
plies. 

Consider the case C = 0, G = 0. The relevant 
equations are 

C = 0, G = 0, H = 0, E = 0, P = -F, 

1 + D2 - FN = -la' + !b, 1 + FN = lb, 

and the argument with the negative pressure applies, 
which completes the first step in proving (5.11). 

In order to prove 

C = 0, (5.17) 

we consider (5.10) under the assumption 

B = 0, C = 1. (5.18) 

Equations (5.10) read 

A = 0, B = 0, C = 1, 

E=O, M¢O, K=GM, 

D =0, 

N=FM, 

(F + P)(1 - M) = 0, (G + H)(1 + M) = 0, 

(F + P)(1 + M)G - (G + H)(1 - M)F = 0, 

FH - GP = 0, M(1 + FP) = _la' + !b, 

M(1 - GH) = !a2 l' - lb, M(F' + G') = lb, 

1 + GH - FP = tb. (5.19) 

We distinguish now the three different cases 

M = 1, M = -1, M ¢ -1,0, +1. 
If M = 1, the relevant equations are H = -G, 

G(F + P) = 0, 1 + FP = -ta' + lb, 

F2 + G2 = lb, 1 - G' - FP = tb. 

If G ¢ ° then P = - F and 

1 - F' = _la' + lb, F2 + G' = tb, 

and the argument with the negative pressure applies. 
If G = 0, then the relevant equations are 

1 + FP = _la' + lb and 1 - FP = !b, 

and the argument with the negative pressure ap­
plies, therefore the possibility of M = 1 is excluded. 

If M = -1, the relevant equations are 

P = -F, F(G + H) = 0, 

F' - 1 = -la' + lb, GH - 1 = la2 l' - tb, 

- (F2 + G') = !b, GH + 1 + F' = lb. 

If F ¢ ° then H = -G, and the relevant equa­
tions are - (1 + G2

) = la2l2 
- lb, - (F' + G2

) 

!b, which lead to the impossible equation 

la2 l' = -(1 + F' + 2~). 

If F = ° then 

GH + 1 = lb, 

and therefore 

GH = -la' + b = -x.p/c' :::; 0, 

2GH = la'l' > 0, 

should hold simultaneously, which is not possible. 
The case M ¢ -1, 0, + 1 is easily excluded. The 

relevant equations are 
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P = -F, H = -G, M(l - F2) = _!a2 + lb, 

M(l + G2
) = la2 l2 

- lb, M(F2 + ~) = lb. 
Therefore 

M(l + G2
) = _;a2 + b = -xpN < 0, 

M(l + F2 + 2G2
) = la2f > 0, 

i.e., M < 0 and M > 0 should hold simultaneously, 
which completes the second step in proving (5.11). 

To prove that 

M =0 (5.20) 

is now very easy, since the assumptions 

B = C = 0, M = 1 

applied to (5.10) leads to the equations 

C == 0, D = 0, P = -F = 0, 

E = 0, H = -G = 0, -la' + lb = 0, 

la2 l2 
- lb = 0, lb = 0, 

which violate the conditions 

p ~ o. 
Weare left now to show that the assumptions 

D = 0, E=O (5.21) 

can be made without restriction of generality. 
First we point out that in case 

A=C=M=O (5.22) 

our tetrad is not fixed, since the acceleration vector 
vanishes and the rotation vector lies in the plane 
spanned by the velocity and the magnetic vectors 
[see (5.7) and (5.8)]. We therefore have the freedom 
to perform rotations in the 2-3 plane, Le., make 
Lorentz transformations of the form 

1 0 ° 0 

,cOb = 0 1 0 0 
(5.23) 

0 0 cos cp sin cp 

0 0 -sin cp cos cp 

on the tetrad components of our tensors. 

Note: Whenever in this paper we exhibit a matrix 
it is understood that the first or upper index denotes 
the row and the other the column. 

For example, we can apply (5.23) to Aob.: 

Aab• = Ad.,,cda,c·b,c'., (5.24) 

and try to simplify them. 

Using (5.22), Table (3.12) takes the form 

~ 012 3 
ab 

23 F G 0 0 
31 0 o H E 
12 0 o E K 
10 000 0 
20 0 0 D N 
30 0 0 P -D. 

The Jacobi identities [see (5.10)1 

D(G + K) + E(F - N) = 0, 

D(G + H) + E(F + P) = 0, 

give the equation 

(5.25) 

D(K - H) + E(N + P) = O. (5.26) 

It is very easy to see that the transformed AGb 
has the same table of coefficients as (5.25) with 
'" on the top of the corresponding letters, and, in 
particular, it holds for 

R = E cos 2cp + I(H - K) sin 2cp, 

[j = D cos 2cp - leN + P) sin 2cp. 
(5.27) 

If E = 0, D = 0 should already hold, then we do 
not have to do anything (Le., choose cp = 0). 

If E = ° while D ¢ 0, then H - K = 0 follows 
from (5.26), and E = E = 0 from (5.27), Le., 
E = 0 is invariant under (5.27), and cp can be chosen 
in such a way that [j = 0 holds. 

If DE ¢ 0, then we choose cp such that either 
cot 2cp = -(H - K)/2E or cot 2cp = (N + P)/2D 
hold, but according to (5.26), these two choices 
are identical, Le., we can always arrange that 

[j = 0, 

hold, in other words, assumption (5.21) can always 
be made without restriction of generality. This 
remark finishes the proof of (5.11), and using it we 
can reduce (5.10) to the following system: 

A = 0, B = 0, C = 0, 

M =0, D = 0, E = 0, 

(F + P)(G + K) - (F - N)(G + H) = 0, (5.28) 

NH - KP = 0, NP = -la2 + lb, 
-HK = !all' - !b, GK + FN = lb, 

G(K - H) + F(N + P) = 0, 

which is really simple. 
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Table (3.12) reduces to 

'" c 
a~ 0 

1 2 3 

23 F G 0 0 

31 0 0 H 0 

12 0 0 0 K (5.29) 
10 0 0 0 0 

20 0 0 0 N 

30 0 0 p 0 

The tetrad components of the rotation vector 
[see (3.16)] and the nonvanishing tetrad components 
of the shear tensor [see (3.17)] are given, respectively, 
by 

Wa = [0, -!(N - P), 0, 0], (5.30) 

0"23 = 0"32 = -HN + P). (5.31) 

The commutator relations of the corresponding 
group are 

(X2X 3) = (N - P)Xo +(H + K)Xl' 

(X3X 1) = (G + K)X2' 

or, equivalently, 

!(1 - l2)A - KB - GC 

+ la2(1 + 12) = _1. 
3, 

(l4 - l2 + l)A + (212 - l)KB - (2 - e)Gc 
- (1 + 12)HD = -!(1 - l2), 

and the rest of (4.6) has the form 

(6.3) 

(6.4) 

(1 + nHA + GB - KC - D 7" 0, (6.5) 

(2l2 - l)KA + B - HC + GD = K, 

(2 - l2)GA - HB + C + KD = -G, 

(l4 _ 12 + l)A 2 + (1 - l2)A - B2 + C2 

- D2 + la2(1 + 12) = -j. 

(6.6) 

(6.7) 

(6.8) 

Multiplying (6.3), (6.4), (6.5), (6.6), and (6.7) by 
1, A, D, -B, and C, respectively, and summing up 
we obtain (6.8). This means that (6.8) is a conse­
quence of the other equations, therefore (4.6) is 
equivalent to the following system: 

!a2 
- b = Ha2(1 - 2l2) + 2} = (xpN) 

[see (1.11)], 

(~O), 

(X 1X 2) = (G + H)X3' (5.32) la2(1 + l2) 
(X1Xo) = 0, 

(X2X 2 ) = - (F + P)X3, 

(XaXo) = (F - N)X2 • 

Our algebraic problem for finding homogeneous 
Lichnerowicz universes is finally reduced to the 
solution of Eqs. (4.6), (4.12), (5.5), and (5.28), 
which we discuss in the next sections. 

6. SOLUTION OF THE EQUATIONS (4.6). 
CASE k,. ;= 0, ABELIAN SUB CASE 

Equations (4.6) can still be simplified. To this 
end we look into the following three equations: 

2DH - 2BK - l2 A = _a2 + b, 

-2DH - 2CG + A = _a2l2 + b, (6.1) 

2BK + 2CG - (1 - l2)A = b + 1. 

By adding these equations, we obtain 

b = Ha2(1 + l2) - 1], (6.2) 

which we can use instead of the third equation. The 
first two equations can be written in the form 

-l2A - 2KB + 2HD + ja2(2 - 12) = -j, 

A - 2GC - 2HD - ja2(1 - 2l2) = -j, 

= -HI - ZZ)A + KB + GC - j (>0), 

(l4 - 12 + l)A + (2l2 - l)KB - (2 - ZZ)GC 

- (1 + l2)HD = -!(1 - l2), 

(1 + 12)H A + GB - KC - D = 0, 

(2l2 - l)KA + B - HC + GD = K, 

(2 - l2)GA - HB + C + KD = -G. 

(6.9) 

The form of the equations suggests the following 
procedure: Regard 12

, G, H, K as parameters, solve 
the four linear equations for A, B, C, D, and sub­
stitute into the first equation to obtain a2 and p as 
functions of the parameters, which have certain 
ranges of variation subject to conditions 

a
2 > 0, and p ~ 0. (6.10) 

Instead of carrying out these elementary, but 
tedious calculations, we remark that the general 
solution is a four parametric family of homogeneous 
Riemann spaces allowing (4.11) as group of motions, 
where the parameters are subject to the conditions 
(6.10). Equations (4.8), (4.9), and (4.10) show that, 
in these models, the motion of the matter is no 
geodesic, in general there are rotation and shear 
present. 
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Naturally, one can obtain easily explicit solutions 
for special values of the parameters. For example, 
take 

K = 0, G = O. (6.11) 

A solution of (6.9) is immediately 

B = C = 0, 

A = - [a2(1 + r) + 2]/3(1 - l2) «0), 

D = (1 + l2)HA, K = G = 0, 
(6.12) 

H2 _ W - l2 + I)A + HI - r) 
- (1 + l2)2A 

_ (1 + r)A - a
2
(1 - r) (>0), 

= 4(1 + l2)A 

where the expressions of A and H2 are manifestly 
negative or positive, respectively. Using (1.11) we 
see that 

where A, D, and H are given by (6.12). These com­
mutator relations give a two-parametric family of 
groups. Within the ranges of the parameters, (6.18) 
is of three different types, according to the Jordan 
normal forms of the matrix 

Ca - [-l2A -(D

A

- H)] , 
~ - (D + H) 

(6.19) 

which are essentially given by the roots of the char­
acteristic polynomial 

X2 - (1 - l2)AX - l2A2 + D2 - H2 = O. (6.20) 

We want to discuss here only the type which cor­
responds to real and different roots of (6.20) 

Xo = HI - l2)A + !i3 
~ Xl = HI - l2)A - !i3, (6.21) 

where 

xrf = a2(1 - l2), xJ.t Ihl 2 = a2r, (6.13) 13 = [(1 + l2)2A2 - 4(D2 - H2)]t 

xP/C2 = Ha2(1 - 2l2) + 2], 

where the parameters a2 and l2 are subject to the 
conditions 

corresponding to (6.10). 
The tetrad components of the acceleration and 

the rotation vector [see (4.8) and (4.9)] and the non­
vanishing tetrad components of the shear tensor 
[see (4.10)] are, respectively, given by 

Ua = [0,0,0, eA], 

Wa = [0,0, -!CD - H), 0], 

(T13 = (T31 = -!(D + H). 

(6.15) 

(6.16) 

(6.17) 

One sees from (6.12), (6.15), (6.16), and (6.17) 
that, if l2 ~ 0, the motion of the matter is non­
geodesic, and rotation and shear are always present, 
and if l2 = 0, the motion of the matter is geodesic, 
and we have a solution with dust and A term, or 
fluid under pressure (the sign of the A term allows 
both interpretations) given in Ref. 2. Formula (4.14) 
of Ref. 2 contains all the groups characterized by 
ka ~ 0, which allows solutions with dust and A term. 

The group of this solution is given by [see (4.11)] 

(XOX 1) = (X1X 2 ) = (X2X O) = 0, 

(XOX3) = -l2AXO + (D + H)X1' 

(X1X a) = -(D - H)Xo + AX1, 

(X2X a) = -[1 + (1 - l2)AJX2' 

(6.18) 

== [4H2 + a2(1 + l2)(1 - r)A]t. (6.22) 

We now want to demonstrate, on this simple 
example, how to complete the second step indicated 
in Sec. 1 in constructing a homogeneous Lichnerow­
icz universe. 

We introduce new operators 

Yo = Xo + POX 1 , 

Y 1 = Xo + P1 X 1, (6.23) 

where 

(6.24) 

which are of the form of (1.61) with 

1 1 0 0 

A\ = "0 "1 0 0 (6.25) 
0 0 1 0 

0 0 0 1 

and compute the new commutator relations ac­
cording to (1.62), which are given by 

(YOY 1 ) = (Y1 Y 2 ) = (Y2 Y O) = 0, 

(YaYa) = AaYa, a = 0, 1,2, 

where we introduced the notation 

(6.26) 

(6.27) 
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Following the lines indicated in Sec. 1, we find the 
infinitesimal generators of (6.26) to be given by 

1 0 0 XOX
O 

7/. = 0 1 0 XIX
I 

(6.28) 
0 0 1 X2X

2 

0 0 0 1 

and the invariant vectors of (6.27) are given by 

e).ox s 

0 0 0 

-i 0 e'A l z a 
0 0 (6.29) e a 

0 0 e).:Sx s 
0 

0 0 0 1 

1 -qe -).l S • 0 _l2 AxO 

eO; = 0 e-).t ZI 0 (D + H)xO 
(6.35) 

0 0 e-).·z· 0 

0 0 0 1 

where 

q = (l2 A + Xo)/(D + H). (6.36) 

The line element in this coordinate system has the 
following form: 

dl = (dt - qe-i.,x' dx l - l2 At dX3)2 

- (e-i.,x' dxl + (D + H)t dX3)2 

_ e-2i..x·(dx2)2 _ (dx 3Y, (6.37) 

[integrating (1.35), we used X~ = (0, 0, 0, 0) in where 
(1.37)]. The reciprocal vectors of (6.26) are then 

(6.38) 
e-}.O,xs 0 0 

eBi = 0 e-).t Z8 

0 

0 0 
The significance of this choice is the following. 

(6.30) Expression (6.37) is of the following form: 

0 0 e-).IZ 1 

0 d,s2 = [dt + pa(t)ea ,,(xi.) dX"]2 

0 0 0 1 
(6.39) 

[see (1.39)]. The reciprocal vectors of (6.18) are a, (3, ••. j /-I, II, X, ... = 1,2,3, ... , 
then finally given according to (1.63), (6.25), and 
(6.30) by the following expressions: where the covariant vectors ea

" satisfy the equations 

e-).oz8 e-A1Z1 0 
-).ox· -).1;1:· 0 

eO; = voe VIe 

0 0 e-).IZ 1 

o 0 

and the line element has the form 

d,s2 = (1 - 1I~)e -2i..x· (dx°)2 

o 

+ 2(1 - lIolll)e Cl -l'lAZ' dxo dx l 

0 

0 (6.31) 
0 

1 

+ (1 - 1I~)e -2).,z· (dX I)2 _ e -2).az· (dx2)2 - (dxsy, 

(6.32) 

(6.34) 

and the scalars are given by (6.12) and (6.13). 
Instead of (6.31), we want now to choose another 

set of reciprocal vectors for (6.18), i.e., we go into 
another coordinate system. Substituting into (1.40), 
one easily sees that the following set of vectors are 
indeed reciprocal vectors of (6.18): 

Q a e ,.."J' - e .,JJ. = -Cp.., aeP"e"'" (6.40) 

and the condition 

det (e Q 

,,) ~ 0, (6.41) 

i.e., they are reciprocal vectors of some three-para­
metric group acting simply transitively in some 
three-dimensional hypersurfaces and 

(6.42) 

Elementary calculations show that, in case (6.37), 
we have the following expressions: 

(6.43) 

1 0 (D + H)t 

0 1 o 1 ' 
(D + H)t 0 1 + (D + H)Zt' 

(6.44) 

['-, ... 0 

;] , e
a

" = 0 
e-).axa (6.45) 

0 0 
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and the group in question is given by 

(6.46) 

If l2 = 0, Uj is geodesic and we have our dust solu­
tion as indicated. 

Instead of looking into solutions at random, we 
ask whether we can find solutions which, in some 
intrinsic sense, are the simplest. Can we find solu­
tions where the motion of the fluid is geodesic and 
shear free, i.e., can we find solutions of (6.9) under 
the condition 

(jab = 0, (6.47) 

or under the assumption that 

A = 0, H = -D, K = B (6.48) 

[see (4.8) and (4.10)]. The answer to this question is 
affirmative, and we construct this solution explicitly, 
proving with it a part of Theorem 5. 

Using (6.48), we see that (6.9) reduces to the 
following system: 

D = -B(C - G), D(C + G) = 0, 

C + G = -2BD, 

(1 - 2l~B2 + (2 - l2)CG 

+ (1 + l2)D2 = !(1 - l2). 

We remark that 

B ;c 0 

(6.49) 

(6.50) 

must hold, since B = 0 implies G = - C and there­
fore ta2 (1 + l2) = _(C2 + 1)(>0), which is not 
possible, therefore, it follows from the second line of 
(6.49) that 

D = C = G = O. (6.51) 

The solution of the remaining equations is readily 
given by 

2 l-l2 2 1 ~-J. 
B = 2(1 _ 2l2) , a = 1 _ 212 (>0), c 2 - 2' 

(6.52) 

Using (1.11), (4.9), and (4.11), we see that 

WG = (0, -B, 0, 0), (6.54) 

(6.55) 
(XoXs) = 0, (X1Xa) = 0, (X2X s) = 2BXo - X s, 

and the parameter l2 is subject to the condition 

l2 < !. (6.56) 

Repeating the procedure explained in Sec. 1 and 
demonstrated on the previous example, we can 
easily construct the line element. Using~the new 
operators 

we see that (6.55) is isomorphic to 

(Yo Y1) = (Y1 Y 2) = (Y2 Yo) = 0, 

(Y2 Ya) = 0, (Y1 Ya) = 0, (Y2 Ya) = - Y 2 • 

(6.57) 

(6.58) 

The infinitesimal generators of (6.58) are given by 

1 0 0 0 

7]
i

a = 0 1 0 0 

0 0 1 -x 2 

0 0 0 1 

the reciprocal vectors of (6.55) are 

1 0 eZ
' 0 

0 1 0 0 
eai = z· 

0 0 
e 

0 -2B 

0 0 0 1 

the line element is 

as2 = (dx° + eZ
' dX2)2 

_ (1/4B)2e2Z '(dx2)2 _ (dx1)2 _ (dxS)2, 

and 

If l2 = 0 then B2 = !, and we have 

di = (dxO + eZ
' dX2

)2 

_ !e2Z ' (dX2)2 _ (dx1)2 _ (dx8)2, 

(6.59) 

(6.60) 

(6.61) 

(6.62) 

(6.63) 

XP -! which is GOdel's line element as expected.' c 2 - , 

(6.53) 4 K. Godel, Rev. Mod. Phys. 21, 447 (1949). 
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Integrating the Killing equations 

gik.l~1 + glk~l.j + gjl~l.k = 0 (6.64) (XoXa) = !(s - !)Xo - (B - K)X2 , (7.6) 

for (6.61), we find, in addition to (6.59), a fifth 
Killing vector 

4B2 -%' - e 

o (6.65) 

exactly as in Godel's case. The five parametric 
maximal group of (6.61) is given by 

(YOYl ) = (Yl Y 2) = (Y2 YO) = 0, 

(YoYa) = 0, (Y l Y a) = 0, (Y2 Y a) = - Y 2, (6.66) 

(YOY 4 ) = 0, (Yl Y 4) = 0, 

7. SOLUTION OF THE EQUATIONS (4.12). 
CASE k. ~ 0 NON-ABELIAN SUBCASE 

After trivial manipulations, we see that the solu­
tion of (4.12) is given by 

A = -!, B = H2l2 + I)K, 

C = D = G = H = 0, 

E2 = -h[2a2(2l2 - 1) - 1] (~O), 

(2l2 + I)K2 = Ha2 + !(2l2 + 1)], 

b = U2a2 (2l2 + 1) - 3]. (7.1) 

Using (1.11) we see that 

xP/C2 = !a2 
- b = U3 - 2a2 (1 - 2l2

)], (7.2) 

which gives the following ranges for the parameters 
a2 and l2: 

a
2 > !, 

H1 + 1/2a2) < l2 < inf {1, HI + 3/2a2)1. (7.3) 

We introduce the new parameter s by 

l2 + ! = s. 

Conditions (7.3) then read 

(7.4) 

(1 + 1/4a2) < s < inf {(1 + !), (1 + 3/4a2
) I. (7.5) 

From (4.17) and (7.4), it follows that the groups 
of these solutions are given by 

(XlXa) = -!Xl, 

(X2X 3 ) = (B + K)Xo - Hs + !)X2, 

where 

E = t[4a2 (s - 1) - 1]1, 

K = ![(a2 + 8)/s)]i, B = sK, 
(7.7) 

[see (7.1) and (7.4)], and using (1.11), we see that 

xrf = a2(! - s), x p Ihl 2 = a
2
(s - !), (7.8) 

xpN = U3 - 4a2 (s - 1)], 

where the parameters a2 and s are subject to (7.5). 
From (4.8), (4.9), and (4.10), it follows that, in 

these models, the motion of the matter is never 
geodesic, and shear and rotation are always present. 

The commutator relations (7.6) give a two-para­
metric family of groups of types I, II, and IlLs We 
give the line element explicitly in case of type I; 
i.e., if the roots of the characteristic polynomial 

[A - Hs - !)][A + Hs + !)] 
+B2_K2=0 

given by 

Ao = -1: + !{1 - [(s + l)(s - 1)/s]a2 Ii , 

A2 = -1: - !{I - [(s + l)(s - 1)/s]a2Ii 
are real and different. 

(7.9) 

(7.10) 

Repeating the procedure explained in Sec. 1 and 
demonstrated on an explicit example in Sec. 6, we 
can easily construct the line element. 

Using the new operators 

where 

Yo = Xo + lIoX2' 

Y 2 = Xo + 112X2, 

110 = [Ao - !(s - !)]/(B + K), 

112 = [A2 - !(s - !)]/(B + K), 

we see that (7.6) is isomorphic to 

(YoYa) = AoYo, 

(Y2Ya) = A2 Y 2' 

(7.11) 

(7.12) 

(7.13) 

6 A. Z. Petrov, Einstein Spaces (State Publishers of 
Physical Mathematical Literature, Moscow, 1961). 
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The infinitesimal generators of (7.13) are given by 

1 0 0 AoXo 

7ji. = 
0 1 2E(lIo - 1I2)XO AIXl 

-(7.14) 
0 0 1 A2X2 

0 0 0 1 

The reciprocal vectors of (7.6) are given by 
e-).o,zl 0 e->'t: x3 

0 

lx' 
eB

; ,= 
- 2E(lIo - 1I2)x2eix' e 0 0 , (7.15) 

lIoe -).02: 3 

0 1I2e -).,,2: 3 

0 0 0 

and the line element takes the form 

ds2 = (1 - 1I~)e-2~,x'(dxO)2 

0 

1 

+ 2(1 - 1I01l2)eix' dxo dX3 + (1 - 1I~)e -2~.x· (dX2)2 

- [-2E(lIo - 1I2)x2e!x. dxo + e!x' dXl]2 - (dx3
)\ 

(7.16) 

(7.17) 

(7.18) 

The line element (7.16) goes to a line element of 
Sec. 6 if E ~ O. This is already obvious from (4.11) 
and (4.17). 

8. SOLUTION OF THE EQUATIONS (5.5). 
CASE k. = 0 NON-GEODESIC SUB CASE 

Looking at the Jacobi identity, part of Eqs. (5.5), 
i.e., into the equations 

l2(G + H) - (C - M)(F + P) = 0, 

(C + M)(G + H) - (F + P) = 0, 

(F - N)(G + H) - (G + K)(F + P) = 0, 

we see that there are two possibilities, 

G + H = 0, F + P = 0, 

(8.1) 

(8.2) 

GK + FN = !b, 
FK + (1 + l2)M - GN = 0, 

-CK + GM + (1 - 2l2)N = 0, (8.4c) 

(2 - l2)K - FM + CN = 0, 

r - l2 + 1 - c2 - F2 + G2 = -!b. (S.4d) 

In case (8.3), Eqs. (5.5) take the form 

l2 = (C + M)(C - M) 

F + P = (G + H)(C + M) 

(¢O), 

(~O), 

(S.5a) 

(S.5b) 

F - N = (G + K)(C + M), (8.5c) 

CM + NP = _!a2 + !b, 

CM - HK = !a2 l2 
- !b, 

GK + FN = !b, 
l4 - l2 + 1 - C2 + FP - GH = -H, 

(1 + l2)M + NH - KP = 0, 

(2l2 - I)N + CK - GM = 0, 

(2 - l2)K + CN - FM = O. 

(8.5d) 

We now solve Eqs. (8.4). By summing Eqs. (8.4b), 
we obtain 

(8.6) 

which can be used instead of, say, the third equation. 
The other two take the form 

CM - FN = -!a2(2 - l2), 

CM + GK = -!a\1 - 2l2). 
(8.7) 

Equations (8.4b) can be replaced by (8.6) and (8.7). 
From (1.11) and (8.6) follows 

(~O); (S.S) 

therefore 

e<1 
- 2 (S.9) 

must hold. G + H ¢ 0, (8.3) F +P ¢ O. 
The determinant d of (8.4c) , considered as linear 

We want to develop the corresponding equations equations or the unknowns K, M, and N, is given by 
separately. In case (8.2), Eqs. (5.5) reduce to the d = (1 + l2)C2 + (2 _ l2)G2 
following system: 

A = 1, B = 0, D = 0, 

E = 0, H = -G, P = -F, 

CM - FN = _!a2 + !b, 

-CM - GK = _!a2l2 + !b, 

(8.4a) 

(8.4b) 

+ (1 - 2l2)[F2 + (1 + l2)(2 - l2)] , (S.lO) 

therefore d ~ 0 holds [see (8.9)]. 
If d > 0, we have K = M = N = 0, which implies 

a2 = 0 via (8.7), therefore we have to assume that 

d = 0 (S.l1) 
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holds. Using (8.10), we see that (8.11) requires 

C = 0, G = 0, l2 = !. (8.12) 

Using all that, Eqs. (8.4) simplify to the following 
system: 

A = 1, B = C = D = E = G = H = 0, 

P = -F, l2 = !, xPlc' = 0, 

FN = la2
, F2 = l(a2 + 3), (8.13) 

FK + tM = 0, tK - FM = 0. 

The last two equations imply 

K = M = 0. (8.14) 

Collecting our results, we can say that the non­
vanishing components of A.b. [see (5.6)] are given by 

A = 1, F = -P = tea' + 3)1, (8.15) 

The tetrad components of the acceleration, the 
rotation vector [see (5.7) and (5.8)], and the non­
vanishing tetrad components of the shear tensor 
are given, respectively, by 

u. = [0,0,0, !], 

[ 
2a2 + 3 ] 

w. = 0, 4(a2 + 3)' , 0, ° , 
(8.17) 

(8.18) 

1123 = 1132 = !Ca2 + 3)-1. (8.19) 

This model therefore always has shear and rotation. 
The cQmmutator relations of the corresponding 
group are given by 

(XOX1) = (X1X 2 ) = (X,XO) = 0, 

(XoXs) = -txo - (F - N)X2' (8.20) 
(X 1X 3) = XII 

(X2X s) = (F + N)Xo - IX" 
where F and N are given by (S.15). 

Using (1.11) we see that 
Substituting into (1.40), one sees that a set of 

x,. Ihl 2 = ta2
• (8.16) reciprocal vectors of (S.20) is given by 

els ' sin i,8x3 

° 
° 0 

13 is" 1. 8 
2(F + N) e sm 2f3X o 13 is' if3 8 

(8.21) 

4(F + N) e cos x ° 
° ° ° 1 

and the line element has the form 

d,s2 = es
,[ (cos if3x3 

d,x0 + sin !f3x3 dx')' - 4(F ~ N)2 (sin if3x3 dxo - cos tf3xs dx2
)' ] 

where 

132 = 4(P - N 2
). 

Using the notations 

Ao = -i + ti,8, 

t + Ao 
Po = F + N' 

we can write (8.22) in the following form: 

d,s' = (1 - p~)e - 2
Aos' (dlr~ 

+ 2(1 - poPI)e-(A.+A.).,. dz° dz2 

+ (1 - p:)e-2A''''(dz2)2 

_ e-2s'(dx1)2 _ (dx3) 2 • 

(8.23) 

(8.24) 

- e-2S'(d,xl)2 _ (dx3) I , (8.22) 

The formal similarity to (6.32) is the consequence 
of the" formal" similarity between (6.1S) and (S.20). 

If a2 = 0, then 

13 = V3, F = tV3, N = 0, 

Ao = -t + itV3, A2 = -t - itV3, (8.27) 

Po = i, 

(8.25) and we have Petrov's type I vacuum solution6 

d,s' = 2e-2A·"'(dz°)2 - e-2"'(dx1)2 

(S.26) 

+ 2e-2A•s '(dz2)2 _ (dX3)2 (8.28) 

[see Ref. 2 Eq. (6.20)]. 
The line element (8.22) gives all the solutions 
6 A. Z. Petrov, in Recent Development in General Relativity 

(Pergamon Press, Inc., New York, 1962). 
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corresponding to Eqs. (8.4). Concerning Eqs. (8.5), 
we remark that it has no "simple" solutions-if it 
has a solution at all. Looking at Eqs. (5.8) and 
(5.9), one sees that the vanishing of shear or the 
vanishing of rotation would require 

(C + M) = 0 or (C - M) = 0, (8.29) 

respectively, which contradicts (8.580). 

9. SOLUTION OF THE EQUATIONS (5.28). 
CASE k.. = 0, GEODESIC SUB CASE 

To find the solutions of (5.28) is not hard at all. 

and the corresponding group is given by [see (5.32)] 

(X2Xa) = a[2(1 - 12)]!Xo, 

a(l - 212) 
[2(1 _ 12)]t X 2 , 

(9.10) 

a(l - 2l2) 
[2(1 _ l2)]t Xa, 

In case (9.5), we have the following solution: 

A = B = C = D = G = M = 0, 

K = -H, N = F, P = -F, 

F = la, H = !a(212 - I)!, r ~ i. (9.11) 

In this case, the motion is always geodesic and we 
only give all the shear-free solutions in order to 
prove Theorem 5. Using (5.31) one sees that the 
shear-free condition requires 

Using (1.11), we have 
(9.1) 

XTj = a2(1 - 12), xP/C2 = 0, 
P = -N. 

XJ.& Ihlt = a212
; 

(9.12) 
[Equations (5.28) have no solutions with vanishing 
rotation, a fact easily obtained by using (5.30).] 
We remark that from (5.30), it follows that 

N ¢O (9.2) 

must hold, otherwise !a2 = b would follow, and 
[via. (1.11)] the condition p ~ 0 would be violated. 

Using (9.1) and (9.2), Eqs. (5.28) can be reduced 
to the following system 

A = B = C = D = E = 111 = 0, 

P = -N, K = -H, H(F - N) = 0, (9.3) 

GH = 0, 

H2 = !a2 12 
- !b, FN = !b, 

and we have to find all solutions of this system. 
We distinguish two cases 

H = 0, 

H ¢O. 

(9.4) 

(9.5) 

In case (9.4), we have the following solution: 

A = B = C = D = E = H = K = 0, 

G arbitrary, b = a212
, P = -N, (9.6) 

N = a[l(l - l)2]!, F = ae /[2(1 - 12)]!. 

Using (1.11), we have 

xrl = a2 (1 - 12
), ~ = la2(1 - 21~, X .. \h1 2 = a212 

C 

(9.7) 

12 ::; !, a[!(l - l)~! (9.8) 

a.n(from (5.30) it follows that 

Wa = [0, -a[!(l - l)2]!, 0, 0), (9.9) 

Wa = (0, -la, 0, 0), (9.13) 

and the corresponding group is given by [see (5.32)] 

(X2X a) = aXo, 

(XOX 2) = 0, 

(XaXo) = 0, 

(XOX1) = 0, 

(X1X 2) = !a(2l2 
- l)!Xa, 

(XaX1) = -!a(2e - l)tX2' 

(9.14) 

We now give the line elements corresponding to 
(9.10) and (9.14). By substituting into Eqs. (1.40), 
one sees that 

1 

1 0 
; = a(l - 2f)I 

0 

0 

where 

and 

1 0 

0 1 

eOj = 
0 0 

0 0 

0 e x' 

1 0 

0 (1/2B)ex
' cos T 

0 (1/2B)ex
' sin T 

-axa 0 

0 0 

1 -AX' 1 Ax' -e -e 
v2 v2 

1 _Ax' 1 Ax' --e -e 
v2 v2 

, 

0 

0 

sin T 

-cos T 

(9.15) 

(9.16) 

(9.17) 

(9.18) 
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where 

(9.19) 

are a set of reciprocal vectors corresponding to 
(9.10) and (9.14), respectively. The line elements are 
then given by 

ds2 = [1/a2(1 - 2l2)][(dxO + eX' dx2y 

di = (dxO 
- ax3 dX2)2 - (dXl)2 

_ e-2xX'(dx2)2 _ enX'(dx3)2, 

(9.20) 

(9.21) 

The line element (9.20) coincides with (6.61), that 
is because the maximal group (6.66) of (6.61) is 

five parametric having a four-parametric subgroup 
belonging to the case ka = 0, therefore, the appear­
ance of (9.20) is natural. The maximal group of 
(9.21) is (9.14), as one easily sees by integrating the 
relevant Killing equations. 
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A new type of algebra for Minkowski space-time is described, in terms of which it is possible 
to express any conformally covariant or Poincare covariant operation. The elements of the algebra 
(twistors) are combined according to tensor-type rules, but they differ from tensors or spinors in that 
they describe locational properties in addition to directional ones. The representation of a null line 
by a pair of two-component spinors, one of which defines the direction of the line and the other, its 
moment about the origin, gives the simplest type of twistor, with four complex components. The 
rules for generating other types of twistor are then determined by the geometry. One-index twistors 
define a four-dimensional, four-valued ("spinor") rep);esentation of the (restricted) conformal group. 
For the Poincare group a skew-symmetric metric twistor is introduced. Twistor space defines a complex 
projective three-space C, which gives an alternative picture equivalent to the Minkowski space-time 
M (which must be completed by a null cone at infinity). Points in C represent null lines or "complexi­
fied" null lines in M; lines in C represent real or complex points in M (so M, when complexified, is the 
Klein representation of C. Conformal transformations of M, including space and time reversals (and 
complex conjugation) are discussed in detail in twistor terms. A theorem of Kerr is described which 
shows that the complex analytic surfaces in C define the shear-free null congruences in the real space M. 
Twistors are used to derive new theorems about the real geometry of M. The general twistor descrip­
tion of physical fields is left to a later paper. 

I. INTRODUCTION 

I N the study of Lorentz covariant local field theo­
ries, field quantities (with spin) are normally de­

scribed by vectors, tensors, or, more generally, by 
spinors, all finite-dimensional representations of the 
Lorentz group' being expressible in terms of spinors 
(vectors and tensors being regarded as effectively 
special cases). A local (restricted) Lorentz trans­
formation then takes the form 

t-(-I) v' 
J' , 

(1.1) 

(t;) being a complex unimodular (2 X 2) matrix, 
with inverse (t<-l);). Except where general rela­
tivity is involved, normally it is further required 
that physical quantities be suitably covariant under 
the full Poincare group.' However, this covariance 
is expressed (locally) in a totally different way from 
the local Lorentz covariance. Whereas the depend­
ence on space-time direction is expressed algebrai­
cally [ef., (1.1)], the dependence on position is de­
scribed by differential equations (so that the analog 

I Throughout this paper, "Lorentz group" always refers to 
to the six-parameter homogeneou8 group and "Poincare group" 
to the ten-parameterinhomogeneou8 group. "Conformal group" 
refers to the fifteen-parameter group of transformations which 
preserve the local conformal structure of Minkowski space­
time. If in any particular context it is important to exclude the 
space reversing and time reversing transformations, then this 
is made explicit, for example, by the use of the term "re­
stricted". 

of (1.1) involves integrals). The invariance of all 
expressions under the translation 

(1.2) 

is generally ensured by the fact that the (Minkow­
skian) coordinates Xi must, themselves, never enter 
into the field equations explicitly, only the operators 
a / ax' being permitted to occur. 

I t is curious that the invariance under two types of 
transformation (1.1) and (1.2), each of which simply 
refers to symmetries of the Minkowski space-time, 
should find mathematical expression in so different 
a way. This is, moreover, not just a property of a 
difference in group structure between the translation 
and rotation elements of the Poincare group, but 
rather a consequence of what is meant by a local 
field theory. In fact, mathematical formalisms do 
exist2 in which all the Poincare transformations are 
represented according to an algebraic" tensor type" 
law similar to (1.1). It is the purpose of the present 
paper to exhibit and discuss in some detail one such 
formalism, the basic elements of which are re-

2 The use of homogeneous coordinates in space-time would 
afford a simple example of such a formalism (but apparently 
one of limited physical interest). More significant, of course 
is the representation of physical quantities in terms of Hilbert 
space, which has the advantage that the (infinite demensional) 
analogs of (tM A ) are unitary [cf., particularly E. P. Wigner, 
Ann. Math. 40, 149 (1939) V. Bargmann and E. P. Wigner, 
Proc. Nat!. Acad. SCl. U. S. 34, 211 (1948)]. However, it will 
be essential here to preserve the finite dimensionality of the 
operations at thi8 stage, so that geometrical questions can be 
kept in the forefront. 
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ferred to here as twistors. It will turn out that the 
twistor algebra will have the same type of univer­
sality, in relation to the conformal group, l that the 
well-known and highly effective two-component 
spinor algebra of van der Waerden3 has, in relation 
to the Lorentz group. Twistors are, in fact, the 
"spinors" which are relevant to the six-dimensional 
space whose (pseudo-) rotation group is isomorphic 
with the conformal group of ordinary Minkowski 
space-time.' The simplest (non-scalar) twistors con­
stitute a four-dimensional, four-valued representation 
of the restricted conformal groupO (eight-dimensional 
if reflections are included). The general twistor is 
then a many-index quantity constructible from the 
above basic twistors by means of the usual" tensor 
type" rules. Any finite-dimensional representation 
of the conformal group is thus expressible as a direct 
sum of twistor representations.' 

The emphasis here will be on the geometrical 
aspects of twistors. It will, in fact, be possible to 
give a fairly complete geometrical picture of twistors 
and of their basic operations. Ordinary space-time 
concepts can then be translated into twistor terms. 
However, the geometrical expressions of the most 
immediate twistor concepts have a somewhat non­
local character. Thus, the primary geometrical object 
will not be a point in Minkowski space-time, but 
rather a null straight line or, more generally, a 
twisting congruence of null lines. Points do, in fact, 
emerge, but only at a secondary stage. (It also turns 
out that a natural description of physical fields in 
twistor terms is given by quantities having a non­
local space-time interpretation.) However, any vec­
tor, tensor, or spinor operation can be translated 
into twistor terms, if desired, and vice versa. 

All the basic operations of the formalism are con­
formally invariant. This is of relevance in the study 
of zero rest-mass fields, since, for each spin, the 
free-field equations are all effectively conformally 
invariant.6

•
7 This latter fact has particular impor-

lB. L. van der Waerden, Nachr. Ges. Wiss. Gottingen 100, 
1 (1929). 

'F. Klein, Gesammelte Mathern. Abhandlungen (J. SEringer, 
Berlin, 1921); cf. also H. Weyl, The Classical GrOUP8 (Prince­
ton University Press, Princeton, New Jersey, 1939); R. Brauer 
and H. Weyl, Am. J. Math. 57, 425 (1935) . 

• Quantlties which are essentially twistors have been des­
cribed by W. A. Hepner, Nuovo Cimento 26, 351 (1962). See 
also Y. Murai, Nucl. Phys. 6, 489 (1958); Progr. Theoret. 
Phys. (Kyoto)~ .. 147 (1953); 11,441 (1954). Similar quantities 
have also recently gained prOlninence in, for example, the work 
of A. Salam, R. Delbourgo, and J. Strathdee, Proc. Roy. Soc. 
(London) A284, 147 (1965). 

8 E. Cunningham, Proc. London Math. Soc. 8, 77 (1910); 
H. Bateman, ibid. 8, 223 (1910); P. A. M. Dirac, Ann. Math. 
37,429 (1936); J. A. McLennan, Jr., Nuovo Cimento 10, 1360 
(1956); H. A. Buchdahl J"bid. 11,496 (1959). 

7 R. Penrose, Proc. Roy. Soc. (London) A284, 159 (1965). 

tance in the asymptotic analysis of such fields,7 and it 
would appear that a "manifestly conformally in­
variant" formalism should be valuable to this type 
of analysis. Furthermore, although the presence of 
mass breaks conformal invariance, the conformal 
group appears to have relevance as an approximate 
symmetry in very high energy physics.8 When the 
energies of the particles are high enough, their 
rest masses can be neglected. 

However, the applicability of the twistor formal­
ism is not restricted to situations in which the con­
formal group is relevant. Since the Poincare group 
is a subgroup of the conformal group, it follows that 
Poincare covariant operations can be expressed in 
twistor terms. It merely becomes necessary to in­
troduce a fixed (skew-symmetric) "metric twistor" 
r P which singles out a particular Minkowski struc­
ture (consistent with the given conformal structure). 
By including operations involving r P with the basic 
twistor operations, a formalism invariant under the 
Poincare group is obtained, in terms of which, any 
Poincare covariant operation is, in principle, ex­
pressible. Furthermore, by making slightly different 
alternative choices for r P, the corresponding formal­
isms for a class of space-times including the de 
Sitter and Einstein cosmologies are obtained. 

Perhaps the most obvious drawback of the twistor 
formalism, however, from the point of view of a 
possible fundamental applicability in physics, is that 
it is so tied to the idea of a conformally flat back­
ground space-time, that it is difficult to conceive 
of how to incorporate the formalism (as it stands) 
completely into general relativity. It is not impos­
sible that some modification of twistor algebra might 
be applicable to general curved background space­
times. Indeed, some of the basic ideas of the formal­
ism, namely those concerning the null line congru­
ences (cf., the results of Robinson and Kerr referred 
to in Sec. VIII) have, as their origins, some re­
searches into general relativity. However, any such 
modification would have to be of a different order 
from the comparatively straightforward adaption 
of spinor algebra into general relativity.9 The point 
of view one must apparently take, is that whereas 
the vector-tensor-spinor algebra refers to the im-

8 H. A. Kastrupp, Phys. Letters (Amsterdam) 3,78 (1962); 
Phys. Rev. 142, 1060 (1966). A recent additional suggestion is 
that the mass splittings of strong interaction physics may be 
derivable from conformal group symmetry: D. Bohm, M. 
Flato, D. Sternheimer, and J. P. Vigier, Nuovo Cimento 38 
1941 (1965). For a discussion of the relevance of the conformal 
group in physics, see T. Fulton, F. Rohrlich, and L. Witten, 
Rev. Mod. Phys. 34, 442 (1962). 

9 L. Infeld and B. L. van der Waerden, S. B. Preuss. Akad. 
9, 380 (1933). 
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mediate neighborhood of a "point" in space-time, 
the twistor algebra refers to a more extended" non­
local" region. It seems to be mathematically more 
difficult to piece together such regions into a curved 
space-time, than to build a space-time out of points. 

Finally, one of the most important initial motiva­
tions for considering a formalism of this kind should 
be briefly mentioned, although implications of this 
idea are not discussed in this paper. It concerns 
possible applications to quantum field theory. One 
of the most significant quantum mechanical opera­
tions is the splitting of field amplitudes into their 
positive and negative frequency parts. Although this 
is generally expressed in terms of Fourier transforms, 
there is the alternative description in terms of 
singularity-free analytic extensions into the upper 
or lower complex half-planes.1o In the present for­
malism, the idea is to use this second approach 
and to combine it with global properties of com­
plexified Mlnkowski space-time. Similarly to the 
way that the real axis divides the complex plane 
into two disconnected halves, the space of "null" 
twistors (describing real Minkowskian null lines) 
divides twistor space into two disconnected halves, 
namely the "right-handed" and the "left-handed" 
twistors (which may be thought of as describing 
"complexified" null lines). 

Free fields of zero rest mass and arbitrary spin 
can be described particularly conveniently in twistor 
terms. Moreover, it turns out that they can be 
generated in a remarkably simple way as contour 
integrals of arbitrary analytic functions defined in 
twistor space. (A null field is generated when the 
contour surrounds a simple pole of the function. This 
leads to a certain generalization of a theorem of 
Robinson. 11) If the relevant singularities of this 
function are associated with one half, rather than 
the other, of the twistor space, this ensures that the 
field is of (say) positive frequency. Other properties 
of zero rest-mass fields also find a natural expression 
in twistor terms, notably the interrelation with 
certain types of potential fields7 and the structure of 
their total energy-momentum-angular-momentum 
(which give ten of the fifteen components of a 
trace-free" Hermitian" twistor En). The discussion 
of these matters is left to a later paper. 

Care has been taken here to illustrate that twistor 
algebra is not merely an abstract formalism, but 
that the algebraic operations have well-defined mean-

10 See any standard work on quantum field theory. The es­
sential matters referred to here can be found in R. F. Streater 
and A. S. Wightman, peT, Spin and StatistiC8, and All That 
(W. A. Benjamin, Inc., New York, 1964). 

11 I. Robinson, J. Math. Phys. 2, 290 (1961). 

ings in terms of space-time geometry. For whether 
or not twistors have a significant role to play in 
future physical theory, the results so far obtained 
suggest strongly that the formalism ought at least 
to be thoroughly explored from both geometric and 
analytic points of view. 

II. TWISTORS AND NULL LINES 

As a starting point for the geometrical description 
of a twistor, consider a null straight line L in 
Minkowski space-time M. Choose a set of Minkow­
ski coordinates12 (Xi) for M with origin O. Let Z' 
be the position vector of some point P on L and let 
n' be a future-pointing tangent vector to L (see 
Fig. 1). If we wish to assign a set of coordinates 
to the line L, we may do this (Plucker-Grassmann 
coordinates) by selecting ni and the moment 

(2.1) 

of the vector n' (acting at P) about O. Then, the 
ratios of the ten quantitites (n" mif) will uniquely 
define L. (Note that this is independent of the choice 
of P on L.) This is, however, a highly redundant 
representation. In addition to the requirement here 
that n' be null 

n'n, = 0, (2.2) 

there are the consistency relations for (2.1) 

(2.3) 

[and also EiikZmifmkZ = 0, which is implied by (2.3)]. 
Equation (2.3) in fact represents just three inde­
pendent conditions which, together with (2.2), re­
duce the set of nine ratios in (n" mil) to just five 
independent real numbers. This is consistent with 

FIG. 1. The reyresentation of a 
nul line. 

12 World vectors and tensors are labeled by lower case Latin. 
indices running over 0,1,2,3, the Minkowski metric being 
given by (gil) = diag(1,-1,-1,-1). Capital Latin index 
letters, primed or unprimed, denote spinor indices and run 
over 0,1 or 0',1'. Greek indices are twistor indices and run 
over 0,1,2,3. The summation convention applies to each of 
these four types of index separately. Thus, in particular, no 
summation takes place between primed and unprimed spinor 
indices even when the same letter is used, e.g., J and J' are 
regarded as distinct letters in xJJ'. This allows us to write the 
tensor-spinor correspondence in a definite way by simply using 
the two capital versions of a tensor index as its spinor trans­
lation: xiHxJJ', etc. (Rindler's convention). 
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the fact that the null lies in M form an 00 5 sys­
tem (for, choosing P as the intersection of L with 
a fixed spacelike hyperplane, we have 00 3 choices 
for P and 00

2 choices for the null direction at P). 
So far, the fact that L is null has not played an 

essential part. But null directions are very con­
veniently represented in terms of two-component 
spinors. It will emerge that, by using spinors, we 
can greatly simplify the description of the null 
line L; the set of four conditions (2.2), (2.3) being 
effectively replaced by a single condition. Since the 
following discussion depends essentially on the use 
of spinors, a very brief review of the ideas required 
will now be given.13 The translation from world 
tensors to spinors is achieved using a quantity12 
u;J' [a Hermitian (2 X 2) matrix for each ij and 
its inverse u~J' subject to ufJ' U~K' EJKEJ'K' = g;k, 
ufJ'u~J' = 5;. The EJK, EJ'K' are skew-symmetric 
Levi-Civita symbols and are used for raising and 
lowering spinor indices: ~AEAB = ~B' EAB~B = e, 
Le., ~o = h, ~1 = -~o, and similarly for primed 
indices. Any tensor (e.g., Xiii) has a spinor transla­
tion, which is written using the same base symbol, 
but with each tensor index replaced by the cor­
responding pair of spinor indices, e.g., 

Under complex conjugation, the roles of primed and 
unprimed indices are interchanged, so that real­
ity of tensors is expressed as Hermiticity of spinors. 
Since M is flat, we can here choose u;J' constant 
and equal to T' times the unit matrix and Pauli 
matrices. Then, say, 

[ 

00' 
o I 2 3 X (x ,x ,x ,x) ~ 

10' 
X 

X

OI

'] 
II' x 

(2.4) 

The spinor translation of a complex null vector 
c/ (i.e., (/01; = 0) has the form 

(2.5) 

If Oil is real and future pointing, then we can take 
'",J' to be the complex conjugate of {3J, i.e., 

(2.6) 

13 For more complete accounts see Refs. 3 and 9 and, for 
example, W. L. Bade and H. Jehle, Rev. Mod. Phys. 25, 714 
(1953); E, M. Corson, An Introduction to Tensors, Spinors 
and Relativistic Wave Equations (Blackie & Son Ltd., London, 
1953); F. A. E. Pirani, in Brandeis Summer Institute in 
Theoretical Physics, 1964, Lectures on General Relativity 
(Prentice-Hall Inc., Englewood Cliffs, New Jersey, 1965), 
Vol. 1. 

Equation (2.6) implies a geometrical realization of 
a spinor {3J, up to a phase multiplier, namely as a 
future-pointing null vector. Moreover, {3J can be 
completely realized geometrically14 up to sign, in 
terms of the bivector 

7I"ik ~ {3J{3KEJ'K' + EJKPJ·pK'. (2.7) 

This is real (and null), and it determines a half­
plane element (the "flag plane") tangent to the light 
cone along the vector OI i • However, the sign of {3J 
cannot be realized locally15 geometrically, since a 
continuous rotation through 271" changes {3J into 
-{3J. If we are interested in (3J only up to propor­
tionality, then the complete geometrical realization 
is simply as a null direction. 

Let us now represent, in spinor terms, the quanti­
ties n\ mii, which define the null line L. We have 

(2.8) 

and, from (2.1), 

mik ~ lJJ''AK'XK' _ 'AJ'XJ'lKK' 

= ieJKJL(J''XK') - iJL(J'AK)EJ'K', (2.9) 

where 

(2.10) 

(Round brackets denote symmetrization. The factor 
-i is for later convenience.) Thus 'AA and JLA' 
together determine li and mik. We may think of 
'A A as defining the direction of Land JLA' as effec­
tively giving us the moment of 'A A (" acting" at P) 
about O. It is clear from (2.10) that, if 'A A is multi­
plied by any complex factor, then L is unchanged 
if JLA' is multiplied by the same factor. Furthermore, 
(2.10) implies that JLA' is independent of the choice 
of P on L (Le., if lAA' ---7 lAA' + a'AA'XA', then JLA' is 
unchanged since A AAA = 0). 

Note a particular choice of P which is of interest, 
namely the intersection of L with the null cone of 
O. (This intersection exists uniquely provided L 
does not lie in any null hyperplane through 0.) 
Then li or _Zi has the form (2.6) and it follows from 
(2.10) that 

(2.11) 

14 E. T. Whittaker, Proc. Roy. Soc. (London) A158, 38 
(1937); W. T. Payne, Am. J. Phys. 20, 253 (1952); R. Penrose, 
"Null Hypersurface Initial Data", in P. G. Bergmann's 
Aeronautical Research Lab. Tech. Documentary Rept. 63-56 
(Office of Aerospace Research, U. S. Air Force, 1963). 

16 To give a rigorous definition of a spinor which takes into 
account its sign, it is usual to appeal to the theory of fibre 
bundles. This is not essential, however, and an elementary 
(nonlocal) geometrical description will be given in an appendix 
to a forthcoming book by R. Penrose and W. Rindler on the 
applications of spinors in relativity. 
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Thus, the null direction defined by }.IA,[cf., (2.6)] is 
that of the null line through 0 which meets L (Fig. 
1). The exceptional case ),.EilB = ° corresponds to 
L lying in a null hyperplane through O. [This follows 
from (2.10), since ni would be necessarily orthogonal 
to any choice of lj.] In this case, AA and il

A are pro­
portional, so the null direction of }.lA' is that of L. 
More exceptionally still, L might pass through O. 
This is the case }.lA' = 0. On the other hand, for 
the present, we do not allow),.A = ° (although this 
will be reconsidered shortly). 

The null line L can now be assigned, for coordi­
nates, the three complex ratios of the four complex 
quantities 

[~]) and if Re (),.AilA) < 0, a left-handed twistor. 
The reason for this terminology will become evident 
later. When),.A = 0, we shall still refer to L" as a 
null twistor even though no finite null line L is 
represented. The role of such twistors will emerge 
shortly. 

m. INCIDENCE OF NULL LINES IN 
TWISTOR TERMS 

The algebraic rules for the manipulation of twis­
tors will have, as their basis, the idea of incidence 
between null lines. Let us consider, in addition to 
L, a second null line X, described by the null twistor 
X": 

(3.1) 

(2.12) where i/ and 1/A' are the analogs of ),.A, }.lA' above. 

which we write 

(2.13) 

These three complex ratios are equivalent to six real 
parameters, so we must expect to find one real 
relation connecting ),. A and }.IA" This is obtained 
from (2.10), since the reality of the vector li implies 
lAA' is Hermitian, whence 

(2.14) 

Provided ),.A ¢ 0, condition (2.14) is also sufficient 
to ensure the existence of a null line L associated 
with ),.A and }.IA" For, if ),.AilA is pure imaginary and 
nonvanishing, then (2.11) gives us a point P, through 
which we choose L with direction given by ),. A. On 
the other hand, if ),.AilA = 0, we can easily solve 
(2.10) to obtain P, with OP spacelike (lH' of the 
form )"AiiA , + VAX A ,). 

A quantity with components (U) given as in 
(2.13) will be called a null twistor (of valence [m if 
(2.14) holds.16 We shall also be interested in such 
quantities when (2.14) does not hold (and also when 
),. A is allowed to vanish). We may regard such a 
quantity as describing, in some sense, a" complexi­
fied" null line [when (2.14) fails], since if we allow 
l' to be a complex vector, then (2.14) would, in 
general, be violated. [This is not a straightforward 
complexification of the null lines in M in the ordinary 
sense, however, since the real dimensionality of the 
system of lines is only increased from five to six 
by dropping (2.14); but cf., Sec. VL] If Re (),.ApA) > 
0, we refer to L" as a right-handed twistor (valence 

16 Any temptation to identify the twistor (2.13) with a Dirac 
spinor should be rejected here, since their transformation 
properties are quite different [cf., for example, (7.13), (7.17)]. 

That is, ~A defines the direction of X and we have 

(3.2) 

where x IS the position vector of a point on X 
(see Fig. 2). Suppose now that X and L do intersect. 
Then we may choose li = Xi for the coordinate 
vector of this intersection point, whence by (2.10) 
and (3.2), 

(3.3) 

Let us define the complex conjugate of a twistor 
L" to be L" (valence [m, where 

(3.4) 

when L" is given by (2.13) (irrespective of the con­
dition (2.14), or whether or not ),.A vanishes]. In 
component forml7

: 

Lo = L2, 

(3.5) 

Then, (3.3) tells us that a necessary condition for 

FIG. 2. Incidence of 
two null lines. 

17 The operation of twistor (or spinor) complex conjugation 
is denoted by a bar extending only over the base symbol 
involved and not over the indices. If the bar extends also over 
the indices, this denotes simply the complex conjugate of the 
complex number that the symbol represents. 
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the null lines L and X to meet, in terms of their 
corresponding twistors, is 

(3.6) 

since 

X"La = ~AjZA + l1A.XA'. (3.7) 

Note, further, that the condition (2.14) for L~ to 
represent a real null line is simply 

(3.8) 

We can think of (3.8) as a special case of (3.6) since 
L intersects itself! We also have, here, 

Xax" = 0. (3.9) 

Condition (3.6) is, conversely, also sufficient for 
the null lines L and X to intersect, where we assume, 
for the moment, that X A and ~A are not proportional, 
so that L and X are not parallel. For, we then have 
~AXA ~ 0 and we can construct the (complex) vector 

Pi ~ PJJ' = (i/~AXA)(XJ7JJ' - ~JJl.J')' (3.10) 

We observe that 

Thus, when Pi is real, we can satisfy (2.10) and (3.2) 
by putting 1; = Pi = Xj, whence L and X must 
intersect. (In fact, it is valid to regard the "com­
plex point" with position vector pi as the "inter­
section" of L and X even in the cases when Pi 
is not real, as we shall see later.) Now Pi is real 
if and only if PJJ' is Hermitian. Since XA and ~A 
are not proportional, we can test the Hermiticity 
of PJJ' by taking components with respect to XA

, ~A: 

XAX A'(PAA' - PA'A) = i/-lA,XA' + Z)..APA = iL"L" , 

~A~'(PAA' - PA'A) = i7JA,~A' + i~ijA = iX"X", 

~AXA'(P.AA' - PA'A} = i7JA,>'A' + i~ApA = ixaL". 

Thus, the reality of Pi is a consequence of (3.8), 
(3.9), and (3.6), so that in the case of twistors rep­
resenting nonparallel null lines, we can state the 
condition that the lines meet simply as the orthog­
onality condition (3.6) between the twistors. 

We may further ask what is the geometrical mean-

M= 

one point at Infinity for 
each null hyperplane In MflJ 

{~---, , 
N~( _.,\ .,,:, "T .. \I , .. ; I . I +.-- I 

I I • 
'I til' 

I ( _/ / I 
\ I, ' ... -..... , 

a'Whole generata corresponds 
to a null direction In MfII 

FIG. 3. The con­
struction of the 
compact manifold 
M. 

ing of this condition X" La = ° when X and L are 
real parallel null lines. Perhaps the simplest way to 
see the result is to use a limiting argument. Keep 
La fixed but vary xa, so that xa La = 0 throughout 
the motion. Suppose L and X are initially not paral­
lel, but become parallel in the limit. The intersection 
point recedes to infinity along L. The possible posi­
tions of X, for each finite position of the intersection 
point, are the generators of the null cone of this 
point. As the point recedes to infinity, the null cone 
becomes, in the limit, the null hyperplane through 
X. Thus, when L and X are parallel, the condition 
x"L" = 0 becomes the condition that L and X lie 
in the same null hyperplane. 

In fact, it is convenient to regard all the null 
lines of a null hyperplane as intersecting in a single 
point at infinity. Thus, we adjoin to our space M a 
set of (Xl 3 such points at infinity, one for each of 
the null hyperplanes in M. The geometrical role 
played bythetwistorsL" withXA = 0 (but/-lA ' ~ 0) 
now emerges. For, if X A = 0, the condition Xa L" = 
o becomes ~.APA = 0 [cf., (3.7)]. That is to say, 
the direction of X coincides with the null direction 
represented by /-lA', so that for fixed La the correspond­
ing lines X are all parallel. Each null hyperplane of 
parallel lines X gives rise to one point at infinity; 
the aggregate of all these points at infinity, cor­
responding to all these parallel hyperplanes, gives 
an (Xl 1 system of points at infinity, namely the points 
of the null line at infinity L. In fact, to complete 
the picture, we must add one further point at in­
finity, not lying on any finite line, which we call 
I. The point I is common to all the lines L at 
infinity. The fact that any two null lines at infinity 
must, for consistency here, be considered to intersect, 
follows from (3.7), since if X A = 0 and also ~A = 0, 
then xa La = 0 automatically follows. The point I 
then plays the part of the vertex of a null cone at 
infinity the generators of which are the lines at 
infinity considered above (see Fig. 3). 

The structure of the completed (It compactified") 
Minkowski space arrived at in this way, by adding a 
(closed) null cone at infinity, is one which has been 
considered by a number of authors.18

•
7 We hence­

forth use the symbol M, here, to refer to the entire 
completed space and not just to the set of finite 
points. The set of finite points is instead denoted 
by M {I} to indicate that the null cone of the 

18 N. H. Kuiper, Ann. Math. 50, 916 (1949); H. Rudberg, 
dissertation, University of Uppsala, Uppsa.la, Sweden (1958); 
R. Penrose, in Proceeding8 of the 1965 Conference on RelatirJi8tic 
Theorie8 of Gravitation, Warsaw (Polish Academy of Science, 
Warsaw, 1965) A. Uhlmann, Acta Phys. Polon. 24, 293 (1963). 
Rudberg also mentions the four-valuedness of spinors. 
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particular point I has been removed from M. The 
geometry of M is briefly as follows: M is a com­
pact nonsingular manifold without boundary which 
has a well-defined conformal structure everywhere 
(i.e., a metric defined up to proportionality). It 
has a transitive ro 16 group of motions preserving 
this conformal structure, every point being on an 
equal footing with every other point. M contains 
00

5 null" straight" lines (geodesics) each of which 
is topologically a circle. Through each point P of 
M pass 00 2 of these lines generating the (closed up) 
null cone of P. The removal of anyone of these 
null cones leaves a space with Euclidean topology 
which can be assigned a Minkowskian metric (unique 
up to dilatations) consistent with the given con­
formal structure. The entire space M has the topol­
ogy S3 X SI and can be realized as a real projective 
quadric fourfold with signature (+ + - - - - ). 

The null lines in M are in one-to-one correspond­
ence with the proportionality classes of twistors 
La (Le., "La represents the same line as La, " ¢ 0) 
which satisfy LaLa = 0 and L" ¢ O. Incidence 
between null lines in M is expressed as orthogonality 
(xa La = 0) between the corresponding twistors. 

IV. ROBINSON CONGRUENCES 

Thus far, the geometrical description of a twistor 
given here has been restricted to the case of null 
twistors (of valence [m. As mentioned earlier, if 
on the other hand LaLa ~ 0, then we may think of 
L a as representing, in some sense, a kind of "com­
plexified" null line L. This is, in fact, the way 
we tend to view "geometrically" a general twistor 
of valence [~]. However, it is significant that a much 
more precise realization can be given in terms of 
congruences19 of null lines. In order to fix our ideas, 
we regard such a congruence as representing, rather, 
a twistor of valence m (e.g., L,,), although this 
makes little difIerence in practice. 

Now, any (real) null line L in M can be completely 
characterized by the system of all null lines which 
meet it. In twistor terms, that is, if we know the 
set of all xa satisfying xaLa = 0, xaXa = 0 
(where LaLa. = 0, La ¢ 0), then we know La up 
to proportionality. Thus, while we think of La. as 
describing the null line L in M, we can think of La 
as describing the congruence L of null lines (Le., a 
three-dimensional system19 of lines in M) which 
meet L. In exactly the same way we can represent 

11 The term "congruence" is used to denote a system of 
curves (or surfaces, etc.) for which there is just one member 
of the system (or at most a discrete number) through a general 
point in the space. 

a general twistor Ra of valence [~], in terms of the 
congruence R of lines X whose twistors xa (with 
xaXa = 0) satisfy XaRa = O. If RaR" ¢ 0, such 
a congruence is referred to here as a Robinson con­
gruence.20 [If R a R" = 0, then we denote by R the 
line which is met by all the lines of the congruence 
R. On the other hand, if L denotes the line, then 
L denotes the corresponding congruence. In gen­
eral, we adopt the convention that the operation of 
applying a bar to any aymbol is its own inverse. 
From this it follows that the definition of R", given 
R a, exactly mirrors the definition (3.5) of La, given 
L", since we could put La = R". Thus,t7 (R") = 
(RO, Rt, R2, R3

) = (R 2 , R3 , Ro, Rl)'] If RaR" > 0, 
we refer to the Robinson congruence R as right­
handed. If R",Ra < 0, it is left-handed. 

Since Robinson congruences occupy such a basic 
position in the geometry of twistors, it seems worth­
while to examine a particular such congruence in 
some detail here. (In fact, any particular case is 
completely representative of the general case, since 
it turns out that any two Robinson congruences 
can be transformed one into the other by a Poincare 
transformation, perhaps involving a reflection.) 

Choose a real number e and put 

(R",) = (e/v'2, 0,1,0) (4.1) 

so that 

RaR" = ev'2. (4.2) 

Let X" be as in (3.1): (X") = (~O, ~\ 1'/0-, 1'/1')' so 
that the condition for the line X to belong to the 
conrgruence R is 

(4.3) 

Write the position vector Xi of a point on X as 

Equation (3.2), with (2.4), gives 

',In(O 1[ t-z (1'/0-,1'/1') = -(~/v2) ~,~) . 
-x - ~y 

-X + iyj. 
t+z 

Using (4.3), we then get _e~o = i~O(-t + z) + 
i~I(X + iy), i.e., 

~o : ~1 = X + iy : t - z + ie. (4.4) 

Now ~J~J' corresponds to a tangent vector to X, 
so that 

[tr- t~I'j ex: [ dt + dz 

tlr' tl~I' dx - i dy 

dx + i dyj. 

dt - dz 

20 First investigated by I. Robinson (private communi­
cation). 
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Combining this with (4.4) we get the differential 
equations for the line X 

dt + dz : dx - i dy = dx + i dy : dt - dz 

= x + iy : t - z + i~. (4.5) 

The solution of this is 

t - z + i~ = (x + iy)a, 

(x - iy) - (t + z)a == {3, 

(4.6) 

where a and {3 are complex constants defining the 
particular line X of R, for consistency satisfying 

1m (i3a) = ~. (4.7) 

In order to get a more visualizable picture of the 
situation, let us consider the intersection with a 
spacelike hyperplane t = T (T const). Each null line 
X meets this hyperplane in one point (T, x, y, z). 
The direction of X there can be represented by 
considering the projection into the hyperplane of 
the tangent vector to X at this point. These pro­
jected tangent vectors are then tangents to a series 
of curves in the hyperplane which should give 
some kind of a picture of the structure of the Robin­
son congruence. To find the differential equations 
of these curves, we simply replace t by T in (4.5) 
and dt by ds = (dx2 + dy2 + dz2)'. Then we get 

(x + iy)(ds - dz) = (T - Z + i~)(dx + i dy). 

The solutions of this equation are given (apart 
from the spurious x + iy = const) by 

x2 + y2 + (z - T)2 - 2~(x sin <p 

+ y cos <p) tan e = 

Z - T = (x cos <p - y sin <p) tan e, 
(4.8) 

where e and <p are constants defining the different 
curves. These curves are evidently circles, being 
intersections of spheres with planes. They twist 
around one another in such a way that every pair 
of circles is linked. The twisting has a positive screw 
sense if ~ > 0, i.e., if Ra is right-handed.21 They lie 
on the set of coaxial tori"2 obtained by eliminating 
cp between the two equations. [These tori are the 
rotations about the z axis of a system of coaxial 
circles in the (x, z) plane.] 

From the point of view of the completed space­
time M, we should regard the hyperplane t = T as 
being completed (conformally) by a point (namely 

21 The screw sense arising here depends, of course, on the 
"handedness" of the choice of matrices in (2.4). 

22 I am grateful to J. Terryl and J. E. Reeve for this obser­
vation concerning the Hopf fibring. 

I) at infinity. It then becomes topologically a three­
dimensional sphere S3 (of which the hyperplane 
t = T may be regarded as the stereographic pro­
jection). The vector field on S3 is everywhere non­
singular and nowhere vanishing. The circles con­
stitute an example of what is known as the Hopf 
fibring of S3 (one example being" Clifford parallels" 
on S3). 

Note that all the circles in the hyperplane thread 
through the particular (smallest) circle of radius 
I~I and centre z = T, X = Y = 0 given when e = o. 
If ~ is small, this circle describes, as T increases, a 
path approximating that of a null line. If ~ is zero, 
the path is exactly the null line z = t, x = Y = O. 
For small ~, we may think of the lines of the Robins~m 
congruence as defining an approximate null line, 
but the lines twist around one another and never 
quite meet. The twisting has a positive or negative 
screw sence according as Ra is right- or left-handed. 
[In the limit ~ -7 0, the circles (4.8) all touch the 
z axis at z = T. The tangents to these circles are 
orthogonal to the spheres touching the (x, y) plane 
at z = T, these spheres being the intersections of 
z = T with the null cones with vertices on z = t, x = 
y = O. The lines of the congruence are then just 
the generators of these null cones in this case, as 
expected.] 

V. THE ASSOCIATED SPINOR FIELD 
OF A TWISTOR 

We saw above that the tangent vectors to the 
lines of the Robinson congruence constituted a field 
of null vectors which was regular and nonvanishing 
everywhere on M. The general Robinson congruence 
R can be written compactly in spinor terms in a 
way which exhibits this (and other) facts very 
simply. This leads to an interpretation of twistors 
in terms of certain spinor fields. 

Put Ra = La, so we can use the notation of Secs. 
II and III. The condition xa La = 0, for X to belong 
to the congruence L is then, by (3.7), (3.2), 

o = ~Ai1A + 7]A,~A' = ~A(i1A - iXAA,~A'), 

from which it follows that ~A is proportional to the 
expression in the bracket. Since X defines xa only 
up to proportionality, we are at liberty to choose 
the scale factor for ~A so that 

(5.1) 

We can think of (5.1) as defining a spinor field, 
since ~A is a function of Xi, the associated null 
vectors Vi ~ (t' being tangents to the lines of 
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the congruence L. Since XAXAA,X A' is real, it follows 
that 

Re (XA~A) = Re (XApA) = tuL a , (5.2) 

so that ~A cannot vanish unless L a is null. The field of 
null directions defined by (5.1), i.e., by the Robinson 
congruence L, is thus well defined and regular 
throughout M {l). The regularity at infinity also 
follows from the conformal transformation prop­
erties of (5.1) as we are to see shortly. 

Now write 

V BB' == BjBx
BB ', (5.3) 

so that V BB,XAA' = EABEA'B" Then we have, from 
(5.1), 

(5.4) 

Thus, the field ~A satisfies the differential equation 

(5.5) 

Conversely, from this equation we can reconstruct 
the form of the expression (5.1). For (5.5) implies 
that for some spinor iXB" the derivative V BB'~A has 
the form given in (5.4). Furthermore, this XB ' must 
be constant because Vg'V~' ~A = 0 [as follows from 
(5.5), since skew-symmetry in B, A and in C, A 
implies that the expression vanishes]. Integration 
of (5.4) leads straight to (5.1), where ilA is another 
constant. 

We now have the important result that there is a 
one-to-one relation between twistors of valence m and 
spinor fields satisfying (5.5). This gives us a more 
complete representation of a twistor than just as 
a Robinson congruence, since the factor of propor­
tionality of La is now also represented. Note that 
La L a is also expressible simply in terms of ~A as 

LaLa = 1m (~B'V~'~A)' (5.6) 

But since we are interested in twistors in relation 
to the whole of M, rather than just M {l), we should 
also ask how the field ~A is to be defined at infinity. 
Essentially all that is required here is to verify 
that (5.5) is invariant under conformal transforma­
tion [e.g., under inversions, since then I becomes a 
finite point,7 cf., (7.18)]. This invariance is achieved23 

by specifying that ~A transform as a conformal 
density of weight t. Then the field equation (5.5) is 
also satisfied at infinity, in the sense that it holds 
with respect to some metric which is regular on 
the null cone of I. This, in particular, defines the 
Robinson congruence L regularly at infinity. (In 

23 See Ref. 7, Eqs. (10.1), (10.7), and (10.8) for the 
relevant fonnulas. 

fact, there is one line of L totally at infinity, namely 
that corresponding to the direction of X A.) The 
quantity (5.6) is also invariant23 under conformal 
transformation (~A of weight t), so we can refer to 
La L a as the conformal invariant of the spinor field 
~A or of the twistor La. 

Some subtleties remain, however, concerning the 
extension of the field ~A across infinity. The pos­
sibility of defining two-valued (spinor) fields in 
M{l) is well known. But here we require a spinor 
field defined globally on M. The multiple connected­
ness of M is such as to cause a slight difficulty in 
this respect. But in any case, we can think, instead, 
in terms of ~A~B or the associated bivector [cf., 
(2.7)], since these are not two-valued. Then we 
might expect to find a representation of a twistor 
up to sign. However, it turns out [cf., (7.25)] that 
twistors of odd total valence are four-valued under 
the conformal group. Thus, any such conformally 
invariant representation of a twistor (of odd va­
lence), cannot distinguish the twistor from i times 
the twistor. (This is analogous to the fact that 
spinors of odd valence cannot be completely rep­
resented in terms of tensors, in a Lorentz covariant 
way, whereby the spinors are distinguished from 
their negatives.) In the present case, when we extend 
the field ~A across infinity, we find that the field 
on the two sides of the null cone of I cannot be ex­
actly matched, but ~A on one side must be matched 
with i~A (or _i~A) on the other side. [We can see 
this explicitly in terms of the inversion of (7.18), 
for which the conformal factor is n = xfx;/2a2

• 

The null cone of I is transformed from the null 
cone, n = 0, of the origin, across which n changes 
sign. The transformed ~A field picks up the factor 
n-1.] Thus, the spinor field (5.1), when defined over 
the whole of M, must be thought of as four-valued; 
if ~A is one value, then i~A' -~A' -i~A are the other 
three. 

Since spinors can be represented geometrically 
(up to sign), this implies a geometrical realization 
of any twistor of valence m up to a multiple of 
1, i, -1, or -i. The phase of ~A defines, as we have 
seen [cf., (2.7)], a half-plane element tangent to 
the light cone; - ~A defines the same half-plane 
element; but i~A and -i~A define the opposite half­
plane element. Thus, a complete unoriented null 
plane element is defined at each point by the phase 
of La. As we follow one of the lines X belonging to 
the Robinson congruence L, we find that this plane 
element rotates about X in the opposite direction 
from the neighboring lines of the congruence and 
twice as fast. Owing to the way connections are 
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made at infinity, this results in the aggregate of 
plane elements at points of X, effectively constitu­
ting a Mobius strip, which explains why the plane 
elements cannot be consistently oriented along X. 

To see how these plane elements rotate about X, 
consider (~B~B'V BB' )~.4. = ~B'XB'~.4. [see (5.4)]. The 
real part of 2i~B'XB' measures the rate of extension 
of the vector represented by ~.4. and the imaginary 
part measures the rate of rotation of the half-plane 
element about the null direction of ~.4.' By (5.2), 

1m (2i~B'XB') = -2 Re (hAB) = -LaLa, 

whence the half-plane element rotates in a negative 
or positive sense according as the twistor L a is 
right or left handed. (It might appear that the rate 
of rotation is constant here but this is misleading 
since the scaling is different at different points of 
X.) Note that if La is null, there is no rotation of 
the half-plane element. We still get a Mobius strip, 
however, since a half-twist always occurs, in effect, 
at infinity. 

To see how the neighboring lines of the congruence 
rotate about X, consider 

~.4.~B'V BB'~.4. = -i~B'XB'~B' (5.7) 

Here, the real part of -ir''XB , measures the con­
vergence of the null lines and the imaginary part 
measures their rotation about one another.24 The 
rotation is in the opposite sense from that of the 
half-plane elements and half as fast. 

The expansion of the null lines and the change 
in the magnitude of ~.4. are not conformally covariant 
concepts, whereas the rotations are. Another con­
formally covariant concept for a congruence of null 
lines is the shear of these lines.ll •

24 In the present 
case we have 

~B~.4.V BB'~A = 0, 

which states that the shear vanishes. 

VI. THE COMPLEX PROJECTIVE SPACE C 

(5.8) 

We have seen that the null lines in M form an co 5 

system which can be extended to an co 6 system by 
including" complexified" null lines (the latter being 
representable in terms of certain related structures 
called Robinson congruences). The members of this 
co 6 system can be given complex projective co­
ordinates (La) = (LO, L\ L2, L3

). That is, it is 
just the three complex ratios LO: L1: L2: L3 which 
are significant, the only restriction on LO, '" , L3 

24 P. Jordan, J. Ehlers, and R. Sachs, Akad. Wise. Lit. 
Mainz, no. 1 (Mainz 2) (1961); E. T. Newman and R. Penrose, 
J. Math. Phys. 3, 566 (1962). 

being that they must not all vanish. This co 6 system 
we may think of as constituting a three-dimensional 
complex projective space which we denote by the 
letter C. The" points" of C are just the" complexi­
fied" null lines (and the null lines) of M. 

In fact, we have two alternative pictures of any 
given situation, namely the one in terms of M and 
the one in terms of C. For example, we may think 
of an object L, with projective coordinates (La) 
either as, say, a" complexified" null line of the real 
space-time M (M picture) or simply as a point in a 
certain projective three space (C picture). These are 
just two different ways of visualizing what is the 
same physical situation in each case. In order that 
the two pictures be completely equivalent, how­
ever, we need to be able to interpret, in C, the 
condition of "reality" of a null line in M, of in­
cidence between null lines in M, and finally of 
points in M. In effect, this requires that the conjuga­
tion relation La ~ La should have a meaning with 
regard to the C picture. Now, we have seen that a 
twistor La (valence [m refers to a point L of C; a 
twistor Ra (valence [m therefore refers to the dual 
concept of a plane R in C, namely the plane of all 
points X for which xaRa = O. (This is, of course, 
a plane in the complex sense. As a real manifold it 
is a four-dimensional subset of the six-real-dimen­
sional manifold C.) The conjugation relation La ~ 
La therefore describes a point ~ plane correspond­
ence in C, which we may refer to as a Hermitian 
correlation of signature (+ + - - ). The signature 
here refers to the Hermitian form 

xaXa = XOX2 + X 1X 3 + X 2XO + X 3X 1. (6.1) 

We regard this Hermitian correlation as being an 
intrinsic part of the geometric structure of C. 

The (real) null lines in M are the points of the 
five-real-dimensional subset N (with topology S3 X 
S2) of C defined by the equation xa X a = O. Thus, 
N is a hypersurface if we regard C as a real six­
dimensional manifold, but it is not a hypersurface 
in the sense of the complex structure of C. We refer to 
the subset of C for which xa X a > 0 holds as C+ and 
the part for which xa X a < 0 as C-. The two sets 
C+ and C- are then disconnected from one another 
and have N as their common boundary (Fig. 4). 
If L is any point of C, we may regard the plane L 
as the polar plane of L with respect to N, since 
"polarizing" xaXa with U yields xaLa = 0 (or 
La X a = 0), the equation ofthe plane L. The Robin­
son congruence associated with L is now the inter­
section (topology S3) of the plane L with N. (A 
slight inconsistency of notation arises here in that 
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it is the Robinson congruence L (\ N that had been 
previously labeled L, rather than the entire plane. 
The Robinson congruence includes only" real" null 
lines of M, by definition. In cases where there is 
possibility of confusion, we refer to "the Robinson 
congruence L" or" the plane L" as the case may be, 
but in general L refers to an entire plane in C.) 
When L lies on N, the plane L can be thought of 
as the complex tangent plane to N at L. This is also 
just the case when L lies on its polar plane. 

Now, if we wish to represent a point of M in terms 
of the C picture, we may do this using incidence 
properties of null lines in M. Any point P in M can 
be uniquely represented by an 00 2 system of null 
lines in M, namely by the generators of the null 
cone of P. Let K and L be two null lines in M 
through P. The generators of the null cone of P 
are then the null lines common to both K and L 
(i.e., the generators must meet both K and L). In 
the C picture this is an 00

2 system25 of lines on N 
which lie on the intersection of the two planes K and 
L. This intersection is simply a complex projective 
(straight) line in C. Thus, we have the result that 
any point of M is represented, in the C picture, by 
a complex projective line which lies entirely on N. 
(A complex projective line is topologically a sphere 
8 2

, in terms of its real structure. This agrees with 
the topology of the set of null lines through P, i.e., 
of the null directions at P.) We do not distinguish, 
notationally, here, between the point P in M and 
the system of null lines in M through P. Then we are 
at liberty to denote also by P the line in the C 
picture which represents this point P in the M 
picture. 

Conversely, any line P in the C picture, which 
lies entirely on N, represents some point P in the 
M picture. (In the terminology of projective geom­
etry, in the C picture, "line" always implies "com­
plex projective straight line.") To see this, consider 
the C picture and let the line P lie entirely on N. 
Let K and L be two points on P. Then we have 
K"K" = 0, L"L" = 0, and, more generally (K" + 
(3L")(K" + Pta) = 0 for all complex {3 (the general 
point on the line P having a twistor of the form 
K" + (3L"). Hence L"K" = O. Thus, in the M 
picture, the null lines Land K must intersect. This 
holds for any pair of null lines belonging to the 00 2 

system represented by P. These null lines must 
therefore all meet in a point and, in fact, must be 
the generators of the null cone of this point. We thus 
label this point P, and the situation is as before. 

U A symbol co r indicates r dimensionality in the real sense. 

Note that, in the C picture, the condition that a 
point L lies on a line P, both Land P lying on N, is 
interpreted in the M picture as the condition that 
the null line L passes through the point P. We have, 
in fact, a kind of duality correspondence between 
M and N. To sum up, we have the following cor­
respondence between the M picture and the subset 
N in the C picture: 

There is a one-to-one relation between the 
null lines in M and the points in N. (6.2) 

There is a one-to-one relation between the 
points in M and the complex lines in N. (6.3) 

The condition for a point to lie on a 
null line in M is interpreted, in N, as 
the condition for the corresponding line 
to pass through the corresponding point. (6.4) 

From (6.4), we see that the condition that two points 
in M have a null separation is simply the condition 
that their corresponding lines in N should intersect; 
the condition that two null lines in M should meet 
is the condition that the join of the corresponding 
points in N should lie entirely in N. 

We may ask how we should interpret the lines of 
C which do not lie entirely on N. Lines in a projective 
three space form a four-dimensional system, so that 
in terms of real dimensions these lines describe 
an 00 8 system of objects in M. This suggests that 
a general line in C represents a complexified point 
in M, where now the straightforward doubling of 
dimensions suggests that these are complexified 
points in the usual sense, i.e., their position vectors 
are allowed to have imaginary parts. To see that 
this is indeed a consistent interpretation, consider 
a general line in the C picture as a join of two general 
points L, X of C. Using the notation of Secs. II 
and III, we can form the expression (3.10). We may 
regard this complex vector Pi as the position vector, 
the M picture, of the complex point of intersection 
of the two null lines (" complexified" or otherwise) in 
M, defined by Land X. (Note that in this sense any 
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two distinct null lines in M have a complex point in 
common.) 

Any line P of C falls into one of six classes. If 
l is the imaginary part of the position vector pi 
for the corresponding complex point P in M, then 
[from (3.10)] 

P C C+ <=? qi timelike, future-pointing; (6.5) 

p C C+ U N, P <t N, P <t C+ <=} qi null, 
future-pointing; (6.6) 

P intersects all of C-, N, C+ <=? qi 
spacelike, nonzero; (6.7) 

P C C- U N, P <t N, P <t C- <=} qi null, 
past-pointing; (6.8) 

P C C- <=? qi timelike, past-pointing; (6.9) 

peN <=} qi = O. (6.10) 

In cases (6.6) and (6.8), the line P in C touches M. 
The set (6.5) (in the M picture) is sometimes re­
ferred to as a" future-tube."lo 

There is a representation of lines in projective 
three-space, well known to geometers, called the 
Klein (or Grassmann) representation.26 This is a 
four- (complex-) dimensional quadric, the points 
of which correspond to the lines of complex pro­
jective three-space. Thus, in our case, we may regard 
the fully complexified version M* of M as the Klein 
representation of the lines in C. We noted in Sec. 
III that M itself was essentially a real ( + + - - - - ) 
quadric fourfold. M* is the complexified version 
of this quadric. There are two systems of planes on 
M*, called a planes and (3 planes. The a planes cor­
respond to points in C and the (3 planes to planes 
in C. We may regard M as a submanifold of M*. 
The a planes which meet M intersect M in the null 
lines of M. Similarly with the (3 planes. Thus, when 

M-plcture C-p1cture 

FIG. 5. The condi­
tion for QaRa = 0 is 
that, in the M picture, 
V and S should meet, 
and that in the C 
picture, V E S, whence 
Q ER. 

26 See any standard work on classical algebraic geometry, 
for example, J. A. Todd, Projective and Analytical Geometry 
(I. Pitman, London, 1947); J. G. Semple and L. Roth, 
Algebraic Geometry (Clarendon Press, Oxford, England, 1949). 

properly complexified, the null lines in M become, 
in effect, pairs of complex projective planes, namely 
one a plane and one (3 plane for each fully complexi­
fied null line. The "complexification" of the null 
lines achieved here by the use of twistors amounts 
to selecting only the a planes to represent the null 
lines. 

Much of the earlier discussion could have been 
carried out in terms of the manifold M*. The em­
phasis here, however, has been to try and represent 
twistors as far as possible in terms of "real" struc­
tures in the space-time M. One final condition re­
mains to be represented, however, in order that the 
geometry of C can be completely realized in terms 
of M. This is that we must be able to interpret 
the vanishing of a twistor scalar product in geo­
metrical terms27 in M. 

Consider the condition 

(rR a = O. (6.11) 

If Q and R are both null lines in M, we have seen 
that this is the condition for the lines to intersect. 
If Q is a null line and R a Robinson congruence, then 
(6.11) is simply the condition that Q should belong 
to the congruence R. It remains to consider the 
case when both Q and R are Robinson congruences 
in M. Let Sand T be two null lines belonging to 
the Q congruence and let U and V be null lines 
belonging to the R congruence. Suppose the three 
pairs of lines (S, U), (U, T), (T, V) intersect. Then a 
necessary and sufficient condition for (6.11) to hold 
is that the pair (V, S) also intersect (Fig. 5). To see 
this, consider the points V, U, Q and the planes 
S, T, R in the C picture. We have SEQ, T E Q, 
whence Q E S, Q E T. Also U E R, V E Rand 
U E S, U E T, VET. Thus, the line UV must be 
the intersection of the planes Rand T (Fig. 5). 
If (6.11) holds, then Q also lies on this line, whence 
V E S. Conversely if V E S then Q E R. Thus, 
in the M picture, the condition for (6.11) to hold 
is that the null lines V and S should meet. 

This establishes the geometrical equivalence of the 
M picture with the C picture, whereby the con­
formal geometry of Minkowski space is completely 
represented in twistor terms. The metric geometry 
of Minkowski space, on the other hand, requires the 
introduction of a fixed metric twistor. This is done 
in Sec. X. 

27 Strictly, we should also show that the concept of a Rob­
inson congruence is "geometrical" in M. An explicit con­
struction in terms of incidence of null lines is given in Sec.IX, 
but in any case, the geometric (and conformally invariant) 
nature of a Robinson congruence is already implied by Sec.IV 
and V. 
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Vll. TWISTOR TRANSFORMATIONS 

Although the transformation properties of twis­
tors have not been given explicitly as yet, they are 
implicit in the preceding discussion. Any continuous 
transformation of 111 into itself, which preserves its 
conformal structure (and, hence, the null cone and 
null line structure of 111) must, by (6.4), correspond 
to a continuous transformation of N into itself which 
preserves its linearity structure. Furthermore, since 
the concept of a Robinson congruence is conformally 
invariant (cf., Sec. V), this transformation of N 
extends uniquely to a transformation of the whole 
space C. We have seen that the orthogonality rela­
tion (6.11) between points and planes in C can be 
stated in terms of (conformally invariant) incidence 
properties in 111. Hence, collinearity of points in C 
has a conformally invariant interpretation in 111. 
It follows that the conformal transformations of M 
are represented, in the C picture, by continuous 
point transformations of C, which preserve its lin­
earity structure, and for which the submanifold N 
is invariant. 

If we restrict ourselves to conformal transforma­
tions of M which are continuous with the identity, 
then the corresponding transformations of C is 
also continuous with the identity. Such transforma­
tions, preserving the linearity structure of C, must 
therefore be projective point transformations26 of C 
(in the complex sense). If, on the other hand, 
we allow transformations of M which involve space 
or time reflections, then we must also consider 
anti-projective transformations of C, that is, trans­
formations which combine a complex conjugation 
operation with a projective transformation (so that 
cross ratios become complex conjugated). We may 
also consider transformations of C which are not 
point transformations but correlations26 (duality cor­
respondences) in which points of C are mapped to 
planes, and planes to points. These would not strictly 
correspond to transformations of M, because of the 
way C has been constructed here, but it is con­
venient to think of them as representing trans­
formations of the complexified version M* of M. The 
natural (analytic) extension to M* of a transforma­
tion defined on M sometimes turns out to cor­
respond to a correlation in C. 

The basic operation e of complex conjugation 
in M*, which leaves the real space M invariant, 
corresponds, in the C picture, simply to the 
Hermitian correlation given by xa ~ iL. A trans­
formation of M equivalent to a space reflection 
corresponds, in the C picture, to a point transforma­
tion of C, which is antiprojective and interchanges 

C- and C+. (The twist orientation of Robinson con­
gruences is reversed under space reflection.) How­
ever, if we wish to extend this to a space reflection 
<P of the whole of M* we must, since <P is analytic, 
remove the antiprojective nature of the transforma­
tion of C and consider, instead, a correlation which 
sends points X of C+[C-] into planes Y for which 
Y is in C-[C+]. The antiprojective point transforma­
tion just considered, which interchanges C+ and C­
would then correspond to e<p. Similarly, a point 
transformation of C which represents a time reflection 
of 111 is antiprojective, here transforming each of 
C-, C+ into itself. It therefore really represents 
e::l, where ::l describes the (analytic) extension to 
M* of this time reflection of M. The transformation 
of C representing ::l is a correlation sending each 
point X of C+[C-] into a plane Y with Y E C+[C-]. 
The transformation <P::l, being the product of two 
projective correlations, is a projective point trans­
formation of C. It interchanges C- with C+, and 
is not continuous with the identity unless we widen 
the group of transformations of M* to include 
complex conformal transformations. (These would 
not be point transformations of M, but we may view 
them as transformations on the line systems in M 
which transform Robinson congruences into one 
another. They are represented, in the C picture, as 
projective transformations of C which do not pre­
serve' N.) The transformation <pe::l is an antipro­
jective correlation in C. 

Let us examine more explicitly the effect of an 
allowable transformation on a general twistor A:~:.~·~ 
of valence [:]. (The indices 01, (3, ... , 8 are r in num­
ber and p, ... , Tare s in number, each ranging over 
four values 0, 1, 2, 3.) We may define a general 
twistor, in terms of twistors of valence [~] and [~], 
in any of the standard ways that" tensors" may be 
built up from "vectors," e.g., as linear combinations 
of outer products, or in terms of multilinear map­
pings of one-index twistors into the scalars. Alter­
natively, we may simply use the transformation 
properties to define a twistor A ~:::! of valence [:] 
(considering for the moment only transformations 
continuous with the identity): 

7'afl···8 = AKX····tatfl •.. t8T'" '" T'" 
.fiP···'T rp"'''' leX "p r' (7.1) 

The matrices (t~), (T~) are inverses28 of eaeh other 

(7.2) 
28 In fact, the transformations of C would be the same if 

we specified only that (T(Ja) be proportional to the inverse of 
(t(Ja) since the Xa are projective coordinates for C. However, 
the stronger requirement (7.2) is adopted here since the factor 
of proportionality of a twistor is required when the more 
complete representation in accordance with Sec. V is used. 
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where twistors X a
, Y a , of respective valence [~], [~], 

transform as 

(7.3) 

under a conformal transformation of M continuous 
with the identity (Le., a projective transformation 
of C preserving C+). But since Xa is a twistor of 
valence m, it follows that 

T; = l'';, Le., tpl~ = 8~, (7.4) 

where the convention used earlier for twistor indices 
under complex conjugation [cf., (3.5)] is being em­
ployed here, namely that, under complex conjuga­
tion, upper and lower index positions are inter­
changed and also, the pairs 0, 1 and 2, 3 are inter­
changed, i.e.,17 

19 = "ii, l~ = t;, t~ = ~, l~ = ~, 

l~ = 1:, ... , l; = ~, l: = t:. 
Condition (7.4) states that the matrix (t~) is pseudo­
unitary in the sense that the form (6.1) is left in­
variant, that is, in matrix notation, 

o 0 1 0 

(tp)* 0 0 0 1 (n) 
1 000 

o 1 0 0 

o 0 1 0 

000 1 

1 000 

o 1 0 0 

(7.5) 

where the asterisk denotes Hermitian conjugate in 
the usual sense.29 

Equation (7.4) ensures that the operation of com­
plex conjugation, according to the rules just stated, 
is a twistor operation. That is, if A:~:.~·8 is a twistor 
of valence [:], then A~P·::.8 is a twistor of valence 
[.] (h 17 f I A-a ••• o - Aoa .. . 1 t) r were, or examp e, 21 ••• a - 1','2, e c .. 
Clearly, the operations of addition, outer multi­
plication, contraction (between upper and lower 
indices), and index permutation (not mixing upper 
with lower indices) are also twistor operations. [That 
is to say, they commute with (7.1).] We might also 
consider complexified twistor transformations (7.1) 

n The representation of twistors in terms of components 
given in this paper is perhaps the most convenient, but is by 
no means the only one 'possible. It amounts to insisting that 
the coordinate basis tWlStors Ea(Oh E~(lh Ea!2)} Eam are null 
and satisfy Ea(o) E(,)~ == 1 == Ea(l)E(I)", wltn all the other 
scalar products vanishing. Another pOSSIble choice would be to 
require E"(o)Ema == (-1)b8ob (b not summed!) in which case 
twistor complex conjugation would take the form Lo ... LO, 
L1 == - £1, L, == V, La ... - La, instead of (3.5), and the fixed 
matrix in (7.5) would become diag(1,-11,-1). (The simple 
connection with spinors (2.13) would be iost, however.) The 
only /l8lJential restriction on the way in which the twistors are 
represented is that the signature of the form X aX" must be 
( + + - - ) [ef., (6.1)J. 

for which (7.4) does not hold. These correspond to 
complex conformal transformations of M*, not pre­
serving M, and the relation between A ~:::: and 
A::::a would not be preserved. Such transformations 
will not be discussed here. 

It will be appropriate to impose one final con­
dition on the matrix (t p), namely that it should be 
unimodular: 

Itpl = 1. (7.6) 

This amounts to requiring that the Levi-Civita 
symbols Ea p-y3, E"P-y3 [with fixed components +1, 
-1,0 according as (a, (3, 'Y, 8) is an even permutation, 
an odd permutation, or no permutation of (0, 1,2,3)] 
shall be twistors rather than just It twistor densities." 
In fact, this condition is necessary if a strict inter­
pretation of twistors according to the scheme of 
Sec. V is to be adhered to. The effect of (7.6) on 
the twistor algebra is only to enrich it slightly in 
that the operation of forming duals of skew-sym­
metric twistors is now allowable. Note also that 

(7.7) 

since (2, 3, 0, 1) is an even permutation of (0, 1, 2, 3) 
The transformations of the form (7.1) are not 

the only allowable twistor transformations since, as 
we have seen, the operations e, <P, :>, e<p, e:>, and 
<pe:>, give conformal transformations of M but they 
do not correspond to projective point transforma­
tions of C. On the other hand, <P:> does have the form 
(7.1), with (7.2) and (7.6) holding, but where (7.4) 
is replaced by 

T; = -lp; (7.8) 

Thus, for <P:>, we have A::: = - A ::: if the total 
valence of A::: is odd. (This, again, is assuming 
that we impose (7.2). Had we chosen t~T: = -8~ 

instead, then A::: = A:::, but LaR" = -LaRa, 
etc.) The operation e is given by 

(7.9) 

while <pe:> is a combination of (7.9) with a trans­
formation of the form (7.1) satisfying (7.8). The 
operations <P and :> belong to a class of twistor trans­
formations given by 

Tp···.., _ (=I).A.>.···. -P'P -..,'" 
Ltc/p"" - --. 'P''''''U'''UP). ••• u"u '" u , 

(7.10) 

where (Ud) and the transpose of T(U"P) are uni­
modular inverse matrices: 

(7.11) 
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The minus sign applies when a reversal of space 
orientation is involved and the plus sign when it 
is the time orientation that is reversed. Equation 
(7.11) implies that the matrix (u",~) is also pseudo­
unitary in the sense of (7.4) and (7.5), or (7.8). 
These transformations give the projective correla­
tions of C. The antiprojective point transformations 
of C such as e<p and e~, are given by the combination 
of (7.10) with (7.9). 

Let us now examine some twistor transformations 
in a little more detail. The translation given by 

Zi = Xi + ai, lA = ~A (7.12) 

[using the notation of (3.1), (3.2)] results in 

(xa) = (~A, 77..1.' - i~BaBA')' 

whence30 

(7.13) 

The Lorentz rotation given, with (b A B) unimodular, 
by 

(7.14) 

results in 

(
iT.. (A B - B' 
A ) = b B~ , -bA, 71B') , 

whence 

(t~) = [bAB ~ B,J' 
o -bA , 

(7.15) 

Combining (7.14) with (7.12) and (7.15) with (7.13), 
we get the general restricted Poincare transformation 

zJJ' = XKK' bJ Kb J ' K' + a J J', lA = ~BbA B (7.16) 

[actually, "inhomogeneous SL(2, C) transforma­
tion"lO] represented by 

o J 
- B' - bA , 

(7.17) 

so that matrices of the form (7.17) give a (two­
valued) representation of the Poincar6 group. 

The inversion 

;Zi = 2a2x i (XkXk)-1 (7.18) 

(a' > 0) is given if we put t' = a-
I

77
A

', ~A = -a~A' 
i.e., 

10 The staggering of the spinor indices is to indicate that, in 
each case, the left-hand index labels rows and right-hand index 
labels columns. Also, for notational consistency, -fAB, is used 
here instead of 8AB' and fA,B' instead of 8A,B', although they 
are all numerically equall 

ga = (-~A' a- I
77
A') 

since this agrees with (3.2) [and hence with (3.10)]. 
Thus, in this case 

(Ua~) = [aeAB 0]. (7.19) 
o a-leA'B' 

Here a reversal in time orientation (a2 > 0) or space 
orientation (a2 < 0) is involved, so we get (7.10) 
rather than (7.1). The space-time reflection 

(7.20) 

is given if 

so thaeo 

(t~) = [EAB 0B,J' 

o EA' 

(7.21) 

For a space reflection or a time reflection, we must 
introduce a timelike vector Vi at the origin. For 
convenience we normalize Vi to have length V2, so 
that 

(7.22) 

The upper sign refers to space reflection and the 
lower sign to time reflection. In spinor terms we 
have 

JJ' KK'J'J FA' BA' _ B' 
;Z = ±x VK VK' i ~ = ~ VB, 77..1. = ±77B,VA 

with v!'vg, = -o~. Thus, 
iT B' A' B 
Aa = (±VA 77B"VB~), 

so that 

(Ua~) = [ 0 
A' 

V B 

(7.23) 

Note that Ua/l is symmetric for a space reflection 
and skew-symmetric for a time reflection. Recall, 
also, that Ua/l was skew-symmetric for the inversion 
(7.18) [cf., (7.19)]. The significance of this lies in 
the fact that there are two distinct kinds of pro­
jective correlation in C which are involutory (i.e., 
whose squares are the identity), namely polarity 
with respect to a quadric (corresponding to Ua/l 

symmetric) and null-polarity with respect to a linear 
complex26 

(ua/l skew-symmetric). The null-polarity 
is distinguished by the fact that any point in C 
lies on the plane into which it is transformed, whence 
any null line in M meets the null line into which it is 
transformed. Thus, in addition to the cases of time 
reflection or inversion just considered, Ud is skew-



                                                                                                                                    

360 R. PENROSE 

symmetric in the case of a space reflection in a 
plane (that is, in a timelike hyperplane). The 
linear complex involved is, in each case, the system 
of lines in C which are left invariant by the correla­
tion. Some of these lines lie in N corresponding 
to the points of M which are invariant under the 
transformation. These points constitute a hyper­
sphere in M which is spacelike [as in (7.18) with 
a2 > 0, or (7.22) with the lower sign] if a time reversal 
is involved, or timelike [e.g., (7.18) with a2 < 0] if 
it is a change of spatial orientation that is involved. 
(A hyperplane is to be regarded as a case of a hyper­
sphere in M.) Transformations for which U a {3 is 
symmetric include, in addition to the space reflection 
in the origin (or, more correctly, in a timelike line), 
a reflection in a spacelike line which is accompanied 
by a time reflection. In these cases, the points of 
M left invariant by the transformation are rep­
resented by the generators which lie in N of the 
quadric (equation: X a X{3u a {3 = 0) defining the polar­
ity in C. These invariant points in M constitute 
either a timelike circle (a timelike straight line being 
one case) or a pair of spacelike circles (a spacelike 
straight line together with a "circle" at infinity 
being one case). 

The involutory projective point transformations 
of C are called harmonic perspectives.26 They fall 
into two main classes, depending on whether the 
invariant points of C constitute two skew lines 
(when t: = 0) or a point and a plane (t: = ±2, ±2i). 
The first class is further subdivided according as 
the two skew lines both lie in N, both cross N, or 
lie one in C+ and one in C-. (No other cases are 
possible.) If the lines both lie on N, they correspond 
to two special invariant points of M. The spacelike 
2-sphere in M of intersection of the null cones of 
these two special points consists also of invarient 
points. Examples of this type of transformation are 
the space-time reflection (7.20) in the origin 0 
(whence 0 and I are the special invariant points 
and the invariant 2-sphere is at infinity) or a reflec­
tion in a plane together with a time reversal (in 
which case the plane is the invariant "2-sphere" 
and the special invariant points are both at infinity). 
If the two skew lines both cross N, we get a timelike 
2-sphere of invariant points in M (e.g., a timelike 
2-plane, for the case of an ordinary reflection in a 
line). If neither skew line meets N, there are no 
invariant points in M [e.g., the inversion (7.18) 
with a2 > 0, followed by the time reflection of (7.22)]. 
The transformations of the second class are also 
interesting in that no points of M are left invariant. 
The plane R of invariant points of C meets N in a 

set of points representing a Robinson congruence. 
The lines of the Robinson congruence are all in­
variant under the transformation but not pointwise 
invariant. N oninvolutory transformations with this 
property also exist. These are intimately related 
to twistors and their four-valuedness and so will be 
described briefly next. 

Choose a right-handed twistor R a normalized so 
that 

Define 

tee); = eiU(o; - RaRp) + e-3i9RaRp (7.24) 

for each real e. Then tee); satisfies (7.4) and (7.6), so 
it represents an allowable twistor transformation. 
Also 

t(e)"t('P)~ = t(e + 'P)~ 
so that these transformations form a one-parameter 
subgroup of twistor transformations. We can rep­
resent any line L of the Robinson congruence R, in 
M, by a twistor La satisfying LaRa = 0 (and 
U La = 0). Thus, 

t(e)"LfJ = e
i9

U 

whence each line of R must be left invariant under 
the transformation. Furthermore, except for those 
values 

e = tn7r (n = ... , - 2, -1, 0, 1, 2, ... ) 

for which t(e)" is proportional to 0", there are no 
points of M invariant under the transformation. 
(This follows because, in the C picture, the lines 
which are left invariant are those which either pass 
through the point R or lie in the plane R. In neither 
case can these lines lie on N, since R is not on N 
and R does not touch N.) 

Finally, observe that for e = t7r we have 

t(i): = i 0;. (7.25) 

This gives the identity transformation on C and 
therefore also the identity transformation on M. 
But it multiplies every twistor of valence [~] by i. Also 
(7.25) is continuous with the identity twistor trans­
formation via (7.24) with 0 :::; e :::; t7r. Hence 
twistors are essentially four-valued under conformal 
transformations of M. 

VIII. THE KERR THEOREM 

Consider the problem of finding all null solutions 
of Maxwell's equations (i.e., with F,jF" = 0 = 
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F'iFklt'ikl) in free space. Robinsonll showed that 
the problem could be reduced to that of finding all 
the shear-free null geodetic congruences in the space­
time [cf., (5.8)], since associated with any null 
field was a congruence of this type, while conversely, 
given such a congruence, all the corresponding solu­
tions of Maxwell's equations could then be defined 
in terms of arbitrary complex functions. The result 
applies to curved space-times as well as flat. Weare 
concerned here only with space-tim~s which are 
(conformally) flat. With this restriction, Robinson's 
result applies also to null zero rest-mass fields of 
arbitrary spin (>!). (The result for spin 2 has a 
bearing on the construction of null solutions of 
Einstein's nonlinear field equations.31

) 

The solution of the remainder of the problem for 
flat space-time, namely the construction of all the 
shear-free null congruences, is given by a remarkable 
theorem due to Kerr.32 The theorem takes the fol­
lowing very natural form when stated in twistor 
terms. 

A congruence of null lines in M is shear-free 
if and only if it is representable in C as the 
intersection of N with a complex analytic (8.1) 
surface S in C (or as a limiting case of 
such an intersection). 

"Complex analytic" means here analytic in the 
sense of the complex structure of C, where S is a 
"surface" in the complex sense (i.e., it has four real 
dimensions). Thus, (8.1) tells us that the shear-free 
condition [cf., (5.8)] is, effectively, a Cauchy-Rie­
mann type of relation in the C picture. [The reason 
for the final parenthetic remark in (8.1) is to enable 
certain exceptional cases to be incorporated, for 
which the congruence does not form an analytic 
system even in the real sense. These exceptional 
cases appear to occur only when the rotation of 
the congruence also vanishes, cf., (5.7).] 

Suppose, first, that a congruence of null lines in 
M is defined by an equation 

where tp is analytic and homogeneous in the four 
complex variables xa so that (8.2) defines a com-

311. Robinson and A. Trautman, Proc. Roy. Soc. (London) 
A26S, 463 (1962). 

32 R. P. Kerr, private communication; cf. also R. P. Kerr, 
Phys. Rev. Letters 11,238 (1963); R. P. Kerr and A. Schild, 
in Proceedings of the American Mathematical Society Sym­
posium, April 1964. According to Kerr's original construction, 
a general shear-free null geodetic congruence is defined by an 
analytic relation ¢(." xOO' + '1X10', xOl' + .,xll ') = 0, where 
dx 0o' + .,dx10' = 0 = dx° 1' + .,dxll '. 

plex analytic surface S in C. We see that the con­
gruence must be shear free. Putting 7JA' = -if\l:AA" 

as in (3.2), Eq. (8.2) can be used to solve for ~A, up 
to proportionality, as a function of XAA', i.e., to give 
the direction of the line X as a function of a point 
on X with position vector Xi. Euler's condition on 
tp, for it to be homogeneous (degree n), gives 

Xa otp =" ~A otp + 7JA' otp = nip. 
oxa O~A 07JA' 

Hence, by (3.2) and (8.2), 

~A(OtpA - iXAA' :.otp ) = 0, 
o~ V7JA' 

whence 

(8.3) 

for some K. The derivative of (8.2) with respect to 
XAA' [ef., (5.3)] must also vanish 

° = VBB'tp = otp VBB'~A + ~ V BB ' 7JA' 
O~A 07JA' 

= otp VBB'~A 
O~A 

+ otp (. '("7BB' /:A 
-:.- -tXAA'V <; 
V7JA' 

= K~A VBB'~A _ i otp ~B, 
07JB' 

·,.A'("7BB' ) 
- '1,1; V XAA' 

by (3.2) and (8.3). Assuming K ~ 0, contraction with 
~B gives ~B~A VBB' ~A = 0, i.e., the condition (5.8) 
for the null directions defined by ~A to be tangent to 
shear-free null straight lines, as required. Finally, 
K cannot vanish if (8.2) represents a genuine condition 
~A, since the left-hand side of (8.3) is simply the 
derivative, with respect to ~A, of tp considered as a 
function of ~A and x AA , • 

The converse result that (8.2) represents essenti­
ally the most general shear-free congruence in M 
is somewhat less straightforward because of the 
existence of exceptional cases. However, if we assume 
that the congruence is analytic in the real sense­
and any nonanalytic congruence (presumably neces­
sarily rotation-free) can be approximated arbitrarily 
closely by analytic ones-then we can see from the 
form of (5.8) that the congruence is determined once 
the directions of the lines (i.e., of ~A) are known on 
any spacelike 2-sphere F in M. [If ~o / e = r, then 

00' / 10' / 11' (5.8) becomes or/ox = -ror ox ,or ox = 
- r-1 or / OX01'. This defines the propagation of r 
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off the 2-plane xoo' = Xli' = 0. On this 2-plane­
which from the point of view of M is a 2-sphere­
t can be given arbitrarily as a function of the com­
plex variable X0

1
' and its complex conjugate XlO'.] 

The 2-sphere F is the intersection of two null cones 
(vertices A, B) in M and is therefore represented, 
in the C picture by the lines lying in N which meet 
two skew lines A, B in N. The complexification F* 
of F is, in the C picture, the system of all lines in C 
meeting both A and B. Now (in the M picture), F 
is a real environmentlO for F*, so that any complex an­
alytic function on F extends uniquely to a complex 
analytic function on F*. The null directions of the 
congruence, defined at points of F, are represented 
in the C picture as an co 2 system of points lying on 
the lines of the F system (describing a real analytic 
surface). These extend uniquely to an co 4 system of 
points S on the lines of the F* system (describing a 
complex analytic surface). The intersection of S 
with N then defines the given shear-free congruence 
as required (since the congruence defined by S 
agrees with the given one on F). 

The Kerr theorem provides a very convenient 
means of studying the structure of shear-free null 
congruences in M, in general. Only a few results 
are briefly indicated here. For example, the lines 
of a shear-free null congruence along which the rota­
tion vanishes are represented in C by the points 
where lines of N touch S. We can also generally 
form the reciprocal26 S of S with respect to the 
Hermitian correlation defined by N (i.e., the en­
velope of polar planes with respect to N of points 
of S). Then S defines a shear-free null congruence 
in M which is, in a sense, "reciprocal" to the original 
one. The congruences which are everywhere rotation­
free are the ones which are self-reciprocal (although 
the individual lines of the congruence do not gen­
erally reciprocate to themselves). In this case, S 
is a ruled surface26 in C, with ex> 1 of its generators 
lying in N. This ex> 1 system corresponds, in M, to a 
curve and the lines of the congruence are just the 
null lines meeting this curve.33 This curve in M is 
null if the ruled surface in C is developable. 

Of special interest are the algebraic shear-free null 
congruences.34 In this case S is algebraic variety26 
and tp can be given as a homogeneous polynomial 

tp(X
a
) == SaP ... IXaXP •.• Xl = 0, (8.4) 

II The rotation-free, shear-free null congruences which are 
not analrtic in the real sense emerge here simply as the system 
of null lines meeting a nonanalytic curve in M. 

84 Explicit shear-free null congruences of this type have been 
used to generate explicit solutions of Einstein's equations. For 
example, in Kerr's construction of the field of a rotating body, 
tp(x II) is quadratic. For details, see Ref. 32. 

where SaP"'! is symmetric, of valence [~l. In terms of 
~A and 71A' = -i~AxAA" (8.4) becomes 

~A~B ••• ~Dcf>AB"'D = 0, 

where the spinor field cf> AB"'D is defined by 

(8.5) 

the ; .. .'s being constants which are essentially the 
coefficients SaP"'" (The round brackets denote'sym­
metrization.) The cf>AB"'D is symmetric, satisfies the 
tI field equation" 

(8.7) 

by virtue of (8.6) and has a "canonical decomposi­
tion,,7 

1 2 

cf>AB"'D = ~(Ah •• , ~D)' (8.8) 

where each ~ of (8.8) satisfies (8.5). Conversely, 
every solution of (8.7) has the form (8.6) and each 
resulting ~ of (8.8) [or (8.5)] defines (one branch of) 
the corresponding algebraic shear-free null congru­
ence. This generalizes the results of Sec. V (for 
which n = 1) and gives us a representation of an 
arbitrary symmetric twistor of valence [~], in terms 
of a symmetric spinor field satisfying (8.7). 

Robinson's construction of the general, null, zero 
rest-mass field from its associated shear-free con­
gruence can also conveniently be represented in 
twistor terms: the field can be defined in terms of a 
complex function on S. However, such matters are 
not entered into here. The twister description of 
physical fields, generally, is left to a later paper. 

IX. GEOMETRICAL APPLICATIONS OF TWISTORS 

Many interesting geometrical properties arise from 
the interplay between the geometric structure of 
M* and that of C. Some of these result simply from 
the fact that the former is the Klein representation 
of the latter and are, therefore, essentially classical 
results of algebraic geometry.26 Others, however, 
take into account the reality structure of M and so 
have a more direct relevance to the structure of the 
physical world. The natural algebra of the C pic­
ture-namely twistor algebra-can be used to 
derive certain geometrical properties of M. A small 
selection is given here. 

A linear space of dimension r in C can be rep­
resented by a (simple) skew-symmetric twistor of 
valence [r~l] or by its dual of valence [3~']' (r = 
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0, 1, 2). The relation between general skew-sym­
metric twistors and their duals is 

(9.1) 
Ca -iC!l-r 8

e"II"Y8, 

where conversely 

(9.2) 

Because of (7.7) and the symmetry between (9.1) 
and (9.2), the operations of complex conjugation 
and of forming the dual commute. The meaning 
of, for example, Ball, given Ball, is therefore un­
ambiguous. We call Ball real if Ball = Ball (whence 
also Ball = Ball). 

A skew-symmetric twistor pall is simple if it is of 
the form 

(9.3) 

whence P a/3, pa/3, Pall are all also simple. (Call"Y and 
Aa/l')' are necessarily simple.) Equivalent alternative 
conditions for pall to be simple are 

pallp a"y = 0 or pa/lp a/3 = O. (9.4) 

As given by (9.3), pall represents, in the C picture, 
the line joining two points X and Y. In the M pic­
ture, pall represents a complex point P (i.e., point 
of M*). Thus, we can use simple skew-symmetric 
twistors pall for projective coordinates in M*. 

Now, the Hermitian correlation defined by N 
effects the correspondence pa/3 ~ p a/l' This is the 
complex conjugation operation in M* [cf., (7.9)] so, 
in terms of our coordinates pall, complex conjuga­
tion in M* is defined by pall ~ pall, the points of M 
being given when paP is real (in the above sense). 
Corresponding to (6.5)-(6.10) we can also express, 
in terms of pa/3, the space-time nature of the imag­
inary part q' of the position vector of a complex 
point P of M*: 

all- > . . > 
P 'P a/l < 0 accordmg as q' qi < 0, (9.5) 

and if qiqi ~ 0, then for all Za 

Z tllpa"Yp f~ 0 if qi future-pointing, 
a /l'l'l 

~ 0 if qi past-pointing. 
(9.6) 

[The point of intersection of the plane Z with the 
line P in C is represented by Zapa"Y and, cf., (6.5), 
(6.6), (6.8), and (6.9).] 

A complex point of M* can be realized in terms of 
a real structure in M in various ways; for example, in 

terms of the involutory transformation (see Sec. 
VII) which is represented in C by the harmonic 
perspective whose axes are the lines P and P in C 
(assuming P and P are skew, i.e., P allPaP ¢ 0); 
or in terms of linear systems of Robinson congru­
ences. However, if qi is spacelike, we have a more 
easily visualizable representation.36 In this case, the 
lines P, P in C each meets N in an <Xl 1 system 
of points. In the M picture, these become two <Xl 1 

systems of null lines. No two null lines belonging 
to the same system can intersect, but every null 
line of the P system meets every null line of the 
P system (since in the C picture, all the points of the 
line P are conjugate under the Hermitian correla­
tion to all the points of the line P.) We can refer to 
the P system of lines in M as a null regulus and the 
P system as its complementary null regulus.26 Any 
two nonintersecting null lines in M belong to a 
unique null regulus; the null transversals of these 
two null lines generate the complementary null 
regulus. The null reguli in M thus geometrically 
represent the points in M* whose position vectors 
have spacelike imaginary parts. 

A real skew-symmetric twistor B all ( =Ball), which 
is not simple, also has a direct interpretation in M. 
We can, in fact, normalize Ball so that 

(9.7) 

Then, if we put BaP = Ua/l in (7.10) we get an 
involutory projective correlation, in C, of the type 
for which the invariant points in M constitute a 
hypersphere (ct, Sec. VII). Thus, Ball represents a 
hypersphere in M which is spacelike or timelike 
according as the upper or lower sign occurs in (9.7). 
(In the limiting case when Ball becomes simple, the 
hypersphere becomes a null cone with vertex B.) 

We have seen that A a represents a point A in C 
and that A a represents its" polar plane" with respect 
to N (cf., Sec. VI). A lies onN if and only if A a Aa = 
0, which is also the condition for A to touch N. In 
terms of the dual twistor A a/ln this condition is 

(9.8) 

Let xa, va, za be three (nonzero) null twistors so 

81 When qi is timelike we may represent P as a parallelism 
on M (with torsion; left-handed if PCC+) which is closely 
related to Clifford parallelism on 8 1. The sets of null directions 
which are to be regarded as parallel are those of the Robinson 
congruences represeI!ted by the points of the line P in C (i.e., 
by planes through P). A transitive four-parameter group of 
(conformal) motions of M preserves this parallelism, namely 
that given by twistor transformations (7.1) for which the line 
P is left pointwise invariant. This group is readily Been to be 
the group of unitary (2 X 2) matices and leads to Uhlmann's 
representation (Bee Ref. 18) of the points of M in tertns of 
Buch matrices. 
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FIG. 6. A geometrical theorem con­
cerning null lines in M. 

that, in the M picture, X, Y, and Z are three null 
lines. Put 

(9.9) 

(Square brackets denote skew-symmetrization.) In 
the M picture, A is generally a "complexified null 
line". But if (9.8) is satisfied, then A is a real null 
line in M which meets each of X, Y, and Z. (A "X" = 
OfollowsfromA 1aP'YX6

] = 0, etc.) Thus, the condition 
for the three null lines X, Y, Z to have a common null 
transversal is simply (9.9) substit.uted into (9.8), 
i.e., 

{XY} I YZIIZXI = 1, (9.10) 
where 

IXYI = -(Xay,,)(yp.xpf i = {YXI- 1 

etc. (since X a, y a, and za are null). We assume no 
two of X, Y, Z meet so that (9.10) is well defined. 
If X, Y, and Z have two common transversals, then 
(9.9) vanishes and X, Y, and Z belong to a null 
regulus. 

It is possible to derive a host of geometrical theo­
rems concerning incidence of null lines in M, from 
the condition (9.10). For example, if four null lines 
in M, of which no two meet, are such that there is a 
null transversal to each of three different selections 
of triplets of the lines, then there is also a null 
transversal to the remaining triplet. (The configura­
tion is that depicted in Fig. 6-except for the case 
when there is a single common transversal to all four 
lines.) Some theorems of this general type can be 
generated by means of a diagrammatic notation: a 
graph made up of triangles whose vertices represent 
null lines in M, can be used. The triangles represent 
t.riples of lines wit.h a common null transversal. Now, 
if anyone of t.hese triangles represents a circuit in 
the graph linearly dependent on the circuits given 
by other triangles, then, because of the form of 
(9.10), we have a geometrical theorem. For the case 

r
,UjwQ 

-/j ~l;1!t.!tIl..: y 

Q'<f.&o~v. ~ FIG. 7. Construc~i~n of the Robil!Bon 
T. v, ~~x congr:uence contammg three gIven 

", null hnes U, V, and W. 

", \k§A "'o:P- z 

just considered (cf., Fig. 6), the graph would be that 
of a tetrahedron.36 Any other polyhedron of triangles 
would also give rise to a theorem on null lines. 

Finally, let us consider the construction of a Robin­
son congruence R containing three given null lines 
U, V, W in general position in M. (In the C picture, 
R is the plane of the three points U, V, W.) We 
wish to construct the line of R which passes through 
a general point 0 in M. Now, a Robinson congruence 
is characterized by the fact that, if any two null 
lines X, Y belong to the congruence, then so does 
every line of the null regulus containing X and Y. 
(In the C picture, the join of any two points in a 
plane also lies on the plane.) We have seen that the 
null regulus containing X and Y is simply the set 
of null transversals of any pair of null transversals 
of X and Y. Thus, if we can find X and Y belonging, 
respectively, to the null regulus containing U, V and 
to that containing U, W such that the null regulus 
containing X and Y also contains a line Z through 
o (see Fig. 7), the construction is complete. What 
is required, in fact, is to show that there is a null 
line Q through 0 which meets a line (namely X) 
of the U, V regulus and a distinct line (namely 
Y) of the U, W regulus; i.e., the triplets U, V, Q 
and U, W, Q must each have a null transversal. 
In fact, there is, in general, a unique such line Q 
through O. For, putting Qa = sa + rTa, where T 
and S are null lines through 0, with T meeting U, 
and substituting in (9.10), we get two simultaneous 
linear equations in rand f. The condition for these 
equations to have a unique solution reduces to 
{UVI I VTI {TWI I WUI :;'" 1 which, for general 
positions of 0, is indeed satisfied.37 

X. THE METRIC TWISTOR 

If we wish to use twistors to describe the Minkow­
ski metric st.ructure of M (i.e., Mill), rather than 
j list its conformal structure, we may do this by 
introducing a metric twistor r P which represents 
the point I of M, according to the scheme of Sec. 
IX. Thus, r P is simple, skew-symmetric, and real 
(in the sense of Sec. IX): 

laPI,,'Y = 0, 

laP = laP 
(10.1) 

(10.2) 
36 Since a real null line in M defines both a point in C and a 

plane in C through this point, the configuration of Fig. 6 is 
represented in the C picture as a pair of mutually inscribed and 
circmllScribed tetrahedra-a configuration faIniliar to geom­
eters. We may note that the full complexification of a null line 
in M leads, in the C picture, strictly to a point in C together 
with a plane through it. This gives a five-complex-dimensional 
system as we would expect. 

87 It only- fails if there is a circle through 0 meeting U, V, 
and W which lies on a null cone through U. 
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(with r~ = - I~a). The twistor transformations 
which leave r~ invariant give the Poincare group. 
(The transformations which leave r~ invariant up 
to proportionality give the Poincare group plus the 
dilatations. These would be just the conformal trans­
formations of M which leave the point I-and 
its null cone-invariant.) 

We may also treat de Sitter space-time in a very 
similar way. In this case there is a hypersphere at 
infinity rather than a null cone at infinity. As we 
have seen in Sec. IX, this can be described by a 
real, skew-symmetric twistor which is not simple, 
i.e., we just drop condition (10.1). Other conformally 
flat space---times can also be treated. For example, 
if we retain (10.1) but drop (10.2) [and replace 
(10.3) by its modulus], we can describe the Einstein 
static universe. The matter is not pursued further 
here, however. 

We can generate Poincare covariant operations 
simply by employing twistor algebra and admitting, 
as basic elements of the algebra (in addition to 

a~p~ a) h . t I a" I t' f . EaPp~, E ,Op, t e tWIS ors ,a", sa IS ymg 
(10.1), (10.2). We can represent points P, of M*II} 
by simple skew-symmetric twistors p a

" normalized, 
for convenience, so that 

(10.3) 

(P E M II} if p a{3 = pa".) Then the correspondence 
between P and pa~ is unique.3s If Qa{3 and Ra~ 
similarly represent points of M* I I I, then an example 
of a Poincare covariant operation is 

aP afJ + bQ"~ + cR"~ 
- !lbcQ1~R'Y~ + caR"~P'Y~ + abp.,6Q1~lr". (lOA) 

The significance of this particular expression is that 
if 

a+b+c=l (10.5) 

then (lOA) represents the point in M*1I1 whose 
position vector is ap; + bq; + cr;, where pi, l, r; 
are the respective position vectors of P, Q, R. [This 
vector operation is clearly Poincare covariant if 
(10.5) holds and represents a weighted mean.] Ex­
pression (lOA) generalizes to any number of points 
in an obvious way. Other less involved expressions 
than (lOA) can, of course, also be given and define 
Poincare covariant operations in M I I}. For example, 
p a" + ar" and pa" _ Qa" represent, respectively, 
a hypersphere center P and the hyperplane bisecting 

38 In practice, the X a and ya of the decomposition (9.3) 
(which may be specilized if desired) often turn out to be 
more convenient coordinates than pafJ. This is of value in 
connection with physical fields and will be discussed elsewhere. 

PQ orthogonally. (These twistors are not simple, 
so they represent 1/ hyperspheres" rather than 
points.) We can check the coefficients m (lOA) 
using 

(10.6) 

which is a familiar Poincare invariant expression. 
The derivation of expressions such as (10.6) is 

facilitated if we specialize our twistor structure still 
further by the introduction of an origin twistor 
O"~ which represents a particular point 0 (the 
1/ origin") in M. Here, oa~ is to be simple, skew­
symmetric, real and normalized as in (10.3) 

(10.7) 

By putting Qa p = oa~ in (lOA) and (10.6), we obtain 
the twistor expressions for the Lorentz covariant 
vector operations of linear combination and squared 
magnitude. 

Since the transformation group leaving both r~ 
and oa~ invariant is the Lorentz group, we can ex­
pect to be able to express spinors, referred to the 
origin 0, in terms of twistors. In effect, we carry 
out the construction given in Secs. II and III for 
twistors in terms of spinors, but in reverse. This 
gives us a correspondence between spinor indices 
and 1/ reduced" twistor indices for which 

oafJ +--t EAB , 

OaP +--t EA'B', 

laP +--t EAB, 

I"fJ +--t EA'B" 

(10.8) 

The orthogonal idempotents which reduce the twistor 
space-to a direct sum of two spinor spaces (one 
unprimed and one primed)-are 

J; = oa 1 I p1 +--t o! = lGEBG , 
(10.9) 

J; = OfJ1r1 +--t o!: = EB'G'EA'G" 

We have [from (10.1), (10.2), (10.7), etc.] 
a -P - a fJ J ~J 1 = 0 = J pJ 'Yl (10.10) 

J~J~ = J~, 

A general twistor p:~::;6, of valence [:] corre­
sponds to a set of 2r+8 spinors. To obtain such a 
spinor, each index of P:~::;~ is transvected with 
either a J~ or a J~. The reSUlting twistor then rep­
resents a spinor with an unprimed index correspond­
ing to each free J ~ index and a primed index, in the 
reverse position, corresponding to each free J~ index. 
For example, 

P·~~ JaJ-~J1J-"'JX +--t nA GR' 
9'X IC ). " P (f B' s· 
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With the different possibilities for J'j and J'j, these 
give 2r

+. different spinors, which [by (10.10)] to­
gether determine P:!:.~·'. Any spinor operation can 
thus be mirrored in twistor terms, using J'j and 
J~. The correspondences of (10.8) and (10.9) are 
consistent with this. 

The basic relations (2.13) and (3.1) are expressed 
as 

If we put 

X~J; ~~A, 

L~J;~>.A, 

X~ J; ~ 71A', 

L~J; ~ 1-'04." 

/lP"~ = X"LfJ - L"X~ 

[cf., (9.3)] with I' chosen so that (10.3) holds, we get 
/I = ~A>.A. Then, 

P" J~J~ ~ tAB, } 

P"'J~j~ ~ -ip~" 

pP(JJ~j! +-+ -tpiP;EA'B', 

(10.11) 

where PAB' is given as in (3.10). In the C picture P 
is the line joining two points X and L; in M*, P is the 
(complex) point of intersection of two (" complexi­
fled") null lines. Thus, according to (3.10), pi rep­
resents the positioo vector, with respect to 0, of 
the point P in M*. We can express (10.11) in 
matrix form as 

(P"fJ) = [.EABB -ipAB' 1 
'lPA' -iPipiEA'B' 

Expressions such as (10.6) and (10.4) then follow 
at once. 
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