# JOURNAL OF MATHEMATICAL Physics 

Volume 8, Number 2
February 1967

# Induced and Spontaneous Emission* 

Saul M. Bergmann $\dagger$<br>Research_Center, American Optical Company, Southbridge, Massachusetts

(Received 17 March 1966)


#### Abstract

The problem of induced and spontaneous emission is investigated for an atomic two-level system with incident beams of radiation which are either in a coherent state or in a stationary state (contain a definite number of photons). The treatment is fully quantum-mechanical, and is confined to the case where the frequency spectrum of the incident beam is narrow compared to the natural linewidth of the system. It is shown that, under such conditions, the spontaneous emission for frequencies within the narrow band of the incident radiation is sharply reduced compared to the prediction of the natural lineshape. It is shown that a hole is burned in the natural lineshape within the narrow frequency band, thus effectively quenching the spontaneous emission at some frequency within the band. This effect is shown to occur both for the coherent and stationary beams. Quantities proportional to the induced and spontaneous probability amplitudes and the lifetimes are computed for times comparable to and long compared to the free lifetime of the state. An expression is found for the spectrum of the emergent radiation in terms of these quantities. Its physical meaning is briefly discussed. The density operator of the field for all times is given.


## I. INTRODUCTION

INDUCED and spontaneous emission have been recognized as being the principal processes occurring in the operation of lasers, as has been shown by Schawlow and Townes. ${ }^{1}$ These processes have been identified as first-order effects in ordinary perturbation theory. ${ }^{2}$ On the other hand, spontaneous emission, as treated by Weisskopf and Wigner, ${ }^{3}$ enabled them to find this emission as a function of frequency, and thus to determine the line shape. Their treatment differs from ordinary perturbation theory in that they invariably retain a unitary matrix $V(t)$ as will be shown in Sec. VIII.

[^0]In ordinary perturbation theory (as is well known) where one expands the operator $U$ in a power series and breaks off the series at the $n$th term, the operator $U$, as expressed by the first $n$ terms, is no longer strictly unitary. In this paper, we wish to extend Weisskopf-Wigner's work of a two-level atomic system to the case where some incident radiation is present. We retain a unitary matrix throughout, and be able to obtain expressions as a function of frequency for both the induced and the spontaneous emissions. We choose a monochromatic beam in a coherent state discussed by Glauber and others ${ }^{4-6}$ for one case of incident radiation and a beam in a stationary state (with a definite number of photons) for a wave packet which is narrow compared to the natural linewidth, for the other case to be treated. In both instances, it is found that a dip is occurring for the spontaneous emission as a function of frequency whose bottom, to a good

[^1]approximation, quenches the spontaneous emission at that frequency.

By an inducing field which is coherent for all modes $k$, we mean that it is of the form

$$
\begin{equation*}
\left|\left\{y_{k}\right\}\right\rangle=\prod_{k} \exp \left(-\frac{1}{2}\left|y_{k}\right|^{2}+y_{k} a_{k}^{\dagger}\right)|0\rangle \tag{1.1}
\end{equation*}
$$

where $|0\rangle$ represents the state empty of all photons.
We are also interested in inducing fields of the form

$$
\begin{equation*}
\left|\left\{n_{k}\right\rangle\right\rangle=\prod_{k} \frac{a_{k}^{t_{n}}}{\left(n_{k}!\right)^{\frac{1}{n}}}|0\rangle, \tag{1.2}
\end{equation*}
$$

which are the stationary states of the noninteracting field normally dealt with in quantum electrodynamics.

The atom is assumed to be in an excited state at $t=0$. Since we are interested in the description of its decay, the equations of motion in the interaction picture are given,

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} U(t)=H_{1}(t) U(t) \tag{1.3}
\end{equation*}
$$

with the subsidiary condition $U(0)=1$.
The system is assumed to be in the state $|t=0\rangle$ at time $t=0$, and evolves with time into the state $|t\rangle$, governed by the unitary operator $U(t)$, thus

$$
\begin{equation*}
|t\rangle=U(t)|t=0\rangle \tag{1.5}
\end{equation*}
$$

In Secs. II and III, we discuss the interaction Hamiltonian and the equations of motions, respectively. In Sec. IV, we discuss the Weisskopf-Wigner case expressed in our language. In Sec. V, we set up the integral equations governing the probability amplitude $a(t)$ for the system to remain in its original state when the incident beam is coherent. In Sec. VI, we discuss the stationary case. In Sec. VII, we discuss the meaning of the WeisskopfWigner, WW (no incident radiation present) and the Weisskopf-Wigner-like, WW-like (incident radiation present) approximations. In Secs. VIII and IX, we present the solutions of the integral equations set up in Secs. V and VI, respectively, and also present expressions for the quantities of physical interest. In Sec. X, we present a summary.

## II. THE INTERACTION HAMILTONIAN

We choose as interaction Hamiltonian the form

$$
\begin{equation*}
H_{1}(t)=-\frac{1}{c} \int \mathbf{j}(\mathbf{r}, t) \cdot \mathbf{A}(\mathbf{r}, t) d \mathbf{r} \tag{2.1}
\end{equation*}
$$

where $\mathbf{A}$ is the transverse part of the vector potential which can be expanded as
$\mathbf{A}(\mathbf{r}, t)=c \sum_{k}\left(\frac{\hbar}{2 \omega_{k}}\right)^{\frac{1}{2}}\left(a_{k} \mathrm{u}_{k}(\mathbf{r}) e^{-i \omega_{k t}}+a_{k}^{\dagger} \mathbf{u}_{k}^{*}(\mathbf{r}) e^{i \omega \omega_{k} t}\right)$.
The mode functions $\mathbf{u}_{k}(\mathbf{r})$ obey the orthonormality condition

$$
\begin{equation*}
\int \mathbf{u}_{k}^{*}(\mathbf{r}) \cdot \mathbf{u}_{l}(\mathbf{r}) d \mathbf{r}=\delta_{k l} \tag{2.3}
\end{equation*}
$$

and the transversality condition

$$
\begin{equation*}
\nabla \cdot \mathbf{u}_{k}(\mathbf{r})=0 \tag{2.4a}
\end{equation*}
$$

Subsequently, we are mostly concerned with plane-wave mode functions appropriate to a cubical volume V, such that Eq. (22) becomes

$$
\begin{array}{r}
\mathbf{A}(\mathrm{r}, t)=c \sum_{\lambda=1,2}\left(\frac{\hbar}{2 \omega_{k} V}\right)^{\frac{1}{\mathbf{e}}} \hat{\mathbf{e}}_{k}^{(\lambda)}\left[a_{k}^{(\lambda)} e^{i\left(\mathbf{k} \cdot \mathbf{r}-\omega_{k} t\right)}\right. \\
 \tag{2.4b}\\
\left.+a_{k}^{\dagger(\lambda)} e^{-i\left(\mathbf{k} \cdot \mathbf{r}-\omega_{k} t\right)}\right]
\end{array}
$$

where $\hat{\mathbf{e}}_{k}^{(x)}$ is a unit polarization vector such that $\hat{\mathbf{e}}_{k}^{(1)}, \hat{\mathbf{e}}_{k}^{(2)}$, and $\mathbf{k}$ form a right-handed set, so that $\mathbf{k} \cdot \hat{\mathbf{e}}_{k}^{(\lambda)}$ and Eq. (2.4) is satisfied. $a_{k}$ and $a_{k}^{\dagger}$ are the usual photon annihilation and creation operators.

The current density operator $\mathbf{j}(\mathbf{r}, t)$ can be written as

$$
\begin{equation*}
\mathbf{j}(\mathbf{r}, t)=e c \Psi^{\dagger}(\mathbf{r}, t) \mathbf{\alpha} \Psi(\mathbf{r}, t) \tag{2.5}
\end{equation*}
$$

where $\Psi(\mathbf{r}, t)$ is the Dirac electron field operator and $\Psi^{\dagger}(r, t)$ its Hermitian adjoint. There is a complete set of orthonormal energy eigenfunctions $w_{i}(n, \mathbf{r})$ and energy eigenvalues $E_{n}$ for a single electron in a central field. The orthonormality condition is given by

$$
\begin{equation*}
\int \sum_{i} w_{i}^{*}(n, \mathbf{r}) w_{i}\left(n^{\prime}, \mathbf{r}\right) d \tau=\delta_{n n^{\prime}} \tag{2.6}
\end{equation*}
$$

where the index $j$ denotes the components of the Dirac spinor, and * stands for complex conjugate. We can now expand each component of the Dirac spinor electron field operator in terms of the eigenfunctions $w_{i}(n, \mathbf{r})$ thus

$$
\begin{align*}
& \Psi_{i}(\mathbf{r}, t)=\sum_{n} b_{n} e^{-i\left(E_{n} / \hbar\right) t} w_{i}(n, \mathbf{r}) \\
& \Psi^{\dagger}(\mathbf{r}, t)=\sum_{n} b_{n}^{\dagger} e^{i\left(E_{n} /(*) t\right.} w_{i}^{*}(n, r) \tag{2.7}
\end{align*}
$$

where the summation $n$ extends over all energy states. The operators $b_{n}$ and $b_{n}^{\dagger}$ are the usual electron destruction and creation operators. Equation (2.1) can be rewritten as

$$
\begin{equation*}
H_{1}(t)=-e \int \Psi^{\dagger}(\mathbf{r}, t) \boldsymbol{\alpha} \cdot \mathbf{A}(\mathbf{r}, t) \Psi(\mathbf{r}, t) d \mathbf{r} \tag{2.8}
\end{equation*}
$$

## III. EQUATIONS OF MOTION

Assuming no diagonal matrix elements $\langle e| H_{1}(t)|e\rangle$ exist, Eq. (1.3) becomes
$i \hbar \frac{\delta}{\partial t}\langle e| U(t)|e\rangle=\langle e| H_{1}(t)|g\rangle\langle g| U(t)|e\rangle$,
$i \hbar \frac{\partial}{\partial t}\langle g| U(t)|e\rangle=\langle g| H_{1}(t)|e\rangle\langle e| U(t)|e\rangle$.
Satisfying Eq. (1.4), we integrate Eq. (3.1b) with respect to time,

$$
\langle g| U(t)|e\rangle
$$

$$
\begin{equation*}
\equiv C(t)=\frac{1}{i \hbar} \int_{0}^{t}\langle g| H\left(t^{\prime}\right)|e\rangle\langle e| U\left(t^{\prime}\right)|e\rangle d t^{\prime} \tag{3.2}
\end{equation*}
$$

Substituting Eq. (3.2) into (3.1a) and putting $B(t) \equiv\langle e| U(t)|e\rangle$, we get an integral equation in the radiation field operators only,

$$
\begin{align*}
\frac{\partial}{\partial t} B(t)=- & \frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime} \\
& \times\langle e| \mathbf{j}(\mathbf{r}, t)|g\rangle \cdot \mathbf{A}(\mathbf{r}, t) \\
& \times\langle g| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right) B\left(t^{\prime}\right) \tag{3.3}
\end{align*}
$$

Given the state vector $|f\rangle$ of the initial radiation field incident upon the atom, the state vector of the system at time $t$ is

$$
\begin{align*}
|t\rangle= & U(t)|e, f\rangle \\
= & \langle e| U(t)|e\rangle|e, f\rangle+\langle g| U(t)|e\rangle|g, f\rangle \\
= & B(t)|e, f\rangle+C(t)|g, f\rangle \\
= & B(t)|e, f\rangle-\frac{1}{i \hbar c} \int_{0}^{t} d t^{\prime} \int d^{3} r \\
& \times\langle g| \mathbf{j}\left(\mathbf{r}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}, t^{\prime}\right) B\left(t^{\prime}\right)|g, f\rangle . \tag{3.4}
\end{align*}
$$

## Normalization Condition

We wish to check the normalization condition requiring $U(t)$ to be unitary. This yields, using Eq. (3.4),

$$
\begin{equation*}
1=U^{\dagger}(t) U(t)=B^{\dagger}(t) B(t)+C^{\dagger}(t) C(t) \tag{3.5}
\end{equation*}
$$

To check the correctness of this equation for all times $t$, we first note that it is satisfied for $t=0$. Therefore, if its differential with time is zero, Eq. (3.5) is satisfied.

By differentiating Eq. (3.5) with respect to time and equating it to zero, we are brought back to Eq. (3.3) for $B(t)$ and its Hermitian conjugate for $B^{\dagger}(t)$.

The probability of the atom being in the excited state is given by

$$
\begin{equation*}
W_{\mathbf{c}}=\langle f, e| B^{\dagger}(t) B(t)|e, f\rangle . \tag{3.6}
\end{equation*}
$$

The probability of the atom being in the ground state is given by

$$
\begin{equation*}
W_{g}=\langle f, g| C^{\dagger}(t) C(t)|g, f\rangle . \tag{3.7}
\end{equation*}
$$

## IV. SPONTANEOUS EMISSION

We assume first that there is no external radiation field present. In this case, the probability amplitude $\langle 0| B(t)|0\rangle$ for the atom remaining in the upper state is governed by Eq. (3.3) for the matrix element $\langle 0| B(t)|0\rangle$

$$
\begin{align*}
& \frac{\partial}{\partial t}\langle 0| B(t)|0\rangle= \\
& \quad-\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime} \\
& \quad \times\langle 0|[\langle e| \mathbf{j}(\mathbf{r}, t)|g\rangle \cdot A(r, t)] \\
& \quad \times\left[\langle g| j\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] B\left(t^{\prime}\right)|0\rangle . \tag{4.1}
\end{align*}
$$

We now make the assumption that, in the radiation field operator product on the right-hand side of Eq. (4.1), we only retain the matrix element $\langle 0| B\left(t^{\prime}\right)|0\rangle$. Equation (4.1) then becomes

$$
\begin{align*}
& \frac{\partial}{\partial t}\langle 0| B(t)|0\rangle=-\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime} \\
& \quad \times\langle 0|[\langle e| \mathbf{j}(\mathbf{r}, t)|g\rangle \cdot \mathbf{A}(\mathbf{r}, t)] \\
& \quad \times\left[\langle g| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]|0\rangle\langle 0| B\left(t^{\prime}\right)|0\rangle \tag{4.2}
\end{align*}
$$

Equation (4.2) is the Weisskopf-Wigner (WW) equation for the probability amplitude $a(t) \equiv$ $\langle 0| B(t)|0\rangle$ of the atom remaining in the excited state.

Evaluating the matrix elements of the kernel of Eq. (4.2) [using Eqs. (2.8), (2.7a), and (2.7b)], replacing the Dirac single-electron wavefunctions $w_{i}(n, \mathbf{r})$ by the Schrödinger wavefunctions [ $\Psi_{g}(\mathbf{r})$ and $\Psi_{s}(r)$ for the ground state and excited state respectively of the atomic system], and substituting the operator $c \boldsymbol{\alpha}$ by the operator $\mathrm{p} / m=-(i \hbar / m)$ grad, we get for Eq. (4.2)

$$
\begin{align*}
\frac{\partial}{\partial t} a(t)=-\frac{1}{\hbar^{2}} & \sum_{\lambda=1,2, k} \frac{\hbar}{2 \omega_{k} V}\left|c_{k}\right|^{2} \\
& \times \int_{0}^{t} d t^{\prime} e^{-i\left(\omega_{k}-\omega_{0}\right)\left(t-t^{\prime}\right)} a\left(t^{\prime}\right) \tag{4.3}
\end{align*}
$$

where
$c_{k \lambda}=-\frac{i e \hbar}{m} \int d^{3} r \Psi^{*}(\mathrm{r}) e^{-i \mathbf{k} \cdot \tau} \mathrm{e}_{k}^{(\lambda)} \cdot \operatorname{grad} \Psi_{\bullet}(\mathrm{r})$,
and $\hbar \omega_{0}$ is the energy separation between the excited and ground states of the atom.

## V. COHERENT INDUCING FIELD

We assume that the initial radiation field is of the form given by Eq. (1.1). We use again Eq. (3.3) in order to calculate the probability amplitude

$$
a(t) \equiv\left\langle\left\{y_{k}\right\}\right| B(t)\left|\left\{y_{k}\right\}\right\rangle
$$

for the atomic system remaining in the excited state. We thus have

$$
\begin{align*}
\frac{\partial}{\partial t} & \left\langle\left\{y_{k}\right\}\right| B(t)\left|\left\{y_{k}\right\}\right\rangle \\
= & -\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime}\left\langle\left\{y_{k}\right\}\right| \\
& \times[\langle e| \mathbf{j}(r, t)|g\rangle \cdot \mathbf{A}(\mathbf{r}, t)] \\
& \times\left[\langle g| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] B\left(t^{\prime}\right)\left|\left\{y_{k}\right\}\right\rangle . \tag{5.1}
\end{align*}
$$

We now wish to make a Weisskopf-Wigner-like (WW-like) approximation to Eq. (5.1), which consists in retaining only the matrix element $\left\langle\left\{y_{k}\right\}\right| B\left(t^{\prime}\right)\left|\left\{y_{k}\right\}\right\rangle$ in the operator product of the radiation operators on the right-hand side of Eq. (5.1). This then yields the integral equation

$$
\begin{align*}
\frac{\partial}{\partial t}\left\langle\left\{y_{k}\right\}\right| & B(t)\left|\left\{y_{k}\right\}\right\rangle \\
= & -\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime}\left\langle\left\{y_{k}\right\}\right| \\
& \times[\langle e| \mathbf{j}(\mathbf{r}, t)|g\rangle \cdot \mathbf{A}(\mathbf{r}, t)] \\
& \times\left[\langle g| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \\
& \times\left[\left\{y_{k}\right\}\right\rangle\left\langle\left\{y_{k}\right\}\right| B\left(t^{\prime}\right)\left|\left\{y_{k}\right\}\right\rangle . \tag{5.2}
\end{align*}
$$

The evaluation of the matrix element of the vector potential operators becomes

$$
\begin{align*}
& \left\langle\left\{y_{k}\right\}\right| \mathbf{A}(\mathbf{r}, t) \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\left|\left\{y_{k}\right\}\right\rangle \\
& \quad=\langle 0|[\mathbf{A}(\mathbf{r}, t)+\mathbf{f}(\mathbf{r}, t)]\left[\mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)+\mathbf{f}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]|0\rangle \\
& =\mathbf{f}(\mathbf{r}, t) \mathbf{f}\left(\mathbf{r}^{\prime}, t^{\prime}\right)+\langle 0| \mathbf{A}(\mathbf{r}, t) \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|0\rangle \tag{5.3}
\end{align*}
$$

as a result of a well-known displacement property ${ }^{4}$ of the state $\left|\left\{y_{k}\right\}\right\rangle$, with

$$
\begin{align*}
\mathbf{f}(\mathbf{r}, t) & \equiv c \sum_{k}\left(\frac{\hbar}{2 \omega_{k} v}\right)^{\frac{1}{2}} \hat{\mathbf{e}}_{k}^{(\lambda)} \\
& \times\left[y_{k}^{(\lambda)} e^{i\left(\mathrm{k} \cdot \mathbf{r}-\omega_{k} t\right)}+y_{k}^{*(\lambda)} e^{-i\left(\mathrm{k} \cdot \mathrm{r}-\omega_{k} t\right)}\right] . \tag{5.4}
\end{align*}
$$

Using Eq. (5.3), evaluating all the other matrix elements of the kernel in Eq. (5.2), and going over to the nonrelativistic limit, we can, as with the previous spontaneous case, express Eq. (5.2) more explicitly as

$$
\begin{align*}
& \frac{\partial}{\partial t} a(t)=-\frac{1}{\hbar^{2}} \sum_{k_{1}}\left(\frac{\hbar}{2 \omega_{k_{1}} V}\right)\left|c_{k_{1}}\right|^{2} \\
& \times e^{-i\left(\omega_{k_{1}}-\omega_{0}\right) t} b_{1}\left(\omega_{k_{1}}, t\right) \\
& \quad-\frac{1}{\hbar} e^{i \omega_{0} t} g^{*}(t) P_{i} \tag{5.5}
\end{align*}
$$

where

$$
\begin{gather*}
d_{k \lambda}=-\frac{i e \hbar}{m} \int d^{3} r \Psi_{0}^{*}(\mathrm{r}) e^{i k \cdot \tau} \mathbf{e}_{k}^{(\lambda)} \cdot \operatorname{grad} \Psi_{e}(r),  \tag{5.6}\\
g(t)=\sum_{k, \lambda}\left(\frac{\hbar}{2 \omega_{k} V}\right)^{\frac{1}{3}}\left[c_{k \lambda} y_{k}^{*} \lambda^{i \omega e^{i \omega t}}+d_{k \lambda} y_{k \lambda} e^{-i \omega k t}\right],  \tag{5.7}\\
b_{1}\left(\omega_{k_{1}}, t\right)=\int_{0}^{t} a(\tau) e^{-i\left(\omega_{0}-\omega_{k_{2}}\right) \tau} d \tau  \tag{5.8}\\
b_{2}(t)=\hbar P_{i}=\int_{0}^{t} g(\tau) a(\tau) e^{-i \omega_{0 \tau}} d \tau \tag{5.9}
\end{gather*}
$$

The summation over $k_{1}$ in Eq. (5.5) is to be carried out over all the modes of the field.

We shall invoke throughout the WW-like approximation and calculate other quantities of interest. From Eq. (3.7), we can calculate $W_{\sigma}$, the probability of the atom being in the ground state

$$
\begin{array}{rl}
W_{\sigma}=\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} & d t^{\prime \prime} \int_{0}^{t} d t^{\prime} \int d^{3} r^{\prime} \int d^{3} r \\
& \times\left\langle\left\{y_{k}\right\}\right| B^{\dagger}\left(t^{\prime \prime}\right)\left|\left\{y_{k}\right\}\right\rangle\left\langle\left\{y_{k}\right\}\right| \\
& \times\left[\langle e| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime \prime}\right)|g\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime \prime}\right)\right] \\
& \times\left[\langle g| \mathbf{j}\left(\mathbf{r}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}, t^{\prime}\right)\right] \\
& \times\left|\left\{y_{k}\right\}\right\rangle\left\langle\left\{y_{k}\right\}\right| B\left(t^{\prime}\right)\left|\left\{y_{k}\right\}\right\rangle, \tag{5.10}
\end{array}
$$

which, after the evaluation of the matrix elements as before, becomes,

$$
\begin{align*}
W_{0} & =\frac{1}{\hbar^{2}} \sum_{k, \lambda} \frac{\hbar}{2 \omega_{k} V}\left|c_{k \lambda}\right|^{2}\left|b_{1}\left(\omega_{k}, t\right)\right|^{2}+\frac{1}{\hbar^{2}}\left|b_{2}(t)\right|^{2} \\
& =W_{t}+\left|P_{i}\right|^{2} \tag{5.11}
\end{align*}
$$

where $W$, represents the spontaneous emission transition probability and is given by the first term on the right-hand side of Eq. (5.11), and where $P_{i}$, defined in Eq. (5.9), represents the probability amplitude for induced emission. In a similar vein, the normalization condition given by Eq. (3.5) becomes

$$
\begin{align*}
1 & =\left\langle\left\{y_{k}\right\}, e\right| U^{\dagger}(t) U(t)\left|e,\left\{y_{k}\right\}\right\rangle \\
& =|a(t)|^{2}+W_{e}+\left|P_{i}\right|^{2}=|a(t)|^{2}+W_{g} . \tag{5.12}
\end{align*}
$$

For ease of notation, we henceforth omit the polarization index $\lambda$.

We wish to calculate a quantity that provides a measure of the frequency distribution of the outgoing radiation as a function of the frequency dis-
tribution of the incident radiation. To this effect, we calculate the expectation value of the operator $a_{k}^{\dagger}, a_{k}$, for the state given by Eq. (3.4). This yields a quantity proportional to the expectation value of the energy in the mode $k^{\prime}$. If applied to the spontaneous case, it simply yields the distribution of the natural linewidth in the WW theory. For the coherent case dealt with in this section, we have

$$
\begin{align*}
\langle t| a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}}|t\rangle & =\left\langle\left\{y_{k}\right\}\right| B^{\dagger}(t) a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}} B(t)\left|\left\{y_{k}\right\}\right\rangle \\
& +\left\langle\left\{y_{k}\right\}\right| C^{\dagger}(t) a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}} C(t)\left|\left\{y_{k}\right\}\right\rangle \tag{5.13}
\end{align*}
$$

After some laborious but routine manipulations in the evaluation of the matrix elements, ${ }^{7}$ we get for Eq. (5.13)

$$
\begin{align*}
& \langle t| a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}}|t\rangle \\
& \quad=\left|y_{k^{\prime}}\right|^{2}+2 \operatorname{Re}\left(y_{k^{\prime}} P_{i} P_{k^{\prime}}^{*}\right)+\left|P_{\mathbf{c k}^{\prime}}\right|^{2} \tag{5.14}
\end{align*}
$$

where Re stands for "real value of" and where a probability amplitude $P_{s,}$, for the spontaneous emission of a photon $k^{\prime}$

$$
\begin{equation*}
P_{s x^{\prime}}=\frac{1}{\hbar}\left(\frac{\hbar}{2 \omega_{k^{\prime}} V}\right)^{\frac{1}{2}} c_{k^{\prime}}, b_{1}\left(\omega_{k^{\prime}}, t\right) \tag{5.15}
\end{equation*}
$$

has been introduced. The first term on the right-hand side of Eq. (5.14) is a quantity proportional to the expectation value of the energy in mode $k^{\prime}$ of the incident radiation. The second term is an interference term which involves $y_{k^{\prime}}$, the amplitude of the incident radiation of wavenumber $k^{\prime}, P_{i}$ the probability amplitude for induced emission, and $P_{a k}$, the probability amplitude for spontaneous emission of a photon $k^{\prime}$. The last term can be interpreted as the transition probability for the emission of a photon $k^{\prime}$.

## VI. STATIONARY INDUCING FIELD

In this section, we deal with an initial radiation field of the form given by Eq. (1.2). We wish to transcribe Eqs. (5.2) and (5.5), Eqs. (5.13) and (5.14), Eqs. (5.10) and (5.11), and Eq. (5.12) with the appropriate matrix elements presently of interest. Instead of Eq. (5.2), we now have

$$
\begin{align*}
& \frac{\partial}{\partial t}\left\langle\left\{n_{k}\right\}\right| B(t)\left|\left\{n_{k}\right\}\right\rangle \\
&=-\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime} \int d^{3} r \int d^{3} r^{\prime} \\
& \times\left\langle\left\{n_{k}\right\}\right|[\langle e| \mathbf{j}(\mathbf{r}, t)|g\rangle \cdot \mathbf{A}(\mathbf{r}, t)] \\
& \times\left[\langle g| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \\
& \times\left|\left\{n_{k}\right\}\right\rangle\left\langle\left\{n_{k}\right\}\right| B\left(t^{\prime}\right)\left|\left\{n_{k}\right\}\right\rangle, \tag{6.1}
\end{align*}
$$

[^2]where again we have made the WW-like approximation and retained only matrix elements $a(t) \equiv$ $\left\langle\left\{n_{k}\right\}\right| B(t)\left|\left\{n_{k}\right\}\right\rangle$.

The equation analogous to Eq. (5.5) becomes

$$
\begin{align*}
& \frac{\partial}{\partial t} a(t) \\
& =-\frac{1}{\hbar^{2}} \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|c_{k}\right|^{2} e^{-i\left(\omega_{k}-\omega_{0}\right) t} b_{1}\left(\omega_{k}, t\right) \\
& \quad-\frac{1}{\hbar^{2}} \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|d_{k}\right|^{2} e^{i\left(\omega_{k}+\omega_{0}\right) t} b_{2}\left(\omega_{k}, t\right) \\
& \quad-\frac{1}{\hbar^{2}} \sum_{k_{1}} \frac{\hbar}{2 \omega_{k_{1}} V}\left|c_{k_{1}}\right|^{2} e^{-i\left(\omega_{k_{1}}-\omega_{0}\right) t} b_{1}\left(\omega_{k_{1}}, t\right), \tag{6.2}
\end{align*}
$$

where $b_{1}\left(\omega_{k}, t\right)$ is as defined by Eq. (5.8) and, in this section and Sec. IX,

$$
\begin{equation*}
b_{2}\left(\omega_{k}, t\right)=\int_{0}^{t} e^{-i\left(\omega+\omega_{0}\right) \tau} a(\tau) d \tau \tag{6.3}
\end{equation*}
$$

The summation over $k_{1}$ in Eq. (6.2) is to be carried out over all the modes of the field.

Similarly, instead of Eq. (5.10), we have

$$
\begin{align*}
W_{o} & =\frac{1}{\hbar^{2} c^{2}} \int_{0}^{t} d t^{\prime \prime} \int_{0}^{t} d t^{\prime} \int d^{3} r^{\prime} \int d^{3} r \\
& \times\left\langle\left\{n_{k}\right\}\right| B^{+}\left(t^{\prime \prime}\right)\left|\left\{n_{k}\right\}\right\rangle\left\langle\left\{n_{k}\right\}\right| \\
& \times\left[\langle e| \mathbf{j}\left(\mathbf{r}^{\prime}, t^{\prime \prime}\right)|g\rangle \cdot \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime \prime}\right)\right] \\
& \times\left[\langle g| \mathbf{j}\left(\mathbf{r}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(\mathbf{r}, t^{\prime}\right)\right]\left|\left\{n_{k}\right\}\right\rangle\left\langle\left\{n_{k}\right\}\right| B\left(t^{\prime}\right)\left|\left\{n_{k}\right\}\right\rangle \tag{6.4}
\end{align*}
$$

which finally leads to ${ }^{7}$ :

$$
\begin{align*}
W_{s}=\frac{1}{\hbar^{2}} & \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|c_{k}\right|^{2}\left|b_{1}\left(\omega_{k}, t\right)\right|^{2} \\
& +\frac{1}{\hbar^{2}} \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|d_{k}\right|^{2}\left|b_{2}\left(\omega_{k}, t\right)\right|^{2} \\
& +\frac{1}{\hbar^{2}} \sum_{k_{1}} \frac{\hbar}{2 \omega_{k_{1}} V}\left|c_{k_{1}}\right|^{2}\left|b_{1}\left(\omega_{k_{1}}, t\right)\right|^{2} . \tag{6.5}
\end{align*}
$$

The first term on the right-hand side is the transition probability for induced emission, the second term is the transition probability for absorption, and the third term is the transition probability for spontaneous emission. The normalization condition analogous to Eq. (5.12) becomes

$$
\begin{equation*}
1=|a(t)|^{2}+W_{t} \tag{6.6}
\end{equation*}
$$

with $a(t)$ and $W_{0}$ as given in this section. We now wish to calculate

$$
\begin{align*}
\langle t| a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}}|t\rangle & =\left\langle\left\{n_{k}\right\}\right| B^{\dagger}(t) a_{k^{\prime}}^{\dagger} a_{k^{\prime}} \cdot B(t)\left|\left\{n_{k}\right\}\right\rangle \\
& +\left\langle\left\{n_{k}\right\}\right| C^{\dagger}(t) a_{k^{\prime}}^{\dagger} \cdot a_{k^{\prime}} C(t)\left|\left\{n_{k}\right\}\right\rangle . \tag{6.7}
\end{align*}
$$

After some straightforward computation, ${ }^{7}$ Eq. (6.7) becomes
$\langle t| a_{k^{\prime}}^{\dagger}, a_{k^{\prime}}|t\rangle=n_{k^{\prime}}+\left|b_{k^{\prime}}(t)_{\mathrm{ema}}\right|^{2}-\left|b_{k^{\prime}} \cdot\left(t^{\prime}\right)_{\mathrm{abs}}\right|^{2}$,
where

$$
\begin{align*}
& \left|b_{k^{\prime}}(t)_{\mathrm{em}}\right|^{2} \\
& \quad=\frac{1}{\hbar^{2}} \frac{\hbar}{2 \omega_{k^{\prime}} V}\left(n_{k^{\prime}}+1\right)\left|c_{k^{\prime}}\right|^{2}\left|b_{1}\left(\omega_{k^{\prime}}, t\right)\right|^{2} \tag{6.9}
\end{align*}
$$

and
$\left|b_{k^{\prime}}(t)_{\mathrm{abs}}\right|^{2}=\frac{1}{\hbar^{2}} \frac{\hbar}{2 \omega_{k^{\prime}} V} n_{k^{\prime}}\left|d_{k^{\prime}}\right|^{2}\left|b_{2}\left(\omega_{k^{\prime}}, t\right)\right|^{2}$
are the transition probabilities, respectively, of emission and absorption of a single photon $k^{\prime}$. Their explicit evaluation is dependent on $b_{1}\left(\omega_{k}, t\right)$ and $b_{2}\left(\omega_{k^{\prime}}, t\right)$, which in turn are dependent on the solution of the integral equation (6.2). This is attempted in Sec. IX. The first term on the right-hand side of Eq. (6.8) is the number of photons of wavenumber $k^{\prime}$ in the incident beam. As to the remaining two terms on the right-hand side of Eq. (6.8), a comparison with Eq. (5.14) indicates that here we do not have an interference term.

## VII. THE WW AND WW-LIKE APPROXIMATIONS

In the WW and WW-like approximations made in the previous sections, we retained only the diagonal matrix element $\langle i| B|i\rangle \equiv\langle i, e| U|e, i\rangle$, where $|i\rangle$ is the initial state of the radiation field considered in Secs. IV, V, and VI. This means that, for probability amplitudes for which the atomic system is in the excited state, we are ignoring effects with finite $\langle f, e| U|e, i\rangle$ for $\langle f| \neq\langle i|$. By so doing, we are describing induced and spontaneous emission. The description is indicated by the integral equations (5.2) and (5.5) for the coherent case, and by the integral equations (6.1) and (6.2) for the stationary case. A glance at the right-hand side of Eq. (6.2) indicates that there is a competition between three terms, the first being induced emission, the second absorption from the exciting beam, and the third representing spontaneous emission. This last term is the only one present in the WW formulation as given by Eq. (4.3), and leads to the natural line shape through a quantity proportional to $b_{1}\left(\omega_{k_{1}}, t\right)$. But, because of the presence of the other two terms in Eq. (6.2), it is unlikely that this term still indicates an undistorted line shape for $t \rightarrow \infty$. In fact, we may anticipate our result and state that a dip occurs at the inducing frequency, if it falls within the linewidth, as indicated by Eq.
(9.22). Similar considerations apply to the integral equations, (5.2) and (5.5), pertaining to the coherent case. In Eq. (5.5), the first term on the righthand side denotes spontaneous emission. We interpret the second term on the right-hand side as induced emission.

Another way of looking at the WW-like approximation is to say that we replace the operator $B$ wherever it occurs in the previous sections by $|i\rangle\langle i| B$. By making this substitution, we hereby indicate which part of the total operator $B$ is retained in the WW and WW-like approximations. In the particular case of $|i\rangle=|0\rangle$, we have to make the substitution $B \rightarrow|0\rangle\langle 0| B$ which corresponds to the WW approximation. We wish to make the substitution $B \rightarrow|i\rangle\langle i| B$ in Eq. (3.4). Defining a new unitary operator $V(t)$, we have for Eq. (3.4)

$$
\begin{align*}
|t\rangle= & V(t)|e, i\rangle \\
= & |i\rangle\langle i| B(t)|e, i\rangle-\frac{1}{i \hbar c} \int_{0}^{t} d t^{\prime} \int d^{3} r \\
& \times\langle g| \mathbf{j}\left(\mathbf{r}, t^{\prime}\right)|e\rangle \cdot \mathbf{A}\left(r, t^{\prime}\right)|i\rangle\langle i| B\left(t^{\prime}\right)|g, i\rangle \\
\equiv & |i\rangle\langle i| B(t)|e, i\rangle \\
& +\int_{0}^{t} d t^{\prime} D\left(t^{\prime}\right)|i\rangle\langle i| B\left(t^{\prime}\right)|g, i\rangle . \tag{7.1}
\end{align*}
$$

The proof of the normalization condition

$$
\begin{align*}
1=V^{\dagger}(t) V(t) & =B^{\dagger}(t)|i\rangle\langle i| B(t) \\
& +\int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime} B^{\dagger}\left(t^{\prime \prime}\right)|i\rangle \\
& \times\langle i| D^{\dagger}\left(t^{\prime \prime}\right) D\left(t^{\prime}\right)|i\rangle\langle i| B\left(t^{\prime}\right) \tag{7.2}
\end{align*}
$$

corresponding to Eq. (3.5) proceeds as before, except that we are now brought back to Eq. (3.3) with $B(t) \rightarrow|i\rangle\langle i| B(t)$.

Reducing the density operator $|t\rangle\langle t|$ as constructed from Eq. (7.1), we find, for the density operator $\rho(t)$ of the field alone,

$$
\begin{align*}
\rho(t)=\mid\langle i| & \left.B(t)|i\rangle\right|^{2}|i\rangle\langle i| \\
& +\int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\langle i| B\left(t^{\prime}\right)|i\rangle D\left(t^{\prime}\right)|i\rangle \\
& \times\langle i| D^{\dagger}\left(t^{\prime \prime}\right)\langle i| B^{\dagger}\left(t^{\prime}\right)|i\rangle . \tag{7.3}
\end{align*}
$$

## VIII. SOLUTION OF THE INTEGRAL EQUATION (5.5)

## Quantities of Physical Interest

A solution of Eq. (5.5) would yield an expression for $a(t)$ and the quantities $b_{1}\left(\omega_{k}, t\right)$ and $b_{2}(t)$. They occur in Eq. (5.11) for $W_{o}$, in Eq. (5.15) for $P_{t^{\prime}}$, and in Eq. (5.9) for $P_{i}$. These quantities evaluated
for all time and especially for $t \rightarrow \infty$ are of physical interest.

We can rewrite Eq. (5.5) in the form

$$
\begin{array}{r}
\frac{\partial}{\partial t} a(t)+\frac{1}{2 \pi} \int_{0}^{\infty} f\left(\frac{\omega}{2 \pi}\right) e^{i\left(\omega \omega_{0}-\omega\right) t} b_{1}(\omega, t) d \omega \\
+G e^{i \omega_{0} t} b_{2}(t)=0 \tag{8.1a}
\end{array}
$$

which is to be solved with the subsidiary condition

$$
\begin{equation*}
a(0)=1, \tag{8.1b}
\end{equation*}
$$

where

$$
\begin{equation*}
G(t) \equiv \hbar^{-1} g^{*}(t) \tag{8.2a}
\end{equation*}
$$

and the substitution

$$
\begin{equation*}
\sum_{k} \rightarrow \frac{V}{(2 \pi)^{3}} \int d^{3} k \rightarrow \int_{0}^{\infty} f\left(\frac{\omega}{2 \pi}\right) d \omega \tag{8.2b}
\end{equation*}
$$

has been made.

## Introduction of Dimensionless Quantities

The integral equation (8.1) can be solved by using asymptotic techniques. ${ }^{7}$ It is convenient to introduce dimensionless and scaled variables and determine the small parameters. Our final results are also to be expressed in this form. Let
$t=\omega_{0} t$,
(8.3a) $\quad G=\epsilon \omega_{0} \bar{G}$,
$\bar{\omega}=\omega / \omega_{0}$,
(8.3b) $\quad B_{1}=\omega_{0} b_{1}$,
$f(\omega / 2 \pi)=2 \lambda \omega_{0} \bar{f}(\bar{\omega})$,
(8.3c) $\quad \epsilon B_{2}=b_{2}$.

We have defined the new quantities given by Eqs. (8.3a)-(8.3f). We can now, without danger of ambiguity, drop all bars and rewrite Eqs. (8.1), (5.8), and (5.9) in dimensionless form.

## Dimensionless Equations

Equation (8.1) becomes in dimensionless form

$$
\begin{align*}
& \frac{\partial}{\partial t} a+\frac{\lambda}{\pi} \int_{0}^{\infty} f(\omega) B_{1}(\omega, t) e^{i(1-\omega) t} d \omega \\
&+\epsilon^{2} G e^{i t} B_{2}(t)=0 \tag{8.4}
\end{align*}
$$

with

$$
\begin{align*}
& B_{1}(\omega, t)=\int_{0}^{t} a(\tau) e^{-i(1-\omega) \tau} d \tau  \tag{8.5a}\\
& B_{2}(t)=\int_{0}^{t} G^{*}(\tau) a(\tau) e^{-i \tau} d \tau \tag{8.5b}
\end{align*}
$$

## The Small Parameters $\lambda$ and $\varepsilon$

We choose $\lambda$ so as to make $f_{\max }=0(1)$ on the right-hand side of Eq. (8.3c).

A glance of Eq. (8.4) indicates that, for $\epsilon=0$
(that is, when no external radiation is present), Eq. (8.4) reduces to the WW equation for a and corresponds to spontaneous emission. It is then easily seen that $f\left(\omega_{0} / 2 \pi\right)$ in Eq. (8.3c) is the natural line width and is the transition probability per unit time for spontaneous emission by ordinary perturbation theory. It is of the order of $10^{8} \mathrm{sec}^{-1}$ and very small compared to $\omega_{0}$ at optical frequencies. Thus, the parameter $\lambda$ will always be small. The factor of 2 in Eq. (8.3c) is introduced in order to facilitate notation of subsequent expressions.

As for $\epsilon$, we choose it to make $|G|_{\text {max }}=0(1)$ on the right-hand side of Eq. (8.3d). In the analysis of this section, we are only concerned with the case of a single monochromatic incident wave. Thus, we choose a single term out of the summation in Eq. (5.7).

We have, for the expectation value of the number of photon operator,

$$
\begin{equation*}
\left|y_{k}\right|^{2}=\left\langle y_{k}\right| a_{k}^{\dagger} a_{k}\left|y_{k}\right\rangle \tag{8.6}
\end{equation*}
$$

We wish to specify the single monochromatic wave, such that

$$
\begin{equation*}
\lim _{V \rightarrow \infty} \frac{\hbar}{2 \omega_{k} V}\left|y_{k}\right|^{2}=b \not \equiv 0 \tag{8.7}
\end{equation*}
$$

Thus, in nondimensional quantities for a single monochromatic wave, we have

$$
\begin{equation*}
G(t)=\beta_{-1} e^{-i 2 t}+\beta_{1} e^{i a t} \tag{8.8}
\end{equation*}
$$

where $\left|\beta_{-1}\right|$ and $\left|\beta_{1}\right|$ are chosen to be $O(1)$ as indicated in Eq. (8.3d).

We henceforth limit this investigation to incident radiation intensities for which $\epsilon$ always remain small, and for which our chosen model of a two-level atomic system remains valid.

## Solution of Eq. (8.4) for the Case $\Omega$ near 1

In the following, we present very briefly the solution of Eq. (8.4) and the other quantities related to it. Since it can be shown that, when the frequency $\Omega$ of the monochromatic incident beam is not near 1, the solution reduces to the WW case (spontaneous emission), we only concentrate our attention to the case of $\Omega$ being near 1 , which means within the frequency of the natural linewidth. Let

$$
\begin{equation*}
\Omega=1+\alpha, \tag{8.9}
\end{equation*}
$$

where $\alpha$ is small and represents the deviation from the atomic resonant frequency. We restrict this treatment to such intensities of the incident radiation for which

$$
\begin{equation*}
\epsilon=0(\lambda) \text { or less. } \tag{8.10}
\end{equation*}
$$

The expression for $a(t)$ is given by
$a(t)=\frac{1}{\mu_{0}-\mu_{1}}\left[\left(\alpha+\mu_{0}\right) e^{i \mu_{0} t}-\left(\alpha+\mu_{1}\right) e^{i \mu_{1} t}\right]$.

Here, $\mu_{0}$ and $\mu_{1}$ are the roots, $\mu=\mu_{0}(+$ sign $)$ and $\mu=\mu_{1}$ ( - sign) of the equation

$$
\begin{equation*}
\mu=\lambda g(-1)-\frac{\epsilon^{2}\left|\beta_{-1}\right|^{2}}{\mu+\alpha}=0 \tag{8.12}
\end{equation*}
$$

yielding
$\mu=\frac{1}{2}\left\{\lambda g_{0}-\alpha \pm\left[\left(\lambda g_{0}+\alpha\right)^{2}+4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right]^{\frac{1}{2}}\right\}$.

In Eq. (8.13), we have put

$$
\begin{equation*}
\lambda g(-1) \equiv \lambda g_{0}(-1)=\Delta+i \Gamma \tag{8.14}
\end{equation*}
$$

where $\Gamma>0$ and is given by $\Gamma=\lambda f(1)$, which is the damping factor for spontaneous emission. The quantity $\Delta$ is the frequency shift, also in the spontaneous emission case. Since, in this treatment, this quantity diverges, we can replace it by its correct value arrived at by more sophisticated means or we can ignore it altogether without imparing the validity of the results of our work.

The quantity $B_{1}$ in Eq. (8.3e) for $t \rightarrow \infty$ is given by
$B_{1}(\omega, \Omega, \infty)=\frac{-i(\Omega-\omega)}{\left(\omega-1+\mu_{0}\right)\left(\omega-1+\mu_{1}\right)}$.
It can be readily verified that $B_{1}(\omega, \Omega, \infty)$ in Eq. (8.15) reduces, in the absence of incident radiation, to the ordinary WW value of the probability amplitude for spontaneous emission of a single photon and yields the natural line shape. From Eq. (8.15), we have

$$
\begin{align*}
\left|B_{1}(\omega, \Omega, \infty)\right|^{2}=\frac{(\Omega-\omega)^{2}}{\mid \omega-1}+\left.\mu_{0}\right|^{2}\left|\omega-1+\mu_{1}\right|^{2} \\
=\frac{(\Omega-\omega)^{2}}{D(\omega) D^{*}(\omega)} \tag{8.16}
\end{align*}
$$

where $\mu_{0}, \mu_{1}, D(\omega)$, and $|D(\omega)|^{2}$ are given in Appendix I by Eqs. (A12), (A13), (A14), and (A15), respectively. We notice that $\left|B_{1}(\omega, \Omega, \infty)\right|^{2}=0$ for $\Omega=\omega$, indicating that there is a dip at that frequency. This result is interesting. Since $\left|B_{1}\right|^{2}$ is proportional to the spontaneous emission which is omnidirectional, this would indicate that a quenching of spontaneous emission is predicted to be taking place at the frequency $\Omega$ of the incident plane wave of radiation, and that it is present for all directions. However, since in the forward direction we also have induced emission, the effect would be observ-
able for directions other than the forward one. The quantity $B_{1}(\Omega, \omega, t)$ which is proportional to the spontaneous emission is given by
$B_{1}(\Omega, \omega, t)$

$$
\begin{align*}
= & B_{1}(\Omega, \omega, \infty)-i \frac{e^{i(\omega-1) t}}{\mu_{0}-\mu_{1}}\left\{\frac{\Omega-1+\mu_{0}}{\omega-1+\mu_{0}} e^{i \mu_{0} t}\right. \\
& \left.-\frac{\Omega-1+\mu_{1}}{\omega-1+\mu_{1}} e^{i \mu_{1} t}\right\} . \tag{8.17}
\end{align*}
$$

The quantity $B_{2}(\Omega, t)$ of Eq. (8.3f) which is proportional to the induced emission is given by

$$
\begin{equation*}
B_{2}(\Omega, t)=-i \frac{\beta_{-1}^{*}}{\mu_{0}-\mu_{1}} e^{i \alpha t}\left(e^{i \mu_{0} t}-e^{i \mu_{1} t}\right) \tag{8.18}
\end{equation*}
$$

and its absolute value squared becomes

$$
\begin{align*}
& \left|B_{2}(\Omega, t)\right|^{2} \\
& \quad=\frac{2\left|\beta_{-1}\right|^{2}}{r_{1} r_{2}} e^{-\Gamma t}\left\{\cosh \left[t\left(r_{1} r_{2}\right)^{\frac{1}{2}} \sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]\right. \\
& \left.\quad-\cos \left[t\left(r_{1} r_{2}\right)^{\frac{1}{2}} \cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]\right\} \tag{8.19}
\end{align*}
$$

with $r_{1}, r_{2}, \theta_{1}$, and $\theta_{2}$ defined in Appendix I. We note that as $t \rightarrow \infty$ the cosh term blows up but it can be shown ${ }^{7}$ that the factor multiplying $t$ in the argument is smaller than $\Gamma$, so that $B_{\mathbf{3}} \rightarrow 0$ as $t \rightarrow \infty$. For $\Omega=1, \alpha+\Delta=0,2 \epsilon\left|\beta_{-1}\right|>\Gamma$, Eq. (8.19) becomes,

$$
\begin{align*}
\left|B_{2}(\Omega, t)\right|^{2} & =\frac{2\left|\beta_{-1}\right|^{2}}{4 \epsilon^{2}\left|\beta_{-1}\right|^{2}-\Gamma^{2}} e^{-\Gamma t} \\
\times & \left\{1-\cos \left[t\left(4 \epsilon^{2}\left|\beta_{-1}\right|^{2}-\Gamma^{2}\right)^{\frac{1}{2}}\right]\right\} . \tag{8.20}
\end{align*}
$$

For $\Omega=1, \alpha+\Delta=0,2 \epsilon\left|\beta_{-1}\right|<\Gamma$, Eq. (8.19) becomes

$$
\begin{align*}
& \left|B_{2}(\Omega, t)\right|^{2}=\frac{2\left|\beta_{-1}\right|^{2}}{\Gamma^{2}-4 \epsilon^{2}\left|\beta_{-1}\right|^{2}} e^{-\Gamma_{t}} \\
& \quad \times\left\{\cosh \left[t\left(\Gamma^{2}-4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right)^{\frac{1}{2}}\right]-1\right\}, \tag{8.21}
\end{align*}
$$

and for long times, Eq. (8.19) becomes

$$
\begin{align*}
& \left|B_{2}(\Omega, t)\right|^{2} \\
& \quad=\frac{\left|\beta_{-1}\right|^{2}}{r_{1} r_{2}} \exp \left[\left(r_{1} r_{2}\right)^{\frac{3}{2}} \sin \frac{1}{2}\left|\theta_{1}-\theta_{2}\right|-\Gamma\right] t . \tag{8.22}
\end{align*}
$$

Equations (8.11)-(8.22) have one important feature in common-the presence of the damping factor $\Gamma$. This factor, in turn, is a direct result of the vacuum term $\langle 0| \mathbf{A}(\mathbf{r}, t) \mathbf{A}\left(\mathbf{r}^{\prime}, t^{\prime}\right)|0\rangle$ of Eq. (5.3) which contributes to the first term on the right-hand side of Eq. (5.5). The quantity proportional to the spontaneous emission is given by Eqs. (8.15)-(8.17). It is seen from Eq. (8.16) that spontaneous emission can be quenched despite the presence of $\Gamma$ in the
denominator, despite the full contribution of the vacuum term. Thus, the physical contribution of the vacuum state, as expressed by $\Gamma$, does not necessarily imply spontaneous emission if incident radiation is present. In other words, in the presence of incident radiation, the concepts of damping and decay (associated with the physical contribution of the vacuum state) are distinct from the concept of spontaneous emission.

## IX. SOLUTION OF THE INTEGRAL EQUATION (6.2)

A solution of Eq. (6.2) would yield an expression for $a(t)$ and the quantities $b_{1}\left(\omega_{k}, t\right)$ (emission) and $b_{2}\left(\omega_{k}, t\right)$ (absorption). They occur in Eq. (6.5) for $W_{g}$, in Eq. (6.9) for $b_{k}(t)_{\mathrm{em}}$, and in Eq. (6.10) for $b_{k},(t)_{\mathrm{ab}}$. These quantities evaluated for all time and especially for $t \rightarrow \infty$ are of physical interest.

We can rewrite Eq. (6.2) in the form

$$
\begin{align*}
& \frac{\partial}{\partial t} a(t)+\frac{1}{2 \pi} \int_{0}^{\infty} f\left(\frac{\omega}{2 \pi}\right) e^{i\left(\omega_{0}-\omega\right) t} b_{1}(\omega, t) d \omega \\
& \quad+\frac{1}{2 \pi} \int_{\alpha}^{\beta} h_{1}\left(\frac{\omega}{2 \pi}\right) e^{i\left(\omega_{0}-\omega\right) t} b_{1}(\omega, t) d \omega \\
& \quad+\frac{1}{2 \pi} \int_{\alpha}^{\beta} h_{2}\left(\frac{\omega}{2 \pi}\right) e^{i\left(\omega_{0}+\omega\right) t} b_{2}(\omega, t) d \omega=0 \tag{9.1}
\end{align*}
$$

where

$$
\begin{equation*}
a(0)=1, \tag{9.2}
\end{equation*}
$$

and we have made the substitutions
$-\frac{1}{\hbar^{2}} \sum_{k_{1}} \frac{\hbar}{2 \omega_{k_{1}} V}\left|c_{k_{1}}\right|^{2} \rightarrow \frac{1}{2 \pi} \int_{0}^{\infty} f\left(\frac{\omega}{2 \pi}\right) d \omega$,
$-\frac{1}{\hbar^{2}} \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|c_{k}\right|^{2} \rightarrow \frac{1}{2 \pi} \int_{\alpha}^{\beta} h_{1}\left(\frac{\omega}{2 \pi}\right) d \omega$,
$-\frac{1}{\hbar^{2}} \sum_{k} \frac{\hbar}{2 \omega_{k} V} n_{k}\left|d_{k}\right|^{2} \rightarrow \frac{1}{2 \pi} \int_{\alpha}^{\beta} h_{2}\left(\frac{\omega}{2 \pi}\right) d \omega$.
The limits $\alpha$ and $\beta$ denote the frequency band limits of the incident radiation.

## Introduction of Dimensionless Quantities

The integral equation (9.1) can be solved exactly. In order to be able to make analogies with the coherent wave case treated in the previous section, however, we introduce dimensionless and scaled variables so as to bring out the small parameters describing the physical situation. Let

$$
\begin{align*}
t & =\frac{t}{\omega_{0}},  \tag{9.6}\\
\omega & =\omega_{0} \bar{\omega}, \tag{9.7}
\end{align*}
$$

$$
\begin{align*}
f\left(\frac{\omega}{2 \pi}\right) & =2 \lambda \omega_{0} \bar{f}(\bar{\omega}),  \tag{9.8}\\
h_{1}\left(\frac{\omega}{2 \pi}\right) & =\epsilon_{1} \omega_{0} \overline{h_{1}}(\bar{\omega}),  \tag{9.9}\\
h_{2}\left(\frac{\omega}{2 \pi}\right) & =\epsilon_{2} \omega_{0} \overline{h_{2}}(\bar{\omega}),  \tag{9.10}\\
B_{1} & =\omega_{0} b_{1},  \tag{9.11}\\
B_{2} & =\omega_{0} b_{2} . \tag{9.12}
\end{align*}
$$

We henceforth drop all bars.

## The Small Parameters $\lambda$ and $\varepsilon$

In order to determine $a(t)$ for this case and draw an analogy with Eq. (8.11), we make the following assumptions:
(1) We choose the bandwidth of the incident radiation to be very narrow compared to the natural linewidth, so that

$$
\begin{equation*}
\beta-\alpha \ll \lambda . \tag{9.13}
\end{equation*}
$$

(All that has been said about the size of $\lambda$ in the previous section remains valid here.)
(2) We suppose that $h_{1}$ has been scaled in such a way that

$$
\begin{equation*}
\int_{\alpha}^{\beta} h_{1} d \nu=0(\beta-\alpha) . \tag{9.14}
\end{equation*}
$$

(This is no real restriction since this can always be done.)
(3) We assume that the intensity of the incident radiation is such that

$$
\begin{equation*}
\epsilon_{1}(\beta-\alpha)=0\left(\lambda^{2}\right) \tag{9.15}
\end{equation*}
$$

(This puts an upper limit to the intensity of radiation compatible with our chosen model.)
(4) We assume that

$$
\begin{equation*}
\epsilon_{2} \int_{\alpha}^{\beta} h_{2}(\nu) d \nu=0\left(\lambda^{2}\right) \tag{9.16}
\end{equation*}
$$

Solution of Eq. (9.1) in Dimensionless Form
It is convenient to introduce the quantities

$$
\begin{align*}
& \Omega=\frac{1}{2}(\alpha+\beta)=1+\sigma  \tag{9.17}\\
& k^{2}=\frac{1}{2 \pi} \epsilon_{1} \int_{\alpha}^{\beta} h_{1}(\nu) d \nu . \tag{9.18}
\end{align*}
$$

In the following, we are only concerned with the situation where $\Omega$ is near 1 which means that $\alpha$ and $\beta$ are within the natural linewidth. This is the interesting situation, since it can be shown that the expressions reduce to those of the WW case when
the frequency $\Omega$ is not near 1 . Thus, $\sigma$ is a small quantity in Eq. (9.17). The expression for $a(t)$ is given by Eq. (8.11), where, instead of Eq. (8.12), we have

$$
\begin{equation*}
\eta-\lambda g_{0}-\left[k^{2} /(\eta+\sigma)\right]=0 \tag{9.19}
\end{equation*}
$$

yielding the roots

$$
\begin{equation*}
\eta=\frac{1}{2}\left\{\lambda g_{0}-\sigma \pm\left[\left(\lambda g_{0}+\sigma\right)^{2}+4 k^{2}\right]^{\frac{1}{2}}\right\} . \tag{9.20}
\end{equation*}
$$

The roots $\eta=\eta_{0}(+$ sign $)$ and $\eta=\eta_{1}(-$ sign $)$ become identical with $\mu_{0}$ and $\mu_{1}$ for the substitution

$$
\begin{equation*}
k^{2} \rightarrow \epsilon^{2}\left|\beta_{-1}\right|^{2} \tag{9.21}
\end{equation*}
$$

This indicates that the probability amplitude $a(t)$ remains the same if the quantities proportional to the expectation value of the number of photon operator are the same.

## Evaluation of $B_{1}(\omega, \Omega, \infty)$

The exact expression for $B_{1}(\omega, \Omega, \infty)$ is given by

$$
\begin{align*}
B_{1}(\omega, \Omega, \infty)=- & i[1-\omega-\lambda g(-\omega) \\
& \left.+\epsilon_{1} d_{1}(-\omega)+\epsilon_{2} d_{2}(\omega)\right]^{-1}, \tag{9.22}
\end{align*}
$$

where

$$
\begin{gather*}
g(-\omega)=i f(\omega),  \tag{9.23}\\
d_{1}(-\omega)=\frac{i}{2} h_{1}(\omega)+\frac{1}{2 \pi} P \int_{\alpha}^{\beta} \frac{h_{1}\left(\omega^{\prime}\right) d \omega^{\prime}}{\omega^{\prime}-\omega}, \tag{9.24a}
\end{gather*}
$$

and

$$
\begin{equation*}
d_{2}(\omega)=\frac{1}{2 \pi} \int_{\alpha}^{\beta} \frac{h_{2}\left(\omega^{\prime}\right) d \omega^{\prime}}{\omega^{\prime}+\omega} \tag{9.24b}
\end{equation*}
$$

and $P$ stands for "principal value" in Eq. (9.24). Here again, as in the previous section, the quantity $\left|B_{1}(\omega, \Omega, \infty)\right|^{2}$ indicates that there is a dip somewhere between $\alpha$ and $\beta$. We interpret this effect as quenching of spontaneous emission, since the value of spontaneous emission at the dip is below that which would prevail if there were no incident radiation. This is not inconsistent with the contribution of the vacuum term which is given by the second term on the left-hand side of Eq. (9.1) and corresponds to $\lambda g(-\omega)$ in Eq. (9.22). Thus, here again, the omnipresence of the vacuum state expressed in Eq. (9.22) by $\lambda g(-\omega)$ does not necessarily imply spontaneous radiation, when incident radiation is present.

## Evaluation of $B_{2}(\omega, \boldsymbol{\Omega}, \infty)$

The exact expression for $B_{2}(\omega, \Omega, \infty)$ is given by

$$
\begin{align*}
B_{2}(\omega, \Omega, \infty)= & -i[1+\omega-\lambda g(\omega) \\
& \left.-\epsilon_{1} d_{1}(\omega)+\epsilon_{2} d_{2}(-\omega)\right]^{-1} \tag{9.25}
\end{align*}
$$

where

$$
\begin{align*}
g(\omega) & =\frac{1}{\pi} \int_{0}^{\infty} \frac{f\left(\omega^{\prime}\right)}{\omega^{\prime}+\omega} d \omega^{\prime}  \tag{9.26}\\
d_{1}(\omega) & =\frac{1}{2 \pi} \int_{\alpha}^{\beta} \frac{h_{1}\left(\omega^{\prime}\right)}{\omega^{\prime}+\omega} d \omega^{\prime} \tag{9.27}
\end{align*}
$$

and
$d_{2}(-\omega)=-\frac{i}{2} h_{2}(\omega)+\frac{1}{2 \pi} P \int_{\alpha}^{\beta} \frac{h_{2}\left(\omega^{\prime}\right)}{\omega^{\prime}-\omega} d \omega^{\prime}$.
In connection with Eq. (9.26) it should be remembered that, since this quantity diverges, no physical meaning can be attached to it. This is closely related to our remarks made in connection with the frequency shift. For our purposes, this quantity is small and can be ignored. A glance at Eq. (9.25) indicates that $\left|B_{2}(\omega, \Omega, \infty)\right|^{2}$ is small owing to the plus sign in front of $\omega$, the second term in the denominator.

## X. SUMMARY

In this work, we have calculated quantities proportional to the induced and the spontaneous emission, for times comparable to, and long compared to, the free lifetime of the excited state of a two-level atomic system. Of physical interest is the prediction indicated by Eqs. (8.16) and (9.22) that, for $t \rightarrow \infty$, there is a partial quenching of spontaneous emission within the frequency band of the incident radiation. This result is valid for both the coherent and the stationary beams, despite the difference in the nature of the governing integral equations. In the case of an incident plane wave, the effect ought to be observed for any direction other than the forward one. In this work, we have also clarified the relation between the physical contribution of the vacuum state and the occurrence of spontaneous emission when incident radiation is present. It is indicated that spontaneous emission can be quenched despite the full contribution of the vacuum state. The latter contribution expresses itself physically through damping. We found an expression for the spectrum of the emergent radiation both for coherent and stationary incident beams given respectively by Eq. (5.14) and Eq. (6.8). In the coherent case, an interference term between the incident wave and the probability amplitudes for induced and spontaneous emission has been found. In the stationary case, only transition probabilities are involved. The density operator of the field for all times is given by Eq. (7.3).
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## APPENDIX

## More Explicit Expressions for $\boldsymbol{u}_{0}$ and $u_{1}$

We wish to derive more convenient expressions for $\mu_{0}$ and $\mu_{1}$ in the case $\alpha=0(\lambda)$. We have
$\mu_{0}=\frac{1}{2}\left\{\lambda g_{0}-\alpha+\left[\left(\lambda g_{0}+\alpha\right)^{2}+4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right]^{\frac{1}{3}}\right\},(\mathrm{Al})$
$\mu_{1}=\frac{1}{2}\left\{\lambda g_{0}-\alpha-\left[\left(\lambda g_{0}+\alpha\right)^{2}+4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right]^{\frac{1}{2}}\right\}$. (A2)
Let us call $\lambda g_{0}(-1)=\Delta+i \Gamma$, where $\Gamma>0$, $\Gamma=\lambda f(1)$ (the damping factor), and $\Delta$ is the frequency shift in the spontaneous emission case. Since in this treatment this quantity diverges, we can replace it by its correct value arrived at by more sophisticated means without impairing the validity of the other results of our work. We have

$$
\begin{aligned}
{\left[\left(\lambda g_{0}+\alpha\right)^{2}\right.} & \left.+4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right]^{\frac{1}{2}} \\
= & \left\{\left[\alpha+\Delta+i\left(2 \epsilon\left|\beta_{-1}\right|+\Gamma\right)\right]\right. \\
& \left.\times\left[\alpha+\Delta-i\left(2 \epsilon\left|\beta_{-1}\right|-\Gamma\right)\right]\right\}^{\frac{1}{2}}
\end{aligned}
$$

$$
\text { Case } 2 \varepsilon_{1}\left|3_{-1}\right|-\Gamma \geq 0
$$

We draw a $\alpha+\Delta$ plane as shown in Fig. 1.

$$
\begin{gathered}
x=2 \epsilon\left|\beta_{-1}\right|-\Gamma \geq 0, \\
y=2 \epsilon\left|\beta_{-1}\right|+\Gamma>0, \\
r_{1}^{2}=(\alpha+\Delta)^{2}+x^{2}, \\
r_{2}^{2}=(\alpha+\Delta)^{2}+y^{2}, \\
x, y>0,
\end{gathered}
$$

(2k|

Fig. 1. $\alpha+\Delta$ plane for the evaluation of $\mu_{0}$ and $\mu_{1}$ as given by Eqs. (A12) and (A13), case $2 \epsilon\left|\beta_{-1}\right|-\mathbf{r} \geq 0$.


Fig. 2. $\alpha+\Delta$ plane for the evaluation of $\mu_{0}$ and $\mu_{1}$ in the case $2 \epsilon\left|\beta_{-1}\right|-\Gamma=x<0$.

$$
\begin{gather*}
r_{1}, r_{2} \geq 0, \quad \text { by definition }  \tag{A8b}\\
\alpha+\Delta-i x=-r_{1} e^{i \theta_{2}}  \tag{A9}\\
\alpha+\Delta+i y=-r_{2} e^{-i \theta_{2}} \tag{A10}
\end{gather*}
$$

With these definitions, Eq. (A3) becomes

$$
\begin{align*}
& {\left[\left(\lambda g_{0}+\alpha\right)^{2}+4 \epsilon^{2}\left|\beta_{-1}\right|^{2}\right]^{\frac{1}{2}}} \\
& \quad=\left(r_{1} r_{2}\right)^{\frac{1}{4}} e^{\frac{4}{4} i\left(\theta_{1}-\theta_{2}\right)} \\
& \quad=\left(r_{1} r_{2}\right)^{\frac{2}{2}}\left[\cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)+i \sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right] \tag{A11}
\end{align*}
$$

and Eqs. (A1) and (A2) become, respectively,

$$
\begin{align*}
& \mu_{0}=\frac{1}{2}\left[\Delta-\alpha+i \Gamma+\left(r_{1} r_{2}\right)^{\frac{1}{2}} e^{\frac{3 i}{i}\left(\theta_{1}-\theta_{2}\right)}\right],  \tag{A12}\\
& \mu_{1}=\frac{1}{2}\left[\Delta-\alpha+i \Gamma-\left(r_{1} r_{2}\right)^{\frac{1}{2}} e^{\frac{3}{i}\left(\theta_{1}-\theta_{2}\right)}\right] . \tag{A13}
\end{align*}
$$

Case $2 \mathrm{\varepsilon}\left|\mathbf{\beta}_{-1}\right|-\Gamma=x<0$
The foregoing results apply also to this case but instead of Fig. 1 we have Fig. 2.

## The Quantity $\mathbf{D}(\omega)$

Finally, we wish to introduce the quantity

$$
\begin{align*}
& D(\omega)=\left[\omega-1+\frac{1}{2}(\Delta-\alpha)\right. \\
& \quad+\frac{1}{2} i \Gamma+\frac{1}{2}\left(r_{1} r_{2}\right)^{\left.\frac{1}{3} e^{3 i\left(\theta_{1}-\theta_{3}\right)}\right]} \\
& \quad \times\left[\omega-1+\frac{1}{2}(\Delta-\alpha)+\frac{1}{2} i \Gamma-\frac{1}{2}\left(r_{1} r_{2}\right)^{\frac{1}{2}} e^{\frac{1 i\left(\theta_{1}-\theta_{2}\right)}{}}\right] \tag{A14}
\end{align*}
$$

which yields

$$
\begin{align*}
& D D^{*}=\left\{\left[\omega-1+\frac{1}{2}(\Delta-\alpha)\right.\right. \\
& \left.+\frac{1}{2}\left(r_{1} r_{2}\right)^{\frac{1}{4}} \cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]^{2} \\
& \left.+\frac{1}{4}\left[\Gamma+\left(r_{1} r_{2}\right)^{\frac{3}{2}} \sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]^{2}\right\} \\
& \times\left\{\left[\omega-1+\frac{1}{2}(\Delta-\alpha)-\frac{1}{2}\left(r_{1} r_{2}\right)^{\frac{3}{2}} \cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]^{2}\right. \\
& \left.+\frac{1}{4}\left[\Gamma-\left(r_{1} r_{2}\right)^{\frac{1}{2}} \sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)\right]^{2}\right\} . \tag{A15}
\end{align*}
$$
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#### Abstract

A classification is given of the irreducible unitary representations of the universal covering group of the $3+2$ de Sitter group which contract to the usual physical representations of the Poincare group. These representations include the discrete series for the $3+2$ de Sitter group. The classification problem is reduced from one for the group to the corresponding one for the Lie algebra. The method used by Thomas for the representations of the $4+1$ de Sitter group is then followed, except that a representation is reduced out with respect to the irreducible unitary representations of a noncompact $2+2$ subalgebra. It is conjectured that each representation of this subalgebra occurs at most once. The action on the representation spaces of a basis for the Lie algebra is given. The contractions of the representations to those of the Poincare, oscillator and the Galilei groups are briefly considered.


## 1. INTRODUCTION

THE $4+1$ and $3+2$ de Sitter groups are the only simple Lie groups which can be contracted, in the Inönü-Wigner sense, ${ }^{1}$ to the Poincaré group. ${ }^{2}$ The relationship of the Poincare group to the Galilei group through contraction, ${ }^{2}$ suggests that any attempt to base a theory of elementary particles on a space-time group other than the Poincare group should at least begin with a study of the de Sitter groups. ${ }^{3}$ In the spirit of Wigner, this means that we should first classify all irreducible unitary ray representations of the de Sitter groups. Bargmann ${ }^{4}$ has shown that this is the same as classifying all continuous unitary irreducible representations of their universal covering groups.

If we pass to the Lie algebras of the de Sitter groups and consider the element $i M_{05}$ whose image under contraction is represented by the energy operator, then we find a decisive difference between the two de Sitter spaces. ${ }^{\text {b }}$ In the Lie algebra of the $4+1$ de Sitter group, $i M_{05}$ belongs to a noncompact Cartan subalgebra. If we diagonalize its representing operator on an irreducible unitary representation

[^3]space for the group, its "energy" eigenvalues are continuous and symmetrically distributed about the origin. Thus, it seems to be impossible to define a positive-definite "energy" in any simple way in such a space and this casts serious doubts on the use of the $4+1$ de Sitter group as a space-time symmetry group for elementary particles. However, $i M_{05}$ belongs to a compact Cartan subalgebra of the $3+2$ Lie algebra and its "energy" eigenvalues are discrete. Furthermore, there exist unitary irreducible representations of the $3+2$ de Sitter group which possess positive-definite or negativedefinite "energies," and it is precisely these representations which contract to the physical representations of the Poincaré group. These representations belong to the discrete series for the $3+2$ de Sitter group.

The purpose of this paper is to classify these representations. Because we are restricting the classification to the discrete series, we show that we can formally follow a method used by Thomas ${ }^{6}$ for the unitary representations of the $4+1$ de Sitter group. We first reduce the problem to one for the Lie algebra and reduce out the representations with respect to the representations of a semisimple noncompact Lie algebra of order 6 .

Previously, Ehrman ${ }^{7}$ has classified unitary irreducible representations of the universal covering group of the $3+2$ de Sitter group using a method developed by Harish-Chandra. However, this method is not suitable for the discrete series and, except for certain "singleton" representations classified by the

[^4]Thomas ${ }^{6}$ method, his representations contract to the imaginary mass representations of the Poincare group.

In Sec. 2 we discuss the universal covering group of the $3+2$ de Sitter group and several of its important subgroups. We also introduce its Lie algebra. In Sec. 3 we investigate the relationship between unitary irreducible representations of the universal covering group of the $3+2$ de Sitter group and the corresponding irreducible representations of the Lie algebra. We are able to reduce the classification problem for the discrete series for the group, to an explicit problem for the irreducible "physical" representations of the Lie algebra. The matrix elements of a basis for the Lie algebra are computed in Sec. 4 and in Sec. 5 , we use these to complete the classification. Section 6 contains a brief account of the contractions of these representations to the physical ray representations of the Galilei group, via the representations of both the Poincare group and an oscillator group. The Appendix summarizes some relevant details of the discrete series for the $2+1$ Lorentz group.

## 2. UNIVERSAL COVERING GROUP OF THE

 $3+2$ DE SITTER GROUP AND ITS LIE ALGEBRALet $x_{s}^{2}+x_{0}^{2}-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}$ be a nonsingular quadratic form in the Euclidean space $\mathbf{R}^{5}$. In this coordinate system we can introduce the diagonal metric tensor

$$
\begin{align*}
& g^{i j}=g_{i i} ; g_{v 4}=g_{3 i}=1, \quad g_{11}=g_{22}=g_{33}=-1, \\
& g_{i i}=O(i \neq j) . \tag{1}
\end{align*}
$$

The quadratic form is $g^{i j} x_{i} x_{i}$, where the usual summation convention for tensor indices is observed. The metric tensor is also used for raising and lowering indices.

The group of automorphisms of $\mathrm{R}^{5}$ which leaves invariant the quadratic form has four connected components. ${ }^{4}$ Let $G^{\prime}$ be the connected component of the identity. We call $G^{\prime}$ the $3+2$ de Sitter group (but we may often omit the label $3+2$ ). The center of $G^{\prime}$ is the identity element only. The group manifold of $G^{\prime}$ is homeomorphic to the direct product of a sphere, of a circle, and of a six-dimensional Euclidean space. ${ }^{8}$ Let $G$ be the universal covering group of $G^{\prime}$ and let $\phi$ be the natural homomorphism of $G$ onto $G^{\prime}$. The kernel of $\phi$ is the center $Z$ of $G$. It is one-dimensional and isomorphic to the fundamental group of $G^{\prime}$, i.e., to the direct product of a cyclic group of order 2 and an infinite cyclic group. $G^{\prime}$

[^5]is isomorphic to $G / Z$, the adjoint group of $G . G$ is a connected, simply connected, real simple Lie group and is, of course, noncompact.
$G$ has an infinite center and therefore has no faithful finite-dimensional representations. But we can easily find a faithful, finite dimensional (and thus nonunitary) representation of $G^{\prime}$ by identifying the linear transformations of $R^{5}$ with their matrices with respect to the natural basis for $R^{s}$. A matrix preserving $g^{i j} x_{i} x_{i}$ belongs to $G^{\prime}$ if it is unimodular and if the second-order subdeterminant formed from its first two rows and columns is positive.
Identify the Lie algebra $g$ of $G$ with that of $G^{\prime}$. $g$ is a simple, real Lie algebra. It is well known that a $5 \times 5$ matrix $A=\left(A_{i}^{i}\right)(i, j=5,0,1,2,3)$ belongs to the corresponding representation of $g$ if and only if
$$
A_{i j}+A_{i i}=0 \quad\left(A_{i j}=g_{i k} A_{i}^{k}\right) .
$$

A basis for $g$ over $\mathbf{R}$ is given by the ten linearly independent matrices $M_{i j}$, with elements
$\left(M_{i j}\right)_{l}^{k}=g_{i k} \delta_{i}^{2}-g_{i k} \delta_{i}^{l}(i, j, k, l=5,0,1,2,3)$.
They satisfy the commutation relations

$$
\begin{align*}
& {\left[M_{i j}, M_{k l}\right]} \\
& \quad=g_{i t} M_{i k}+g_{i k} M_{i l}-g_{i k} M_{i t}-g_{i t} M_{i k} . \tag{2}
\end{align*}
$$

Define the following elements of $g$ :
$H=M_{21}+M_{50} N_{1}=M_{25}+M_{10} \quad N_{2}=M_{51}+M_{20}$,
$H^{\prime}=M_{21}-M_{50} N_{1}^{\prime}=M_{25}-M_{10} N_{2}^{\prime}=M_{51}-M_{20}$.
The linear envelopes

$$
\begin{align*}
& f_{1}=\left(\left(M_{23}, M_{31}, M_{12}\right)\right), \\
& f_{2}=\left(\left(M_{50}, M_{03}, M_{35}\right)\right),  \tag{4}\\
& f_{3}=\left(\left(H, N_{1}, N_{2}\right)\right), \\
& f_{4}=\left(\left(N^{\prime}, N_{1}^{\prime}, N_{2}^{\prime}\right)\right),
\end{align*}
$$

are simple, rank-1, subalgebras of $g$. By examining their respective multiplication tables, we can verify that each of $f_{2}, f_{3}$, and $f_{4}$ is isomorphic to the Lie algebra of the group $S O(2,1)$. However, $f_{1}$ is compact and isomorphic to the Lie algebra of $S O(3)$. Its image, $F_{1}^{\prime}$ in the de Sitter group $G^{\prime}$ is the group of three-dimensional rotations leaving the $x_{5}$ and $x_{0}$ axes fixed. $F_{1}=\phi^{-1}\left(F_{1}^{\prime}\right)$ is the spinor covering group of $\mathrm{SO}(3)$.

Let $f$ be the subalgebra of $g$ generated by $M_{i i}(i, j \neq 3) . f$ is semisimple but not simple. $f_{3}$ and $f_{4}$ are simple ideals of $f$, and $\left[f_{3}, f_{4}\right]=0, f_{3} \cap$ $f_{4}=0$. Therefore $f=f_{3}+f_{4}$.

Let $F^{*}, F_{3}^{*}$, and $F_{4}^{*}$ be the connected and simply connected Lie groups determined by $f, f_{3}$, and $f_{4}$, respectively. Then $F^{*}=F_{3}^{*} \otimes F_{4}^{*}$ where $F_{3}^{*}$ is isomorphic to $F_{4}^{*}$, and $F^{*}, F_{3}^{*}$ are isomorphic to the universal covering groups of $S O(2,2)$ and $S O(2,1)$, respectively. Let $F, F^{\prime \prime}$ be the closed, connected subgroups of $G, G^{\prime}$, respectively, determined by $f$. Neither $F$ nor $F^{\prime}$ is simply connected. $F^{\prime}$ is isomorphic to $S O(2,2)$, the connected component of the identity in the group of linear transformations in $\mathbf{R}^{4}$ preserving the quadratic form $x_{5}^{2}+x_{0}^{2}-x_{1}^{2}-x_{2}^{2}$. It has a center of order 2 consisting of the identity and the element $\exp (\pi H)=\exp \left(\pi H^{\prime}\right)$, i.e., the $5 \times 5$ matrix diag ( $-1,-1,-1,-1,1$ ). The kernel of $\phi$ restricted to $F$ is an infinite cyclic group. Any connected group with Lie algebra $f$ ( $F$ in particular) is isomorphic to $F^{*} / D$, where $D$ is a discrete central subgroup of $F^{*}$.

The subalgebra $h=\left(\left(H, H^{\prime}\right)\right)$ is a compact Cartan subalgebra of both $f$ and $g$. We denote the complexification of a real Lie algebra by a subscript $c$. Introduce the following elements of $g_{c}$ :

$$
\begin{array}{ll}
E_{ \pm \alpha}=N_{1} \pm i N_{2}, & E_{ \pm \beta}=N_{1}^{\prime} \pm i N_{2}^{\prime}  \tag{5}\\
E_{ \pm \gamma}=M_{35} \pm i M_{30}, & \\
E_{ \pm \delta}= \pm M_{23}+i M_{31} .
\end{array}
$$

Together with $H, H^{\prime}$ they form a Weyl basis for $g_{c}$. The other nonisomorphic real forms of $g_{c}$ are the Lie algebras of $S O(5)$ and the $4+1$ de Sitter group $S O(4,1)$.

We give the multiplication table for $g_{c}$ in full, since we need it later.

$$
\begin{gather*}
{\left[H, H^{\prime}\right]=0,}  \tag{6}\\
{\left[H, E_{ \pm \alpha}\right]= \pm 2 i E_{ \pm \alpha}, \quad\left[H, E_{ \pm \beta}\right]=0,}  \tag{7}\\
{\left[H^{\prime}, E_{ \pm \alpha}\right]=0, \quad\left[H^{\prime}, E_{ \pm \beta}\right]= \pm 2 i E_{ \pm \beta},}  \tag{8}\\
{\left[E_{\alpha}, E_{-\alpha}\right]=-4 i H, \quad\left[E_{\beta}, E_{-\beta}\right]=-4 i H^{\prime},}  \tag{9}\\
{\left[E_{ \pm \alpha}, E_{ \pm \beta}\right]=0 \quad(8)} \\
\text { (all combinations), } \tag{10}
\end{gather*}
$$

$$
\begin{array}{rlrl}
{\left[H^{\prime}, E_{ \pm \gamma}\right]} & =\mp i E_{ \pm \gamma}, & {\left[H^{\prime}, E_{ \pm \delta}\right]} & = \pm i E_{ \pm \delta}, \\
{\left[E_{\alpha}, E_{\gamma}\right]} & =0, & {\left[E_{-\alpha}, E_{-\delta}\right]} & =0, \\
{\left[E_{\alpha}, E_{-\delta}\right]} & =2 E_{\gamma}, & {\left[E_{-\alpha}, E_{\gamma}\right]} & =2 E_{-\delta}, \\
{\left[E_{\alpha}, E_{\delta}\right]} & =0, & {\left[E_{-\alpha}, E_{-\gamma}\right]} & =0, \\
{\left[E_{\alpha}, E_{-\gamma}\right]} & =-2 E_{\delta}, & {\left[E_{-\alpha}, E_{\delta}\right]} & =-2 E_{-\gamma}, \\
{\left[E_{\beta}, E_{\delta}\right]} & =0, & {\left[E_{-\beta}, E_{\gamma}\right]} & =0, \\
{\left[E_{\beta}, E_{\gamma}\right]} & =-2 E_{\delta}, & {\left[E_{-\beta}, E_{\delta}\right]} & =-2 E_{\gamma}, \\
{\left[E_{\beta}, E_{-\gamma}\right]} & =0, & {\left[E_{-\beta}, E_{-\delta}\right]} & =0, \\
{\left[E_{\beta}, E_{-\delta}\right]} & =2 E_{-\gamma}, & {\left[E_{-\beta}, E_{-\gamma}\right]} & =2 E_{-\delta}, \\
{\left[E_{\gamma}, E_{-\gamma}\right]} & =-i\left(H-H^{\prime}\right), \\
{\left[E_{\delta}, E_{-\delta}\right]} & =-i\left(H+H^{\prime}\right), \\
{\left[E_{\gamma}, E_{\delta}\right]} & =E_{\alpha}, & {\left[E_{\gamma}, E_{-\delta}\right]} & =-E_{-\beta},  \tag{16}\\
{\left[E_{-\gamma}, E_{-\delta}\right]} & =-E_{-\alpha}, & {\left[E_{-\gamma}, E_{\delta}\right]} & =E_{\beta},
\end{array}
$$

If we introduce a new basis for $h_{c}$ and normalize the root vectors

$$
\begin{array}{rlrl}
2 H_{1} & =-i\left(H+H^{\prime}\right), 2 H_{2} & =-i\left(H-H^{\prime}\right), \\
\sqrt{2} E_{ \pm 1} & =-E_{ \pm \delta}, & \sqrt{2} E_{ \pm 2} & =-E_{ \pm \gamma},  \tag{17}\\
2 E_{ \pm 3} & =-E_{ \pm \alpha}, & 2 E_{ \pm 4} & =-E_{\mp \beta},
\end{array}
$$

we can summarize the multiplication table in the familiar form:

$$
\begin{align*}
& {\left[H_{i}, H_{i}\right]=0,} \\
& {\left[H_{i}, E_{ \pm \lambda}\right]= \pm r_{i}(\lambda) E_{ \pm \lambda}, \quad\left[E_{\lambda}, E_{-\lambda}\right]=\sum_{i=1}^{2} r_{i}(\lambda) H_{i},} \\
& {\left[E_{\lambda}, E_{\mu}\right]=\left\{\begin{array}{cc}
0 & \text { if } \mathbf{r}(\lambda)+\mathbf{r}(\mu) \quad \text { is not a root, } \\
N_{\lambda \mu} E_{\nu} & \text { if } \mathbf{r}(\lambda)+\mathbf{r}(\mu)=\mathbf{r}(\nu) \quad \text { is a root, }
\end{array}\right.} \\
& \quad N_{\lambda \mu}=N_{-\mu,-\lambda}=-N_{\mu \lambda}, \\
& N_{12}=N_{1,-2}=N_{-1,3}=N_{2,-3}=N_{41}=1, \\
& \mathbf{r}(1)=(1,0), \mathbf{r}(2)=(0,1), \mathbf{r}(-\mu)=-\mathbf{r}(\mu), \\
& \mathbf{r}(3)=(1,1), \mathbf{r}(4)=(-1,1), \\
& \quad(i, j=1,2 ; \quad \pm \lambda, \pm \mu, \pm \nu=1,2,3,4) . \tag{18}
\end{align*}
$$

From this table we can easily construct the root diagram for $g_{c}=B_{2}$ in Cartan's notation.

Four distinct $A_{1}$ subalgebras can be selected from a Weyl basis for $g_{c}{ }^{9}$ :

$$
\begin{align*}
& f_{1 c}=\left(\left(H_{1}, E_{ \pm 1}\right)\right), \quad f_{2 c}=\left(\left(H_{2}, E_{ \pm 2}\right)\right),  \tag{19}\\
& f_{3 c}=\left(\left(2 H_{3}=\left(H_{1}+H_{2}\right), E_{ \pm 3}\right)\right), \\
& f_{4 c}=\left(\left(2 H_{4}=\left(H_{2}-H_{1}\right), E_{ \pm 4}\right)\right) .
\end{align*}
$$

[^6]As the notation indicates, they are the complexifications of the corresponding real forms (4). From $f=f_{3} \dot{+} f_{4}$ we have

$$
\begin{equation*}
f_{c}=f_{3 c}+f_{4 c} \tag{20}
\end{equation*}
$$

Let $\mathbb{B}$ be the universal enveloping algebra of $g .^{10}$ Because $g$ has rank 2, the center of $\mathbb{C}$ has two algebraically independent generators. We take for these the Casimir operator $\Pi$ and the fourth-order invariant $\Omega$,

$$
\begin{aligned}
& \Pi=\frac{1}{2} M_{i ;} M^{i j} \\
& =\frac{1}{2}\left(H^{2}-N_{1}^{2}-N_{2}^{2}+H^{\prime 2}-N_{1}^{\prime 2}-N_{2}^{\prime 2}\right) \\
& -M_{35}^{2}-M_{30}^{2}+M_{31}^{2}+M_{32}^{2},
\end{aligned}
$$

$\Omega=W_{i} W^{i}$,
with $W_{i}=\frac{1}{8} \epsilon_{i j k l m} M^{j k} M^{l m}$, where $\epsilon_{i j k l m}$ is antisymmetric in all indices and normalized, $\epsilon_{50123}=+1$. Let $\Pi_{a}$ be the Casimir operator for the subalgebra $f_{a}(a=1,2,3,4)$, defined thus:

$$
\begin{align*}
& \Pi_{1}=-\left(M_{23}^{2}+M_{31}^{2}+M_{12}^{2}\right), \\
& \Pi_{2}=M_{50}^{2}-M_{03}^{2}-M_{35}^{2},  \tag{21}\\
& \Pi_{3}=\frac{1}{4}\left(H^{2}-N_{1}^{2}-N_{2}^{2}\right), \\
& \Pi_{4}=\frac{1}{4}\left(H^{\prime 2}-N_{1}^{\prime 2}-N_{2}^{\prime 2}\right) .
\end{align*}
$$

Now, II, $\Omega$ can be written more simply as

$$
\begin{align*}
& \mathrm{II}=2\left(\Pi_{3}+\Pi_{4}\right)-M_{35}^{2}-M_{30}^{2}+M_{31}^{2}+M_{32}^{2},  \tag{22}\\
& \Omega=\left[M_{35}, \Phi\right]^{2}+\left[M_{30}, \Phi\right]^{2} \\
& \quad-\left[M_{31}, \Phi\right]^{2}-\left[M_{32}, \Phi\right]^{2}-\Phi^{2}, \tag{23}
\end{align*}
$$

with

$$
\Phi=\Pi_{3}-\Pi_{4} .
$$

## 3. RELATION BETWEEN REPRESENTATIONS OF G AND $g$

Let $K^{\prime}$ be the maximal compact subgroup of the de Sitter group, $G^{\prime}$. It is isomorphic to $S O(3) \otimes$ $S O(2)=F_{1}^{\prime} \otimes S O(2)$, in previous notation. The $S O(2)$ subgroup leaves invariant the $x_{1}, x_{2}$, and $x_{3}$ axes in $\mathbf{R}^{5}$. Its infinitesimal generator is $i H_{2}$. $\phi^{-1}\left(K^{\prime}\right)=K$ is the universal covering group of $K^{\prime} . K=F_{1} \otimes T$, where

$$
\begin{equation*}
T=\left\{T_{\tau}=\exp \left(i_{\tau} H_{2}\right) \mid-\infty<\tau<\infty\right\} \tag{24}
\end{equation*}
$$

$T$ is a closed subgroup of $G$ isomorphic to the additive group of reals. Neither $T$ nor $K$ is compact. $Z$ is the center of both $G$ and $K$, and $K^{\prime} \cong K / Z$. The element $T_{2 \pi}$ generates the infinite cyclic subgroup of $Z$. We call $K$ the maximal essentially com-

[^7]pact subgroup of $G$, i.e., its image in the adjoint group $G^{\prime}$ is compact.
Irreducible unitary representations of $K$ are finitedimensional, even though $K$ is noncompact, and corresponding to the decomposition $K=F_{1} \otimes T$, they are a tensor product of an irreducible representation of $F_{1}$ and an irreducible representation of $T$. They are specified by a pair, $(j, \epsilon)$, where $2 j$ is a nonnegative integer and $\epsilon$ is any real number, and have dimensionality $2 j+1$.

Much work has been done by Garding, HarishChandra, Nelson, and others on the relation between representations of a semisimple Lie group and those of its Lie algebra. In the following lemmas and remarks we apply several of their results to the present case. For the $4+1$ de Sitter group this has been done by Dixmier, ${ }^{11}$ who also indicates that his conclusions carry over to an arbitrary real semisimple Lie group.

Lemma 1: Let $\rho^{\prime}$ be an irreducible unitary representation of $G$ on a separable complex Hilbert space, $\mathfrak{H}$. Then $\rho^{\prime} \mid K$, the restriction of $\rho^{\prime}$ to $K$, is completely reducible; that is, $\mathfrak{H C}$ decomposes into a direct sum of finite-dimensional subspaces which are invariant under $\rho^{\prime}(K)$ and irreducible for $\rho^{\prime} \mid K$.

Proof: $T_{2 \pi} \in Z$ and hence $\rho^{\prime}\left(T_{2 \pi}\right)$ commutes with $\rho^{\prime}(G)$ and is therefore a multiple of the identity I. Let $\rho^{\prime}\left(T_{2 \pi}\right)=\exp \left(i 2 \pi \epsilon^{0}\right) \mathrm{I}$, with $0 \leq \epsilon^{0}<1$. Now, define $\nu^{\prime}$ to be the unitary representation of $K=$ $F_{1} \otimes T$ on $\mathfrak{K}:$

$$
\begin{align*}
\nu^{\prime} & : F_{1}(x) T_{\tau} \\
& \rightarrow e^{-i e^{\circ} \tau} \rho^{\prime}\left[F_{1}(x) T_{\tau}\right] \quad\left(F_{1}(x) \in F_{1}, T_{\tau} \in T\right) \tag{25}
\end{align*}
$$

Then $\nu^{\prime}\left[F_{1}(x) T_{\tau+2 \pi}\right]=\nu^{\prime}\left[F_{1}(x) T_{\tau}\right]$, and thus $\nu^{\prime}$ is a unitary representation on $\mathfrak{H C}$ of the compact group $S U(2) \otimes S O(2)$. Hence $\nu^{\prime}$ is completely reducible by the well-known theorem for compact groups. This shows that $\rho^{\prime} \mid K$ is completely reducible also.

Let $\Lambda_{0}$ be the set of all inequivalent irreducible unitary representations of $K$. Elements of $\Lambda_{0}$ are specified by ( $j, \epsilon$ ). Let $\Lambda \subset \Lambda_{0}$ be the set of all distinct ( $j, \epsilon$ ) which occur in the complete reduction of $\rho^{\prime} \mid K$. Then it is known that each ( $j, \epsilon$ ) in $\Lambda$ occurs at most $2 j+1$ times in the decomposition. ${ }^{12}$ In fact, Ehrman ${ }^{7}$ has shown that this upper bound can be reduced to $j+\frac{1}{2}$ or $j+1$ for $2 j$ an odd or even integer, respectively. Only for special $\rho^{\prime}$ does each ( $j$, e) in $\Lambda$ has multiplicity one. Following Ehrman, we call such representations singletons.

[^8]For ( $j, \epsilon) \in \Lambda$, let $V_{i, e}$ be the (finite) direct sum of all irreducible subspaces of $\mathfrak{Z C}$ of type ( $j, \epsilon$ ). Then $\mathfrak{H}$ is the direct sum

$$
\mathfrak{K}=\oplus_{(i, e) \in A} V_{i, t},
$$

and the algebraic sum

$$
\begin{equation*}
V=\sum_{(j, t \in \in A} V_{i, 6} \tag{26}
\end{equation*}
$$

is dense in $\mathfrak{K}$.
Let $a \subset \mathfrak{F}$ be the set of vectors analytic ${ }^{13}$ for $\rho^{\prime}$. Harish-Chandra ${ }^{14}$ has shown (i) $V \subset a$, (ii) $\rho^{\prime}(g) V \subset V$. Let $\rho$ be this representation of $g$ (or $\mathbb{B}$ ) on $V$; then $\rho$ is algebraically irreducible. ${ }^{16}$ For a class of $X$ in $Q$, the closure of $i \rho(X)$ is self-adjoint. This class includes all elements of $g$ and the skewsymmetric elements belonging to the center of $\mathbb{B}$ or to the center of a subalgebra of $\mathbb{\leftrightarrow} .{ }^{16}$ In particular, the operators $\rho(\Omega), \rho(\mathrm{II})$, and $\rho\left(\Pi_{a}\right)(a=1,2,3,4)$ are essentially self-adjoint; i.e., their closures are self-adjoint.

Take the simultaneous eigenvectors $|j m \epsilon ; \alpha\rangle$ of the commuting operators $\rho\left(\Pi_{1}\right), \rho\left(H_{1}\right), \rho\left(H_{2}\right)$ as an orthonormal basis for $V$. The eigenvalue equations are

$$
\begin{align*}
& \rho\left(\Pi_{1}\right)|j m \epsilon ; \alpha\rangle=j(j+1)|j m \epsilon ; \alpha\rangle, \\
& \rho\left(H_{1}\right)|j m \epsilon ; \alpha\rangle=m|j m \epsilon ; \alpha\rangle,  \tag{27}\\
& \rho\left(H_{2}\right)|j m \epsilon ; \alpha\rangle=\epsilon\left|j m_{\epsilon} ; \alpha\right\rangle .
\end{align*}
$$

For fixed $(j, \epsilon) \in \Lambda$, the $|j m \epsilon ; \alpha\rangle$ span $V_{i, \epsilon}$. The discrete parameter $\alpha$ lifts the ( $j, m, \epsilon$ ) degeneracy. We have seen that the range of $\alpha$ is finite and, in general, dependent on both $j$ and $\epsilon$. It is only for singleton representations that $\alpha$ becomes redundant.

Lemma 2: In the algebraically irreducible representation $\rho$ of $\mathbb{B}$ on $V$, the eigenvalues $\epsilon$ and $j(j+1)$ of operators $\rho\left(H_{2}\right)$ and $\rho\left(\Pi_{1}\right)$ obey the restrictions:
(i) $\epsilon \equiv \epsilon^{0}(\bmod 1)$ with $0 \leq \epsilon^{0}<1$; that is $\epsilon^{0}$, the fractional part of $\epsilon$, is constant.
(ii) $2 j$ takes either even integer or odd integer values.

## Proof:

(i) With the notation of Lemma 1, let

[^9]$$
\rho^{\prime}\left(T_{7}\right)=\exp \left[i \tau \rho\left(H_{2}\right)\right], \quad \nu^{\prime}\left(T_{r}\right)=\exp \left[i \tau \nu\left(H_{2}\right)\right]
$$

From Lemma $1, \nu^{\prime}$ is a (continuous) unitary representation of $S O(2)$ and therefore $\nu\left(H_{2}\right)$ has only integer eigenvalues. But, from the definitions of $\nu^{\prime}$ and $\nu, \rho\left(H_{2}\right)=\epsilon^{0} I+\nu\left(H_{2}\right)\left(0 \leq \epsilon^{0}<1\right)$, and hence (i) follows.
(ii) It is well known that, under a rotation through $2 \pi$ in the $x_{1} x_{2} x_{3}$ plane, $|j m \epsilon ; \alpha\rangle$ becomes multiplied by $(-1)^{2 i}$. Since this operation is in the center of $G$, the parity of $2 j$ must be constant.

For physical applications, it is essential that we find a set of commuting, essentially self-adjoint operators in $\rho(\mathbb{B})$, whose eigenvalues completely parametrize a basis for $V$. Racah ${ }^{17}$ has shown that we need at least $\frac{1}{2}$ (order $g-3$ rank $g$ ) $=2$ such operators, in addition to $\rho\left(\Pi\right.$ II) $\rho(\Omega), \rho\left(H_{1}\right)$, and $\rho\left(H_{2}\right)$. We take $\rho\left(\Pi_{3}\right)$ and $\rho\left(\Pi_{4}\right)$ as the extra commuting operators. Only for the special case of singleton representations is $\rho\left(\Pi_{1}\right)$ an appropriate choice as one of the extra pair; for the general $\rho$ we cannot find a commuting self-adjoint operator with eigenvalues $\alpha$.

With $\rho\left(\Pi_{3}\right)$ and $\rho\left(\Pi_{4}\right)$ in the set of commuting operators, it is more convenient to label the basis with eigenvalues $\lambda$ and $\lambda^{\prime}$ of the operators representing $H_{3}$ and $H_{4}$, (19);

$$
\begin{array}{ll}
\rho\left(H_{3}\right)=\frac{1}{2}\left(\rho\left(H_{1}\right)+\rho\left(H_{2}\right)\right), & \lambda=\frac{1}{2}(m+\epsilon),  \tag{28}\\
\rho\left(H_{4}\right)=\frac{1}{2}\left(\rho\left(H_{2}\right)-\rho\left(H_{1}\right)\right), & \lambda^{\prime}=\frac{1}{2}(\epsilon-m) .
\end{array}
$$

From Lemma 2 (ii), $\lambda-\lambda^{\prime}$ is an integer or half-odd integer throughout $\rho$.

We can generalize the idea of the weight diagram of a representation of a compact group to the noncompact case. The weight space of $\rho$ is two dimensional. Its points (weights) are defined either by the coordinates ( $m, \epsilon$ ) or ( $\lambda, \lambda^{\prime}$ ), corresponding to the two different bases for the Cartan subalgebra, $h_{c}$. These bases are related by a rotation through $\frac{1}{4} \pi$ and a change of scale on the weight diagram. The multiplicity of a weight is equal to the dimensionality of the associated eigenspace. It is important to notice that a weight may have an infinite multiplicity corresponding to the occurrence of $j$ values up to infinity. We now prove a theorem which rules out this possibility for the representations of physical interest.

Theorem $1^{18}$ : Let $\rho$ be an algebraically irreducible

[^10]representation of $g$ on $V=\sum_{(i, t) \in \Lambda} V_{i, . .}$ Then if $\epsilon$ is bounded below (above):
(i) $\lambda$ and $\lambda^{\prime}$ are bounded below (above),
(ii) $\epsilon, \lambda$, and $\lambda^{\prime}$ are positive-definite (negativedefinite),
(iii) given ( $j, \epsilon$ ) in $\Lambda$, for fixed $\epsilon, j<|\epsilon|$.

Proof: (i) First suppose $\epsilon$ is bounded below. Let $\epsilon_{0} \in \Lambda$ be a lower bound. Then $\left|m \epsilon_{0}\right\rangle$ is a basis vector for $V$, for some finite $m$. From (18), it is easy to check that $\rho\left(E_{-a}\right)(a=2,3,4)$ are lowering operators for $\epsilon$. Therefore $\rho\left(E_{-a}\right)\left|m \epsilon_{0}\right\rangle$ must vanish. Now, ${ }^{19} V=\rho(\mathbb{B})\left|m \epsilon_{0}\right\rangle$. Let $X$ be an element of $\mathbb{B}$ of degree $n$. Again using table (18), we find that $\rho\left(E_{-a}^{n+1}\right) \rho(X)\left|m \epsilon_{0}\right\rangle$ vanishes. Thus every vector in $V$ is annihilated by a finite product of the $\rho\left(E_{-a}\right)$. But $\rho\left(E_{-3}\right), \rho\left(E_{-4}\right)$ are lowering operators for $\lambda, \lambda^{\prime}$, respectively. It follows that both $\lambda$ and $\lambda^{\prime}$ are bounded below. For $\epsilon$ bounded above, the result follows using $\rho\left(E_{3}\right)$ and $\rho\left(E_{4}\right)$.
(ii) It follows from (i) and (A3) that in the reduction of $\rho \mid f_{a}(a=2,3,4)$, the irreducible components must all be of type $\sigma_{l}^{+}$or $\sigma_{l}^{-}$according as $\epsilon, \lambda, \lambda^{\prime}$ are bounded below or above, respectively. The result (ii) is a consequence of (A5).
(iii) Fix a weight $(m, \epsilon)=\left(\lambda, \lambda^{\prime}\right)$. For $\epsilon>0$; $\lambda>0, \lambda^{\prime}>0 \Rightarrow|m|<\epsilon$ from (28). Similarly, with $\epsilon<0 ; \lambda<0, \lambda^{\prime}<0 \Rightarrow|m|<-\epsilon$. For $(j, \epsilon)$ in $\Lambda, j \leqq \max |m|<|\epsilon|$. This completes the proof.

Corollary 1: For $\epsilon$ bounded below or above, each weight has a finite multiplicity.

Proof: This is immediate from (iii) and the finite dimensionality of the $V_{i, \text {, }}$ subspaces.

Corollary $\mathcal{2}^{18}$ : Suppose $\epsilon, \lambda, \lambda^{\prime}$ are bounded below (above), with lower (upper) bounds $\epsilon_{0}, \lambda_{0}, \lambda_{0}^{\prime}$, respectively. Then the basis vectors $\left|m \epsilon_{0}\right\rangle,\left|\lambda_{0} \lambda^{\prime}\right\rangle,\left|\lambda \lambda_{0}^{\prime}\right\rangle$ transform under $\rho\left(f_{1}\right), \rho\left(f_{4}\right), \rho\left(f_{3}\right)$ as irreducible unitary representations of type $\mathscr{D}_{i_{0}}, \sigma^{+}, \sigma^{+}\left(\mathscr{D}_{i \theta}, \sigma^{-}, \sigma^{-}\right)$; that is, the weights ( $m, \epsilon_{0}$ ), ( $\lambda_{0}, \lambda^{\prime}$ ), and ( $\lambda, \lambda_{0}^{\prime}$ ) are simple.

Proof: Consider $\epsilon, \lambda, \lambda^{\prime}$ bounded below. Let $\mathbb{Q}_{1}$ be the subalgebra of $\mathbb{Q}$ generated by $\left\{1, f_{1}\right\} . \mathbb{B}_{1}$ is the enveloping algebra of $f_{1}$ and we can identify the representations of $f_{1}$ and $@_{1}$. Subalgebras $\mathscr{@}_{2}, \mathscr{@}_{3}$, and $\mathbb{Q}_{4}$ are defined analogously. Choose a nonzero basis vector $\left|m \epsilon_{0}\right\rangle$, then $V=\rho(\mathbb{B})\left|m \epsilon_{0}\right\rangle$. Suppose $\left|m \epsilon_{0}\right\rangle^{\prime}=$ $\rho(X)\left|m \epsilon_{0}\right\rangle$ for some $X$ in $\Theta$ has weight ( $m, \epsilon_{0}$ ). We may commute through and thus remove all $E_{-a}(a=2,3,4)$ in $X$, since these are lowering operators for $\epsilon$. Obviously all $E_{a}(a=2,3,4)$ must

[^11]

Fig. 2. The weight diagram of a typical representation of type $\rho^{+}$.
also have disappeared. Further, $\left[H_{2}, \mathscr{B}_{1}\right]=0$ and thus we may take $X$ in $\mathscr{ß}_{1}$. But $\rho\left(\mathscr{B}_{1}\right)$ generates an irreducible representation, $D_{i}$ say, of $f_{1}$ with $j_{0}<\epsilon_{0}$. In $D_{j_{0}}$, each weight $m$ is simple. Therefore $\left|m \epsilon_{0}\right\rangle^{\prime}$ is a multiple of $\left|m \epsilon_{0}\right\rangle$. The rest of the proof follows analogously.
Let $\rho^{+}, \rho^{-}$denote the irreducible representations $\rho$ with $\epsilon$ bounded below and above, respectively. Theorem 1 allows us to construct the form of the weight diagram of $\rho^{+}$. Horizontal lines connect members of $\left(f_{1}, H_{2}\right)$ multiplets and oblique lines connect $f=$ $f_{3}+f_{4}$ multiplets. Corollaries 1 and 2 show that weights on the perimeter are simple and interior weights have finite multiplicities. For $\rho^{-}$we reflect the diagram in the $m$ axis.

## Decomposition of $\mathrm{e} / f$

Let $\sigma_{l i}^{+}$, be the algebraically irreducible representation $\sigma_{l}^{+} \otimes \sigma_{1}{ }^{+}$of $f=f_{3}+f_{s}$, defined on the Kronecker product space $V_{i t}=V_{i} \otimes V_{i}$ (cf., Appendix). For $X=X_{3}+X_{4}$ in $f$ and $\left|l l^{\prime}\right\rangle=$ $|l\rangle \otimes\left|l^{\prime}\right\rangle$ in $V_{l u}:$

$$
\begin{align*}
& \sigma_{l l^{\prime}}^{+}(X)\left|l l^{\prime}\right\rangle \\
& =\left(\sigma_{i}^{+}\left(X_{3}\right)|l\rangle\right\rangle \otimes\left|l^{\prime}\right\rangle+|l\rangle \otimes\left(\sigma_{l^{\prime}}^{+}\left(X_{4}\right)\left|l^{\prime}\right\rangle\right. \tag{29}
\end{align*}
$$

We can now deduce several results concerning the decomposition of $\rho^{+} \mid f$. (For $\rho^{-} \mid f$ the modifications are obvious, with $\sigma_{l}^{-}$, defined analogously.)
(A) The irreducible components are of type $\sigma_{13}^{+}$, by Theorem 1. (The identity representation of $f$ occurs if and only if $\rho^{+}$is the identity representation and we agree to exclude this case from the class $\rho^{ \pm}$.)
(B) Each $\sigma_{i t}^{+}$, occurs at most with finite multiplicity, by Theorem 1, Corollary 1.
(C) The $\sigma_{l l}^{+}$, are subrepresentations of $\rho^{+} \mid f$; that is, $V$ decomposes into the algebraic sum of subspaces $V_{n}$, on which $\rho^{+} \mid f$ acts irreducibly according
to $\sigma_{l l^{+}}$. This is a consequence of (B), Lemma 2(i) and (A7).
(D) Let $\left(m_{0}, \epsilon_{0}\right)\left(m_{0}=-j_{0},-j_{0}+1, \cdots, j_{0}\right)$ be the $2 j_{0}+1$ simple weights of Theorem 1, Corollary 2. Each ( $m_{0}, \epsilon_{0}$ ) is a "terminal" weight of the irreducible representation $\sigma_{i l}^{+}$, with

$$
\begin{equation*}
l=-\frac{1}{2}\left(m_{0}+\epsilon_{0}\right), \quad l^{\prime}=-\frac{1}{2}\left(\epsilon_{0}-m_{0}\right) \tag{30}
\end{equation*}
$$

and these $2 j_{0}+1$ distinct representations occur once and only once in the decomposition of $\rho^{+} \mid f$. We conjecture that, in fact, each $\sigma_{l l}^{+}$, occurs at most once in $\rho^{+} \mid f$; or equivalently, the operators representing $\Pi, \Omega, \Pi_{3}, \Pi_{4}, H_{3}$, and $H_{4}$ form a complete commuting set. While we have no proof of this, we can make it plausible. We have observed that, by counting the parameters in $g$, we can establish the need for at least six elements in the commuting set. ${ }^{17}$ If a further commuting operator was required, then it would depend on $f$, since we have found $2 j_{0}+1$ of the $\sigma_{l u}^{+}$, which occur only once. Such an operator is, necessarily, a function of the previous six operators. ${ }^{20}$ Dixmier ${ }^{21}$ has proved the analogous result for the irreducible unitary representations of $S O(4,1)$ decomposed with respect to its maximal compact subgroup $S O(4)$. His proof involves the Iwasawa decomposition of $S O(4,1)$, in which the maximal compact subgroup occurs explicitly. It does not carry over to our case where the subgroup with respect to which we decompose $\rho$ is a covering group of $S O(2,2)$. Hereafter we consider only those $\rho^{ \pm}$for which the conjecture holds. The reasons given above suggest that this is not a restriction at all.
(E) Let $\Gamma=\left\{\left(l, l^{\prime}\right) \mid \sigma_{l,}^{+}\right.$, occur in $\left.\rho^{+} \mid f\right\}$. Then from (C)

$$
\begin{equation*}
V=\sum_{\left(l, i^{\prime}\right) \in \mathbf{T}} V_{l l^{\prime}} \tag{31}
\end{equation*}
$$

From (17), (29), and (A6), we can choose an orthonormal basis for $V_{u}{ }^{\prime}$ so that

$$
\begin{align*}
& \sigma_{l l^{\prime}}^{+}(H)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle=2 i \lambda\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle, \\
& \sigma_{l l^{\prime}}^{+}\left(H^{\prime}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle=-2 i \lambda^{\prime} \mid\left\langle\lambda l^{\prime} \lambda^{\prime}\right\rangle,  \tag{32}\\
& \sigma_{l l}^{+},\left(E_{ \pm \alpha}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle \\
& =2 i[(\lambda \mp l)(\lambda \pm l \pm 1)]^{\frac{1}{2}}\left|l \lambda \pm 1 l^{\prime} \lambda^{\prime}\right\rangle, \\
& \sigma_{a}^{+},\left(E_{ \pm \beta}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle \\
& =2 i\left[\left(\lambda^{\prime} \pm l^{\prime}\right)\left(\lambda^{\prime} \mp l^{\prime} \mp 1\right)\right]^{\frac{1}{\mid c}}\left|l \lambda l^{\prime} \lambda^{\prime} \mp 1\right\rangle,
\end{align*}
$$

${ }^{20}$ There is the possibility that we may not be able to find a complete set of commuting symmetric elements in $₫$, or that our choice is an inconvenient one.
${ }^{21}$ J. Dixmier, Compt. Rend. 250, 3263 (1960). The proof is given for the decomposition of irreducible unitary representations of $S O(n, 1)$ with respect to $S O(n)$.
with

$$
\lambda+l=0,1,2, \cdots ; \quad \lambda^{\prime}+l^{\prime}=0,1,2, \cdots
$$

These equations are formally identical with those for the case $f$ is the real compact form of $f_{c}{ }^{22}$
(F) If we discuss the representation $\rho^{+}$of $g$ on $V$ in terms of the basis $\mid\left\langle\lambda l^{\prime} \lambda^{\prime}\right\rangle$ in which $f$ is diagonal, then we can make a unitary transformation to the basis $|j m \epsilon ; \alpha\rangle$ :

$$
\left|j m_{\epsilon} ; \alpha\right\rangle=\sum_{l l^{\prime}}\left\langle l \lambda l^{\prime} \lambda^{\prime} \mid j m \epsilon ; \alpha\right\rangle\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle .
$$

The transformation functions vanish for all save a finite number of $\left(l, l^{\prime}\right) \in \Gamma$. This diagonalizes the operators $\rho^{+}\left(\mathrm{II}_{1}\right)$ and $\rho^{+}\left(H_{2}\right) . V$ is dense in $\mathfrak{H}$, and we can use arguments similar to those given by Dixmier ${ }^{11}$ to show that there exists a unique irreducible unitary representation, $\rho^{\prime+}$ of $G$ on $\mathfrak{H}$, whose infinitesimal representation is just $\rho^{+}$.

Thus, we have completely reduced the problem of constructing the irreducible representations of type $\rho^{\prime t}$ to a similar one for its Lie algebra $g$. Now, it is a trivial modification of the proof of Theorem 1 to show that, if at least one irreducible representation of type $\sigma^{+}\left(\sigma^{-}\right)$occurs in the decomposition of one of the reducible unitary representations $\rho \mid f_{\mathrm{o}}(a=$ $2,3,4)$, then $\rho$ is of type $\rho^{+}\left(\rho^{-}\right)$. We know from the work of Harish-Chandra ${ }^{15}$ that $G$ possesses a discrete series of unitary irreducible representations $\rho^{\prime}$ and that on the restriction of $\rho^{\prime}$ to a subgroup of $G$ which also has a discrete series, ${ }^{23}$ all irreducible components belong to its discrete series. (This follows from the square-integrability of members of the discrete series. ${ }^{15}$ ) Therefore, a classification of representations of type $\rho^{ \pm}$includes a classification of the discrete series for $G$. As has already been observed for the universal covering groups of $S O(2,1)^{24}$ and $S O(4,1),{ }^{11}$ we must expect that a certain subset of the $\rho^{ \pm}$will not be square-integrable, and hence will not appear in the Plancherel formula for $G$.

## 4. MATRIX ELEMENTS OF THE LIE ALGEBRA $g$

Hereafter, the representation $\rho^{+}$of $g$ is written simply as $\rho$. It also denotes the uniquely determined unitary irreducible representation of $G$. We introduce an orthonormal basis, $\left|l \lambda l^{\prime} \lambda^{\prime} ; P W\right\rangle\left[\left(l, l^{\prime}\right) \in\right.$ $\left.\Gamma ; \lambda+l=0,1,2, \cdots ; \lambda^{\prime}+l^{\prime}=0,1,2, \cdots\right]$ for the representation space $V$, corresponding to the decomposition (31), with
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$$
\begin{align*}
& \rho(\Pi)\left|l \lambda l^{\prime} \lambda^{\prime} ; P W\right\rangle=P\left|l \lambda l^{\prime} \lambda^{\prime} ; P W\right\rangle,  \tag{33}\\
& \rho(\Omega)\left|l \lambda l^{\prime} \lambda^{\prime} ; P W\right\rangle=W\left|l \lambda l^{\prime} \lambda^{\prime} ; P W\right\rangle,
\end{align*}
$$
\]

and satisfying (32) with respect to $\rho(f)$. For simplicity, we omit the labels $P, W$.

The commutations relations (6) to (9) of the subalgebra $f_{c}$ are automatically satisfied. We use the method of Thomas ${ }^{6}$ to determine the matrix elements of the operators $\rho\left(E_{ \pm \gamma}\right), \rho\left(E_{ \pm 8}\right)$. The end results are given by Dixmier ${ }^{11}$ for the case that $g_{\text {o }}$ arises from the Lie algebra of the group $S O(4,1)$. We sketch a derivation as the range of our eigenvalue is different from that of Thomas and Dixmier. From Eqs. (10) and (11), we find
$\left\langle k v k^{\prime} \nu^{\prime}\right| \rho\left(E_{ \pm \gamma}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle=0$,

$$
\begin{equation*}
\text { for } \quad \nu \neq \lambda \pm \frac{1}{2}, \quad \nu^{\prime} \neq \lambda^{\prime} \pm \frac{1}{2}, \tag{34}
\end{equation*}
$$

$\left\langle h \nu k^{\prime} \nu^{\prime}\right| \rho\left(E_{ \pm \dot{\prime}}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle=0$,

$$
\text { for } \quad \nu \neq \lambda \pm \frac{1}{2}, \quad \nu^{\prime} \neq \lambda^{\prime} \mp \frac{1}{2} .
$$

This also places a restriction on the $(l, k),\left(l^{\prime}, k^{\prime}\right)$ pairs involved in nonzero matrix elements. In fact, we easily deduce
$l-k \equiv \frac{1}{2}(\bmod 1), \quad l^{\prime}-k^{\prime} \equiv \frac{1}{2}(\bmod 1)$

$$
\begin{equation*}
\left(l, l^{\prime}, k, k^{\prime}<0\right) \tag{35}
\end{equation*}
$$

for the ( $l, k$ ) and $\left(l^{\prime}, k^{\prime}\right)$ pairs occurring in a nonzero matrix element.

The two vanishing commutators in (12) enable us to define reduced matrix elements with respect to $\lambda$ for $\rho\left(E_{\gamma}\right)$ and $\rho\left(E_{-\delta}\right)$. Using (32) and (34) we find

$$
\begin{align*}
\left\langle k \lambda+\frac{1}{2} k^{\prime} \lambda^{\prime}+\right. & \left.\frac{1}{2}\left|\rho\left(E_{\gamma}\right)\right| l \lambda l^{\prime} \lambda^{\prime}\right\rangle \\
= & {\left[\frac{\left(\lambda+k+\frac{1}{2}\right)!\left(\lambda-k-\frac{1}{2}\right)!}{(\lambda+l)!(\lambda-l-1)!}\right]^{\frac{1}{2}} } \\
& \times\left\langle k k^{\prime} \lambda^{\prime}+\frac{1}{2} \| \rho\left(E_{\gamma}\right)\right|\left|l l^{\prime} \lambda^{\prime}\right\rangle,  \tag{36}\\
\left\langle k \lambda-\frac{1}{2} k^{\prime} \lambda^{\prime}+\right. & \left.\frac{1}{2}\left|\rho\left(E_{-\frac{1}{}}\right)\right| l \lambda l^{\prime} \lambda^{\prime}\right\rangle \\
= & {\left[\frac{(\lambda+l)!(\lambda-l-1)!}{\left(\lambda+k-\frac{1}{2}\right)!\left(\lambda-k-\frac{3}{2}\right)!}\right]^{\frac{1}{2}} } \\
& \times\left\langle k k^{\prime} \lambda^{\prime}+\frac{1}{2} \| \rho\left(E_{\left.-\frac{0}{}\right)}\right)\right|\left|l^{\prime} \lambda^{\prime}\right\rangle,
\end{align*}
$$

with $x!=(x-1)!x$.
We show that the left-hand sides of (36) vanish for all $k$ which make the factorials negative. For these values of $k$, we define the reduced matrix elements to be zero. From each of the remaining two relations in (12) we can determine the ratio of the reduced matrix elements in (36). Then for consistency we require

$$
\begin{equation*}
\left[(l-k)^{2}-\frac{1}{4}\right]\left[(l+k+1)^{2}-\frac{1}{4}\right]=0, \tag{37}
\end{equation*}
$$

that is, the matrix elements (36) vanish unless

$$
k=l \pm \frac{1}{2},-l-\frac{1}{2},-l-\frac{3}{2} \quad(l<0, k<0)
$$

Together with (35), it can be seen that $k=l \pm \frac{1}{2}$ gives all allowed $k$ values. Substituting these values of $k$ in (36), we have
$\left\langle l-\frac{1}{2} \lambda+\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\right| \rho\left(E_{\gamma}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle$
$=(\lambda-l)^{\frac{1}{k}}\left(l-\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\left\|\rho\left(E_{\gamma}\right)\right\| l l^{\prime} \lambda^{\prime}\right\rangle(l<0)$,
$\left\langle l+\frac{1}{2} \lambda+\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\right| \rho\left(E_{\gamma}\right)\left|l \lambda l^{\prime} \cdot \lambda^{\prime}\right\rangle$
$=(\lambda+l+1)^{\frac{1}{2}}\left\langle l+\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\left\|\rho\left(E_{\gamma}\right)\right\| l l^{\prime} \lambda^{\prime}\right\rangle$
$\left\langle l-\frac{1}{2} \lambda-\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\right| \rho\left(E_{-\delta}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle$
$=(\lambda+l)^{\frac{1}{2}}\left(l-\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\left\|\rho\left(E_{-\delta}\right)\right\| l l^{\prime} \lambda^{\prime}\right\rangle(l<0)$,
$\left\langle l+\frac{1}{2} \lambda-\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\right| \rho\left(E_{-\delta}\right)\left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle$
$=(\lambda-l-1)^{\frac{1}{2}}\left\langle l+\frac{1}{2} k^{\prime} \lambda^{\prime}+\frac{1}{2}\left\|\rho\left(E_{-\delta}\right)\right\| l l^{\prime} \lambda^{\prime}\right\rangle$
$\left(l<-\frac{1}{2}\right)$.

Note that the left-hand side of the third equation in (38) is not defined for $\lambda=-l$ with $-\frac{1}{2} \leqq l<0$. However, the right-hand side vanishes and we choose to regard the left-hand side as being defined but zero.

The commutation relations (13) lead to similar definitions of reduced matrix elements with respect to $\lambda$ for $\rho\left(E_{-\gamma}\right)$ and $\rho\left(E_{\delta}\right)$. Similarly, (14) and (15) allow us to define reduced matrix elements with respect to $\lambda^{\prime}$. We can now combine the four sets of equations analogous to (38) and define four reduced matrix elements with respect to both $\lambda$ and $\lambda^{\prime}$. Because we have completely parametrized our basis, these final four reduced matrix elements are complex numbers $a_{11^{\prime}}, b_{11}, c_{11}$, and $d_{1 l^{\prime}}$. In terms of these, we have

$$
\begin{align*}
\rho\left(E_{ \pm \gamma}\right) & \left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle= \pm\left[(\lambda \mp l)\left(\lambda^{\prime} \mp l^{\prime}\right)\right]^{\frac{1}{2}} \\
& \times a_{l l},\left|l-\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}-\frac{1}{2} \lambda^{\prime} \pm \frac{1}{2}\right\rangle \\
& \pm\left[(\lambda \pm l \pm 1)\left(\lambda^{\prime} \pm l^{\prime} \pm 1\right)\right]^{\frac{1}{2}} \\
& \times b_{l l},\left|l+\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}+\frac{1}{2} \lambda^{\prime} \pm \frac{1}{2}\right\rangle \\
& \pm\left[(\lambda \pm l \pm 1)\left(\lambda^{\prime} \mp l^{\prime}\right)\right]^{\frac{1}{2}} \\
& \times c_{1 l^{\prime}},\left|l+\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}-\frac{1}{2} \lambda^{\prime} \pm \frac{1}{2}\right\rangle \\
& \pm\left[(\lambda \mp l)\left(\lambda^{\prime} \pm l^{\prime} \pm 1\right)\right]^{\frac{1}{2}} \\
& \times d_{l l},\left|l-\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}+\frac{1}{2} \lambda^{\prime} \pm \frac{1}{2}\right\rangle \tag{39}
\end{align*}
$$

$$
\begin{align*}
\rho\left(E_{ \pm \delta}\right) & \left|l \lambda l^{\prime} \lambda^{\prime}\right\rangle=\mp i\left[(\lambda \mp l)\left(\lambda^{\prime} \pm l^{\prime}\right)\right]^{\frac{1}{2}} \\
& \times a_{l l},\left|l-\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}-\frac{1}{2} \lambda^{\prime} \mp \frac{1}{2}\right\rangle \\
& \mp i\left[(\lambda \pm l \pm 1)\left(\lambda^{\prime} \mp l^{\prime} \mp 1\right)\right]^{\frac{1}{2}} \\
& \times b_{l l^{\prime}}\left|l+\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}+\frac{1}{2} \lambda^{\prime} \mp \frac{1}{2}\right\rangle \\
& \mp i\left[(\lambda \pm l \pm 1)\left(\lambda^{\prime} \pm l^{\prime}\right)\right]^{\frac{1}{2}} \\
& \times c_{l l},\left|l+\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}-\frac{1}{2} \lambda^{\prime} \mp \frac{1}{2}\right\rangle \\
& \mp i\left[(\lambda \mp l)\left(\lambda^{\prime} \mp l^{\prime} \mp 1\right)\right]^{\frac{3}{2}} \\
& \times d_{l l^{\prime}},\left|l-\frac{1}{2} \lambda \pm \frac{1}{2} l^{\prime}+\frac{1}{2} \lambda^{\prime} \mp \frac{1}{2}\right\rangle . \tag{40}
\end{align*}
$$

## Remarks:

(1) For $\rho=\rho^{-}$, (39) remains valid but we must change the over-all sign of the right-hand sides of (40).
(2) The vectors on the right-hand sides may become undefined:
(a) If $\left(l-\frac{1}{2}, l^{\prime}-\frac{1}{2}\right) \notin \Gamma$; then we agree to define $a_{l l^{\prime}}=0$. Similarly, if $\left(l+\frac{1}{2}, l^{\prime}+\frac{1}{2}\right) \notin \Gamma$, define $b_{l l^{\prime}}=0$, if $\left(l+\frac{1}{2}, l^{\prime}-\frac{1}{2}\right) \notin \Gamma$, define $c_{l l^{\prime}}=0$ and if $\left(l-\frac{1}{2}, l^{\prime}+\frac{1}{2}\right) \notin \Gamma$, define $d_{l l^{\prime}}=0$.
(b) If $\lambda-\frac{1}{2}$ becomes negative or zero. This can happen only when $\lambda=-l$ with $-\frac{1}{2} \leqq l<0$. In these cases either the coefficient contains $(\lambda+l)^{\frac{1}{2}}$ and is zero or the vector contains the label $\left(l+\frac{1}{2}, l^{\prime} \pm \frac{1}{2}\right)$ not in $\Gamma$, in which case $b_{l l^{\prime}}=c_{l l^{\prime}}=0$ by (a). Similarly for $\lambda^{\prime}-\frac{1}{2} \leqq 0$.
(3) For nonzero reduced matrix elements, the expressions under the square roots are nonnegative.
(4) $2\left(l-l^{\prime}\right)$ is either even integer or odd integer throughout $\rho$. This is equivalent to the statement of Lemma 2 (ii).

For the representation $\rho(G)$ to be unitary, we require that the operators $i \rho(g)$ be essentially selfadjoint on $V$. From (5), we see that we must apply this condition to the linear combinations $i \rho\left(E_{\gamma}+\right.$ $\left.E_{-\gamma}\right), \rho\left(E_{\gamma}-E_{-\gamma}\right), \rho\left(E_{\delta}+E_{-\delta}\right)$, and $i \rho\left(E_{\delta}-E_{-\gamma}\right)$ of (39) and (40). We obtain the reality conditions

$$
\begin{equation*}
a_{i l^{\prime}}=\bar{b}_{l-\frac{1}{2}, l^{\prime-\frac{1}{2}}}, \quad c_{l l^{\prime}}=\bar{d}_{l+\frac{1}{2}, l^{\prime}-\frac{1}{2}} \tag{41}
\end{equation*}
$$

where the bar denotes complex conjugation.
All the commutation relations are satisfied save those of (16), and it is easy to check that only one of these six is now independent. We choose for this

$$
\begin{equation*}
\left[E_{\gamma}, E_{-\gamma}\right]=-i\left(H-H^{\prime}\right) . \tag{42}
\end{equation*}
$$

Given $\left(l, l^{\prime}\right) \in \Gamma$, we can take diagonal matrix elements of (42), insert a complete set of intermediate states and use (41) to deduce

$$
\begin{align*}
& \left(\lambda l^{\prime}+\lambda^{\prime} l\right)\left|a_{l 2}\right|^{2}-\left(\lambda\left(l^{\prime}+1\right)-\lambda^{\prime}(l+1)\right)\left|b_{l l^{\prime}}\right|^{2} \\
& \quad+\left(\lambda l^{\prime}-\lambda^{\prime}(l+1)\right)\left|c_{l i} \cdot\right|^{2}-\left(\lambda\left(l^{\prime}+1\right)-\lambda^{\prime}\right)\left|d_{l l}\right|^{2} \\
& =-\left(\lambda+\lambda^{\prime}\right) \\
& \left(\lambda+l=0,1,2, \cdots ; \lambda^{\prime}+l^{\prime}=0,1,2, \cdots\right) . \tag{43}
\end{align*}
$$

We obtain two further equations involving the quantities $\left|a_{l l}\right|^{2}, \cdots,\left|d_{12}\right|^{2}$ by taking (diagonal) matrix elements of $\rho(I I)$ and $\rho(\Omega)$ in (22) and (23). We use (33) to express the irreducibility of $\rho$ and we need (5), (39), (40), and (A6) in the evaluation. This gives the first pair of equations (44), and (43) gives the second pair. For $\left(l, l^{\prime}\right) \in \Gamma$,

$$
\begin{align*}
& l l^{\prime}\left|a_{l l^{\prime}}\right|^{2}+(l+1)\left(l^{\prime}+1\right)\left|b_{l l^{\prime}}\right|^{2} \\
&-(l+1) l^{\prime}\left|c_{l l^{\prime}}\right|^{2} \\
&-l\left(l^{\prime}+1\right)\left|d_{l l^{\prime}}\right|^{2} \\
&= P / 2+l(l+1)+l^{\prime}\left(l^{\prime}+1\right) \\
& l l^{\prime}\left(l-l^{\prime}\right)^{2}\left|a_{l l^{\prime}}\right|^{2}+(l+1)\left(l^{\prime}+1\right)\left(l-l^{\prime}\right)^{2}\left|b_{l l^{\prime}}\right|^{2} \\
&-(l+1) l^{\prime}\left(l+l^{\prime}+1\right)^{2}\left|c_{l l^{\prime}}\right|^{2} \\
&-l\left(l^{\prime}+1\right)\left(l+l^{\prime}+1\right)^{2}\left|d_{l l^{\prime}}\right|^{2} \\
&= W / 2+\frac{1}{2}\left(l(l+1)-l^{\prime}\left(l^{\prime}+1\right)\right)^{2}  \tag{44}\\
& l\left|a_{l l^{\prime}}\right|^{2}-(l+1)\left|b_{l^{\prime}}\right|^{2} \\
& \quad-(l+1)\left|c_{l \prime^{\prime}}\right|^{2}+l\left|d_{l l^{\prime}}\right|^{2}=-1, \\
& l^{\prime}\left|a_{l l^{\prime}}\right|^{2}-\left(l^{\prime}+1\right)\left|b_{l l^{\prime}}\right|^{2} \\
&+l^{\prime}\left|c_{l l^{\prime}}\right|^{2}-\left(l^{\prime}+1\right)\left|d_{l l^{\prime}}\right|^{2}=-1 .
\end{align*}
$$

We can write these equations in the matrix form (symbolically)

$$
\begin{equation*}
A \mathbf{x}=\mathbf{y} \tag{45}
\end{equation*}
$$

with $\operatorname{det} A=2 l l^{\prime}(l+1)\left(l^{\prime}+1\right)(2 l+1)^{2}\left(2 l^{\prime}+1\right)^{2}$. Since $l, l^{\prime}$ are negative-definite, Eqs. (44) have a unique solution for all $\left(l, l^{\prime}\right) \in \Gamma$, except when

$$
\begin{equation*}
(2 l+1)(l+1)\left(2 l^{\prime}+1\right)\left(l^{\prime}+1\right)=0 . \tag{46}
\end{equation*}
$$

When (46) is not satisfied, we can invert (45) to obtain

$$
\begin{align*}
\left|b_{l \prime} \cdot\right|^{2} & =\frac{\left(l+l^{\prime}+1\right)\left(l+l^{\prime}+2\right)\left[P+\left(l+l^{\prime}\right)\left(l+l^{\prime}+3\right)\right]-W}{4(l+1)\left(l^{\prime}+1\right)(2 l+1)\left(2 l^{\prime}+1\right)}, \\
\left|d_{l i}\right|^{2} & =\frac{\left(l-l^{\prime}-1\right)\left(l-l^{\prime}\right)\left[P+\left(l+l^{\prime}-2\right)\left(l-l^{\prime}+1\right)\right]-W}{4 l\left(l^{\prime}+1\right)(2 l+1)\left(2 l^{\prime}+1\right)},  \tag{47}\\
\left|a_{l l^{\prime}}\right| & =\left|b_{l-\frac{1}{2}, l^{\prime}-\frac{3}{2}}\right|, \quad\left|c_{l l^{\prime}}\right|=\left|d_{l+\frac{l}{}, l^{\prime-\frac{l}{2}}}\right| .
\end{align*}
$$

Equation (42) has four off-diagonal matrix elements but, because of (41), only two are independent. For $\left(l, l^{\prime}\right) \in \Gamma$, we find

$$
\begin{align*}
& l b_{l-\frac{1}{2}, l^{\prime}+\frac{1}{3} d_{l l^{\prime}}} \\
& \quad=(l+1) d_{l+\frac{1}{2}, l^{\prime}+\frac{1}{2}} b_{l l^{\prime}}, \quad \text { if } \quad\left(l, l^{\prime}+1\right) \in \Gamma,  \tag{48}\\
& l^{\prime} b_{l+\frac{1}{2}, l^{\prime}+\frac{1}{2}} \bar{d}_{l+\frac{k}{2}, l^{\prime}-\frac{1}{2}} \\
& \quad=\left(l^{\prime}+1\right) \bar{d}_{l+1, l^{\prime}}, b_{l l^{\prime}}, \quad \text { if } \quad\left(l+1, l^{\prime}\right) \in \Gamma .
\end{align*}
$$

It is seen that these equations will be satisfied by any reasonable choice of phases in (47). Here we choose the positive square roots, which make all the $a_{11}{ }^{\prime}, b_{l i}{ }^{\prime}, c_{11}{ }^{\prime}$, and $d_{i l}{ }^{\prime}$ real and nonnegative. The form of (47) suggests that we change to the new parameters

$$
\begin{align*}
\sigma & =-\left(l+l^{\prime}\right),  \tag{49}\\
\delta & =l^{\prime}-l,
\end{align*}
$$

and we say that $(\sigma, \delta) \in \Delta$ if and only if $\left(l, l^{\prime}\right) \in \Gamma$. We write the decomposition (31):

$$
\begin{equation*}
V=\sum_{(\sigma, \delta) \in \Delta} V_{\sigma \delta} . \tag{50}
\end{equation*}
$$

From remark (4) above and with $l, l^{\prime}<0$, we deduce:

$$
\begin{cases}\sigma>|\delta|,  \tag{51}\\ 2 \delta, & \text { an even integer throughout } \\ & \text { or odd integer throughout. }\end{cases}
$$

Write $a_{\sigma \delta} \equiv a_{12}, \cdots, d_{\sigma \delta} \equiv d_{11}$, and then $a_{\sigma,-\delta}=$ $a_{i, l}, \cdots, d_{\sigma,-\delta}=d_{l^{\prime} l}$. With the above choice of phases, (47) and (49) give
$b_{\sigma \delta}=\left[\frac{(\sigma-1)(\sigma-2)(P+\sigma(\sigma-3))-W}{(\sigma+\delta-1)(\sigma+\delta-2)(\sigma-\delta-1)(\sigma-\delta-2)}\right]^{3}$,
$d_{\sigma \delta}=\left[\frac{\delta(\delta+1)(P+(\delta-1)(\delta+2))-W}{(\sigma+\delta)(\sigma+\delta-1)(\sigma-\delta-1)(\sigma-\delta-2)}\right]^{1}$,
$a_{\sigma \delta}=b_{\sigma+1, \delta}, \quad c_{g 8}=d_{\sigma, \delta-1}$
as a solution of (44) for all $(\sigma, \delta) \in \Delta^{\prime}$, where [see (46)]

$$
\begin{equation*}
\Delta^{\prime}=\{(\sigma, \delta) \in \Delta \mid \sigma \pm \delta \neq 1,2\} . \tag{53}
\end{equation*}
$$

It will be convenient to consider the matrix elements for the singular cases in the next section.

## 5. CLASSIFICATION OF THE DISCRETE SERIES FOR $G$

Definitions: A pair $(\sigma, \delta) \in \Delta$ is called a $\Delta$-weight of $\rho$, and the two-dimensional vector space spanned by the set of $\Delta$-weights is called the $\Delta$-weight space of $\rho$. The set of all $\Delta$-weights forms the $\Delta$-weight
diagram of $\rho$. It is a consequence of Sec. 3 (D) that every $\Delta$-weight is simple.

With our choice of phases, we can use (39) and (40) to formulate the following criterion. The pair ( $\sigma, \delta$ ) belongs to $\Delta$ only if Eqs. (44) determine nonnegative $a_{\sigma \delta}^{2}, \cdots, d_{\sigma \delta}^{2}$, of which at least one is nonzero.

By interchanging $l$ and $l^{\prime}$ in (44) and (48), and using (41), we obtain
$a_{\sigma \delta}=a_{\sigma,-\mathrm{b}}, \quad b_{\sigma \delta}=b_{\sigma,-b}, \quad c_{\sigma \delta}=d_{\sigma,-\delta}$
for all $(\sigma, \delta) \in \Delta$. Therefore the $\Delta$-weight diagram is symmetric about the $\sigma$ axis, and for classification purposes we need consider only $\delta \geq 0$. Also, with our phases, (41) reads

$$
\begin{equation*}
a_{\sigma \delta}=b_{\sigma+1, \delta}, \quad c_{\sigma \delta}=d_{\sigma, \delta-1} . \tag{55}
\end{equation*}
$$

We have previously determined $2 j_{0}+1 \Delta$-weights ( $\epsilon_{0}, m_{0}$ ) of $\rho$ [see (30)] corresponding to the $2 j_{0}+1$ values of $m_{0}$. Furthermore, the weight diagram of Fig. 1, together with (39) and (40), implies
$d_{\text {coio }}=b_{\text {como }}=0\left(m_{0}=j_{0}, j_{0}-1, \cdots,-j_{0}\right)$.
This motivates our next definition.
Definition: $(\sigma, \delta) \in \Delta$ is called an extreme $\Delta$ weight of $\rho$ if and only if

$$
\begin{equation*}
b_{\sigma \delta}=d_{\sigma \delta}=0 \tag{57}
\end{equation*}
$$

One extreme $\Delta$-weight of $\rho$ is $\left(\epsilon_{0}, j_{0}\right)$. Furthermore, we show that this is the only extreme $\Delta$-weight of $\rho$ and that it determines $\rho$ uniquely up to equivalence.

Firstly, let $(q, s) \in \Delta^{\prime}$ be an extreme $\Delta$-weight of $\rho$. Applying (57) to (52), we require

$$
\begin{align*}
& W=(q-1)(q-2)(P+q(q-3)),  \tag{58}\\
& W=s(s+1)(P+(s-1)(s+2)),
\end{align*}
$$

that is

$$
\begin{align*}
P & =-(s(s+1)+q(q-3))  \tag{59}\\
W & =-s(s+1)(q-1)(q-2)
\end{align*}
$$

and [using (51) with $\delta \geq 0$ ],

$$
\begin{equation*}
q>s ; \quad s=0, \frac{1}{2}, 1, \cdots \tag{60}
\end{equation*}
$$

Substituting (59) in (52),

$$
\begin{align*}
& a_{\sigma \delta}=\left[\frac{(\sigma+s)(\sigma-s-1)(\sigma-q+1)(\sigma+q-2)}{(\sigma+\delta)(\sigma+\delta-1)(\sigma-\delta)(\sigma-\delta-1)}\right]^{,}, \\
& c_{\sigma \delta}=\left[\frac{(s+\delta)(s-\delta+1)(q-\delta-1)(q+\delta-2)}{(\sigma+\delta-1)(\sigma+\delta-2)(\sigma-\delta)(\sigma-\delta-1)}\right]^{,},  \tag{61}\\
& b_{\sigma \delta}=a_{\sigma-1, \delta}, \quad d_{\sigma \delta}=c_{\sigma, \delta+1} .
\end{align*}
$$

Of course, the conditions (60) are not sufficient for $(q, s)$ to belong to $\Delta^{\prime}$, since we must also guarantee that $a_{a t}^{2} \geq 0, c_{a \geq}^{2} \geq 0$ and that at least one is nonzero. However, before giving a set of sufficient conditions (Lemma 4), it is useful to have the solutions of (44) for the singular cases $\sigma \pm \delta=1,2,(46)$. Using (51) with $\delta \geq 0$, we find that only $\sigma-\delta=1,2$ are independent, and further that $(\delta+1, \delta) \in \Delta$ is necessarily an extreme $\Delta$-weight and that ( $\delta+2, \delta$ ) is either itself extreme or occurs in the same $\Delta$ weight diagram as an extreme $\Delta$-weight of the first type.

$$
\text { Case 1. } q=s+1\left(s=0, \frac{1}{2}, 1, \cdots\right)
$$

With $\sigma=q=s+1, \delta=s$ in (44) and (45), rank (A) $=1$ or 2 according as $s$ is zero or not. In either case the consistency condition, rank (A) $=$ rank ( $A \mid y$ ), is

$$
\begin{equation*}
P=-2\left(s^{2}-1\right), \quad W=-s^{2}\left(s^{2}-1\right) \tag{62}
\end{equation*}
$$

and (57) gives
$b_{a s}=d_{a s}=0 \quad\left(q=s+1 ; s=0, \frac{1}{2}, \cdots\right)$.
Note that (62) also follows formally from (59) with $q=s+1$. For $s=0,(54)$ gives $c_{10}=0$ and then (44) reduces to

$$
\begin{equation*}
a_{10}=(2)^{\frac{1}{2}} . \tag{64}
\end{equation*}
$$

For rank $(A)=2$, the two independent equations in (44) give

$$
\begin{array}{r}
a_{q}=c_{a s}=1 \quad\left(q=s+1 ; s=\frac{1}{2}, 1, \cdots\right) .  \tag{65}\\
\\
\text { Case } 2 . d=\delta+2\left(\delta=0, \frac{1}{2}, 1, \cdots\right)
\end{array}
$$

Here, rank $(A)=2$ or 3 according as $\delta$ is zero or not. For $\delta=0$, the consistency conditions are

$$
\begin{equation*}
P=2, \quad W=0 \tag{66}
\end{equation*}
$$

and then from (44) and (54) we obtain
$a_{20}=1, \quad c_{20}=d_{20}=0, \quad b_{20}$ arbitrary.
For $\delta=\frac{1}{2}, 1, \cdots$, the consistency condition is

$$
\begin{equation*}
W=\delta(\delta+1)(P+(\delta-1)(\delta+2)) \tag{68}
\end{equation*}
$$

which is (58) with $s=\delta$, and three of Eqs. (44) are independent.

Suppose, firstly, that ( $\sigma=q=s+2, \delta=s$ ) is an extreme $\Delta$-weight. Then, using (57) and the above equations, we can solve (44) uniquely to obtain

$$
\begin{aligned}
a_{a s}^{2} & =(s+1) /(s+2), \quad c_{a s}^{2}=s /(2 s+1) \\
b_{a s} & =d_{a}=0 \\
P & =-2\left(s^{2}+s-1\right) \\
W & =-s^{2}(s+1)^{2} \quad\left(q=s+2 ; s=0, \frac{1}{2}, 1, \cdots\right) .
\end{aligned}
$$

These $P, W$ values are also given by (59), with $q=s+2$. Thus (59) is true for all extreme $\Delta$ weights ( $q, 8$ ).
Secondly, when $(\delta+2, \delta)$ is not extreme, it is associated with an extreme $\Delta$-weight $(s+1, s)$ by (55), with $\delta=s$ or $s-1$. With $P, W$ given by (62), (68) is satisfied for both these values of $\delta$. Using (55), (64), and (65), we obtain from (44)

$$
\begin{align*}
& a_{20}=b_{20}=(2)^{\frac{1}{2}}, \quad c_{20}=d_{20}=0(q=1, s=0) \\
& a_{a+1, s}=b_{\alpha+1, s}=1, c_{q+1, s}=d_{a+1, s}=0, \quad(70)  \tag{70}\\
& a_{a,--1}=b_{a, s-1}=0, c_{q, a-1}=d_{a,-1}=1 \\
&\left(q=s+1 ; s=\frac{1}{2}, 1, \cdots\right) .
\end{align*}
$$

This completes the solution of (44) for the singular $\Delta$-weights.

Lemma 3: Let $(q, s)$ be an extreme $\Delta$-weight of $\rho$. Then
$b_{a \delta}=0$ for $s-\delta=0,1, \cdots,[s] \quad(\delta \geq 0)$, $d_{s,}=0$ for $\sigma-q=0,1,2, \cdots$,
where $q>s, s=0, \frac{1}{2}, 1, \cdots$ and $[s]$ denotes the greatest integer not exceeding $s$.

Proof: For the singular case $q=s+1(s=$ $\left.0, \frac{1}{2}, 1, \cdots\right), b_{a, s-1}=d_{a+1, s}=0$ from (70). The rest follows immediately from (60) and (61).

Corollary 1: Let ( $\sigma, \delta$ ) belong to the $\Delta$-weight diagram containing an extreme $\Delta$-weight $(q, s)$. Then the possible $(\sigma, \delta)$ values are

$$
\begin{aligned}
\sigma-q & =0,1,2, \cdots \\
\delta+s & =0,1, \cdots, 2 s
\end{aligned}
$$

Proof: This follows from the lemma, using (39), (40), and the symmetry about the $\sigma$ axis, (54).

Corollary 2: There is one and only one extreme $\Delta$-weight of $\rho$.
Proof: We know from (56) that ( $\epsilon_{0}, j_{0}$ ) is an extreme $\Delta$-weight of $\rho$. Denote this by $(q, s)$. Suppose ( $\left.q^{\prime}, s^{\prime}\right) \in \Delta$ and is also extreme. We deduce from Corollary 1 that $q^{\prime}=q, s^{\prime}=s$.

It can be seen from the above results and equations (39), (40), and (54) that all $\Delta$-weight diagrams for $g$ can now be found by determining the signs of $\left|a_{\sigma \delta}\right|^{2}$ and $\left|c_{\sigma \delta}\right|^{2}(\delta \geq 0)$, for each allowed extreme $\Delta$-weight ( $q, s$ ). These properties are summarized in the next lemma.

Lemma 4: Given the real number pairs ( $q, s$ ) $\left(q>8 ; s=0, \frac{1}{2}, 1, \cdots\right)$ and $(\sigma, \delta)(\sigma-q=$
$0,1,2, \cdots ; s-\delta=0,1, \cdots,[s])$, the solutions $\left|a_{\sigma \delta}\right|^{2}$ and $\left|c_{\sigma \delta}\right|^{2}$ of Eqs. (44) and (59) satisfy the inequalities
(a) $s+1>q>s+\frac{1}{2} \quad\left(s=0, \frac{1}{2}\right)$,

$$
\begin{aligned}
q & >s+1 \\
\left|a_{\sigma s}\right|^{2} & >0 \\
\left|c_{\sigma s}\right|^{2} & = \begin{cases}0 & \left(s=0, \frac{1}{2}, 1, \cdots\right), \\
>0 & \left(s=\frac{1}{2}, 1, \frac{3}{2}, \cdots\right) .\end{cases}
\end{aligned}
$$

(b) $q=s+1$,

$$
\left|a_{q 4}\right|^{2}>0
$$

$$
\left|c_{a s}\right|^{2}=\left\{\begin{array}{cl}
0 & (s=0) \\
>0 & \left(s=\frac{1}{2}, 1, \frac{3}{2}, \cdots\right)
\end{array}\right.
$$

and $a_{a \delta}=0,\left|c_{a \delta}\right|^{2}>0,\left|a_{\sigma s}\right|^{2}>0, c_{\sigma s}=0$, otherwise.
(c) $q=s+\frac{1}{2} \quad(s=0)$.
$\left|a_{70}\right|^{2}>0, \quad a_{30}=c_{70}=c_{70}=0$.
(d) $q=s+\frac{1}{2} \quad\left(s=\frac{1}{2}\right)$.
$a_{1 \frac{1}{1}}=0, \quad\left|c_{1 \frac{1}{2}}\right|^{2}>0$.
(e) $s+\frac{1}{2}>q>s \quad\left(s=0, \frac{1}{2}\right)$,
$s+1>q>s \quad\left(s=1, \frac{3}{3}, 2, \cdots\right)$.
$\left|a_{a 0}\right|^{2}>0, \quad\left|a_{q+1,0}\right|^{2}<0$,
$\left|a_{a!}\right|^{2}<0 ; \quad\left|c_{a s}\right|^{2}>0, \quad\left|a_{q, s-1}\right|^{2}<0$.
Proof: For all nonsingular ( $\sigma, \delta$ ), we can use (60) and the given conditions to deduce
$\left|a_{\sigma \delta}\right|^{2}>0 \Leftrightarrow(\sigma-s-1)(\sigma+q-2)$

$$
\times(\sigma+\delta-1)(\sigma-\delta-1)>0
$$

$\left|c_{\sigma \delta}\right|^{2}>0 \Leftrightarrow(q-\delta-1)(q+\delta-2)(\sigma-\delta-1)$

$$
\times(\sigma+\delta-1)(\sigma+\delta-2)>0 \quad(s \neq 0)
$$

We consider $s=0$, and $s=\frac{1}{2}$ separately.

$$
\begin{aligned}
& \quad s=0 . \text { Then } \delta=0, c_{s 0}=0 \text { and } \\
& \left|a_{\sigma 0}\right|^{2}>0 \Leftrightarrow(\sigma+q-2)(\sigma-1)>0 \\
& \quad \Leftrightarrow q>1, \quad 1>q>\frac{1}{2} \\
& \quad \text { except } \quad\{\sigma=q \mid q=s+2=2\} .
\end{aligned}
$$

Also $\left|a_{10}\right|^{2}>0, a_{30}=0$ for $q=s+\frac{1}{2}=\frac{1}{2}$.

$$
s=\frac{1}{2} \text {. Then } \delta=\frac{1}{2} \text { and }
$$

$$
\left.\begin{array}{rl}
\left|a_{\sigma \frac{2}{}}\right|^{2}>0 \\
\left|c_{\sigma \frac{2}{}}\right|^{2}>0
\end{array}\right\} \Leftrightarrow\left\{\begin{array}{c}
(\sigma+q-2)\left(\sigma-\frac{1}{2}\right)>0 \\
\left(\sigma-\frac{1}{2}\right)>0
\end{array}\right\}, ~ \begin{array}{cl} 
& \Leftrightarrow q>1
\end{array}
$$



Fig. 3. The $\Delta$-weight diagram of $\rho_{q} s^{ \pm}$with $q>s+\frac{1}{2}\left(s=0, \frac{1}{2}\right)$, $q>s+1(s=1,3 / 2,2, \ldots)$.

$$
\begin{aligned}
\text { except } & \left\{\sigma=q, q+1 \left\lvert\, q=s+1=\frac{3}{2}\right.\right\} \\
\text { and } & \left\{\sigma=q \left\lvert\, q=s+2=\frac{5}{2}\right.\right\}
\end{aligned}
$$

Also $a_{1 \frac{1}{2}}=0,\left|c_{1 \frac{1}{2}}\right|^{2}>0$, for $q=s+\frac{1}{2}=1$.

$$
s=1, \frac{3}{2}, 2, \cdots . \text { Here }(\sigma+\delta-1)>0,
$$

$(\sigma+q-2)>0$ and therefore

$$
\begin{aligned}
\left|a_{\sigma \delta}\right|^{2}>0 & \Leftrightarrow(\sigma-s-1)(\sigma-\delta-1)>0 \\
& \Leftrightarrow q>s+1 \text { except }\{\sigma=q \mid q=s+2\},
\end{aligned}
$$

and this also guarantees

$$
\left|c_{\sigma \delta}\right|^{2}>0
$$

Equations (69) extend these results to the singular cases, $\{\sigma=q \mid q=s+2\}$ excepted above. This already proves (a), (c), and (d). Result (b) follows immediately from (64) and (65) for ( $\sigma=q, \delta=s$ ), from (70) for $(\sigma=q+1, \delta=s)$ and ( $\sigma=q, \delta=$ $s-1$ ), and from (61) otherwise. Finally, (e) is easily verified by using (61).

Using Lemmas 3 and 4, we can now draw a set of typical $\Delta$-weight diagrams of unitary irreducible representations of $G$ of type $\rho^{+}$. Figures 3, 4, 5, and 6 correspond, respectively, to (a), (b), (c), and (d) of Lemma 4.


Frg. 4. The $\Delta$-weight diagram of $\rho_{q}{ }^{ \pm}$with $q=s+1(s=1,3 / 2,2, \ldots)$.


Fig. 5. The $\Delta$-weight diagram of $\rho_{q}{ }^{ \pm}$with $q=s+\frac{1}{2}(s=0)$.

We can follow through the same classification procedure for the representations of type $\rho^{-}$and we arrive at an identical set of $\Delta$-weight diagrams. However, the weight diagrams of $\rho^{+}$and $\rho^{-}$are related by reflection in the " $m$ " axis. We assemble these results in the next theorem.

Theorem 2: Each pair $(q, s)\left[q \geq s+\frac{1}{2}\left(s=0, \frac{1}{2}\right)\right.$, $\left.q \geq s+1\left(s=1, \frac{3}{2}, 2, \cdots\right)\right]$ determines two inequivalent unitary irreducible representations $\rho_{g}{ }^{ \pm}$of $G$. To each ( $\sigma, \delta$ ) in $\Delta_{a,}$, there corresponds a unitary irreducible subrepresentation $\sigma_{l l}^{ \pm}$, of $\rho_{g \varepsilon}^{ \pm} \mid F$ with $2 l=-(\sigma+\delta), 2 l^{\prime}=\delta-\sigma$. We distinguish four cases:

$$
\begin{array}{lll}
\text { (a) } & q>s+\frac{1}{2} & \left(s=0, \frac{1}{2}\right), \\
& q>s+1 & \left(s=1, \frac{3}{2}, 2, \cdots\right)
\end{array}
$$

(cf. Fig. 3),

$$
\begin{aligned}
& (\sigma, \delta) \in \Delta_{a s} \\
& \Leftrightarrow\left\{\begin{array}{l}
\sigma-q=0,1,2, \cdots, \\
\delta+s=0,1, \cdots, 2 s \text { for each } \sigma .
\end{array}\right.
\end{aligned}
$$

(b) $q=s+1 \quad\left(s=1, \frac{3}{2}, 2, \cdots\right)$
(cf. Fig. 4),


Fig. 6. The $\Delta$-weight diagram of $\rho_{q \varepsilon} \pm$ with $q=s+\frac{1}{2}\left(s=\frac{1}{2}\right)$.

$$
\begin{aligned}
& (\sigma, \delta) \in \Delta_{a t} \\
& \Leftrightarrow\left\{\begin{array} { l } 
{ \sigma - q = 0 , 1 , 2 , \cdots , } \\
{ \delta + s = \{ \begin{array} { l l } 
{ 0 , \frac { 2 } { 2 } 1 , \cdots , 2 s \text { for } \sigma = q , } \\
{ 0 , 2 s \quad \text { for each } \sigma \neq q . }
\end{array} } \\
{ ( \text { (c) } q = s + \frac { 1 } { 2 } \quad ( s = 0 ) \quad \text { (cf. Fig. } 5 ) , } \\
{ ( \sigma , \delta ) \in \Delta _ { a } , }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\sigma=\frac{1}{2}, \frac{3}{2}, \\
\delta=0 .
\end{array}\right.\right.
\end{aligned}
$$

In each case,

$$
\begin{align*}
& \rho_{a s}^{ \pm}(\Pi)=-(s(s+1)+q(q-3)) 1  \tag{59}\\
& \rho_{s s}^{ \pm}(\Omega)=-s(s+1)(q-1)(q-2) 1
\end{align*}
$$

This exhausts the unitary irreducible representations of $G$ in which $\epsilon$ is bounded below or above.

Corollary: The unitary irreducible representations $\rho_{g e}^{+}, \rho_{a^{\prime}, s}^{+}$of $G$ are equivalent if and only if $q=q^{\prime}$, $s=s^{\prime}$. Similarly, for $\rho_{a s}^{-}, \rho_{a^{-},}^{-}, \cdot$

It is also useful to know the composition of $\Lambda$ for the decomposition of the representation spaces of $\rho_{a} \pm$ into subspaces invariant under the maximal essentially compact subgroup $K$. From our knowledge of the $\Delta_{q}$-weight diagram of $\rho_{q z}^{ \pm}$and the weight diagrams of $\sigma_{l l}^{ \pm}$, we can easily construct the weight diagrams of $\rho_{a}^{ \pm}$, including the multiplicities of the degenerate weights. Let us define the multiplicity of $(j, \epsilon) \in \Lambda$ as $(2 j+1)^{-1} \operatorname{dim} V_{i, \text {, }}$ [see (26)]. The $(j, \epsilon)$ content of $\rho_{a s}^{ \pm}$, together with the multiplicities can be read from the weight diagrams. The cases (a)-(d) below correspond to (a)-(d) of Theorem 2, and the $\pm \epsilon$ correspond to $\rho_{a \Delta}^{ \pm}$.
$(j, \epsilon)$ content of $\rho_{a \sigma}{ }^{ \pm}$.
(a) $2 s=1,8,5, \cdots$.

$$
j-k=0,1,2, \cdots(2 k=1,3, \cdots, 2 s)
$$

$\pm \epsilon-(q+j+s-2 k)=0,1,2, \cdots$ for each $j, k$.

$$
s=0,1,2, \cdots
$$

$$
j-k=0,1,2, \cdots(k=1,2, \cdots, s)
$$

$\pm \epsilon-(q+j+s-2 k)=0,1,2, \cdots$ for each $j, k$, and $j=0,1,2, \cdots$
$\pm \epsilon-(q+j+s)=0,2,4, \cdots$ for each $j$.

$$
\begin{aligned}
& \text { (d) } q=s+\frac{1}{2} \quad\left(s=\frac{1}{2}\right) \quad \text { (cf. Fig. 6), } \\
& (\sigma, \delta) \in \Delta_{e}, \Leftrightarrow\left\{\begin{array}{l}
\sigma=1, \\
\delta=\frac{1}{2},-\frac{1}{2} .
\end{array}\right.
\end{aligned}
$$

(b) $2 s=2,3,4, \cdots$

$$
\begin{gathered}
j-s=0,1,2, \cdots, \\
\pm \epsilon-j=1,2,3, \cdots \text { for each } j .
\end{gathered}
$$

(c) $s=0$

$$
\begin{gathered}
j=0,1,2, \cdots, \\
\pm \epsilon=j+\frac{1}{2} \text { for each } j .
\end{gathered}
$$

(d) $s=\frac{1}{2}$

$$
\begin{gathered}
2 j=1,3,5, \cdots, \\
\pm \epsilon=j+\frac{1}{2} \text { for each } j .
\end{gathered}
$$

Remarks: For the $\rho_{\mathrm{cc}}^{ \pm}$in (a), the greatest ( $j, \epsilon$ ) multiplicity is $[s]+1$, i.e., they are singletons if and only if $s=0, \frac{1}{2}$. The representations in (b), (c), and (d) are also singletons. The singletons of type $\rho^{ \pm}$given in Sec. 7, (3) of Ehrman ${ }^{7}$ are precisely those given above. Our Eqs. (59) can be obtained from his Eqs. (20) and (21) by substituting $\nu_{1}=q, \nu_{2}=$ $s+1, R=P$, and $P_{1}=-W$. It can then be checked that the $\rho_{a s}^{ \pm}$indeed satisfy 2,3 , or 4 of his reducibility conditions, (24) or (25). His conjecture that singletons are the only unitary irreducible representations of $G$ in which the ( $j, \epsilon$ ) multiplicity has an upper bound independent of both $j$ and $\epsilon$ is contradicted by our result for $\rho_{a s}^{ \pm}$in (a), with $2 s=2,3,4, \cdots$. Explicit realizations of the representations (c) and (d) have been given by Dirac. ${ }^{25}$

## 6. INÖNÜ-WIGNER CONTRACTIONS OF G

In order to discuss such contractions of $G$, it is useful to introduce the following symmetric operators on the representation space, $V$ :

$$
\begin{align*}
& P_{0}= i \omega M_{05}, \\
& \mathbf{P}=\left(P_{i}\right)=\frac{i \omega}{c}\left(M_{i 5}\right),  \tag{71}\\
& \mathbf{L}=\left(L_{i}\right)=\frac{i}{c}\left(M_{i 0}\right), \\
& \mathrm{J}=\left(J_{i}\right)=\frac{i}{2}\left(\epsilon_{i j k} M^{i k}\right), \\
&(i=1,2,3),
\end{align*}
$$

where $c, \omega$ are real parameters.
Hereafter, we let the same symbol denote an element of $g$ c and its representing operator on $V$. The multiplication table for $g_{c}$ now reads

[^13]\[

$$
\begin{array}{ll}
\left.\mathrm{L} J_{i}, J_{i}\right]=i \epsilon_{i j k} J_{k}, & {\left[P_{i}, P_{i}\right]=-i \omega^{2} / c^{2} \epsilon_{i j k} J_{k},} \\
{\left[J_{i}, L_{i}\right]=i \epsilon_{i j k} L_{k},} & {\left[P_{0}, P_{i}\right]=i \omega^{2} L_{i},} \\
{\left[J_{i}, P_{i}\right]=i \epsilon_{i j k} P_{k},} & {\left[L_{i}, P_{i}\right]=i / c^{2} \delta_{i ;} P_{0},} \\
{\left[L_{i}, L_{i}\right]=-i / c^{2} \epsilon_{i j k} J_{k},} & {\left[L_{i}, P_{0}\right]=i P_{i}} \tag{72}
\end{array}
$$
\]

$$
(i, j, k=1,2,3)
$$

with all other commutators zero.
The contraction of the de Sitter group to the Galilei group is a two-step process associated with the limits $\omega \rightarrow 0$ and $c \rightarrow \infty$. The intermediate group in this chain will obviously depend on the order in which we take these limits.

Usually we first let $\omega \rightarrow 0$, corresponding to the curvature of the de Sitter space tending to zero, and we obtain the Lie algebra of the Poincaré group. In the standard way, ${ }^{1}$ we obtain faithful unitary representations of the Poincaré group by considering the limit of a sequence of representations $\rho_{g \text { e }}^{+}$. (We consider only the positive energy representations throughout.) Substituting from (71) into the expressions (22) and (23) for $\Pi$ and $\Omega$, we find the Poincare invariants $\tilde{P}$ and $\tilde{W}$ given by

$$
\begin{align*}
\tilde{P} & =-\lim _{\omega \rightarrow 0}\left(\omega^{2} \Pi\right)  \tag{73}\\
\tilde{W} & =\lim _{\omega \rightarrow 0}\left(\omega^{2} \Omega\right)
\end{align*}
$$

For the representation $\rho_{a *}^{+}$, we have from (59):

$$
\begin{align*}
\tilde{P} & =\lim _{\omega \rightarrow 0}\left\{\omega^{2}(s(s+1)+q(q-3))\right\}  \tag{74}\\
\tilde{W} & =-\lim _{\omega \rightarrow 0}\left\{\omega^{2} s(s+1)(q-1)(q-2)\right\}
\end{align*}
$$

With $q, s$ always positive, we see that we never obtain the nonphysical representations of the Poincare group with $\mathscr{P}<0$. The real, nonzero mass representations $P$, are obtained from a sequence of $\rho_{q u}^{+}$of type (a) by taking $q \rightarrow \infty$ such that $\omega q \rightarrow M$, the mass of the representation, and with $s$ remaining fixed and determining the spin of $P$. The zero mass representation $O_{\text {e }}$, with $2 s$ an integer, occurs as an irreducible component of the contraction of $\rho_{\text {git }}^{+} \cdot$ Finally, we can obtain the classes $O(\Xi), O^{\prime}(\Xi)$ of mass zero representations by taking $q \rightarrow \infty, s \rightarrow \infty$ such that $\omega q \rightarrow 0, \omega s \rightarrow 0$ while $\omega q s \rightarrow \Xi$. These limiting procedures definitely associate the class $O_{s}$, not the class $O^{(1)}(\Xi)$, with the zero mass limit of the class $P_{\text {. }}$. No other unitary irreducible representations of $G$ contract to $P$. The imaginary mass class is obtained by contracting irreducible representations classified by Ehrman. ${ }^{7}$ We can also give explicitly the matrix elements of the Lie algebra of the Poincare group by contracting the matrix
elements of $\rho_{a t}{ }^{+}(g) .{ }^{26}$ However, the basis for the contracted representation space turns out to be most unusual. It is given by the simultaneous eigenvectors of the two invariants $\tilde{P}, \tilde{W}$ and of the operators representing $P_{0}, P_{3}, J_{3}$, and $\widetilde{W}_{3}$, the third component of the intrinsic angular momentum $\widetilde{W}_{\mu}$. This undesirable basis arises because we have reduced $V$ out with respect to subspaces invariant under transformations which leave the quadratic form $x_{5}^{2}+x_{0}^{2}-x_{1}^{2}-x_{2}^{2}$ invariant. Further contraction to the physical (ray) representations of the Galilei group, by taking $c \rightarrow \infty$, is well known. ${ }^{1}$

Contracting in the reverse order by first taking $c \rightarrow \infty$, we arrive at a transformation group of a curved space which stands in the same relation to the Galilei group as does the $3+2$ de Sitter group to the Poincaré group. Because it differs from the Galileigroup only through the commutators $\left[P_{0}, P_{i}\right]=$ $i \omega^{2} L_{i}(i=1,2,3)$, we call this nonrelativistic de Sitter group the oscillator group. It has many features in common with the Galilei group, e.g., it possesses a one-dimensional infinity of equivalence classes of unitary ray representations. The representations $\rho_{a t}^{+}$contract to these ray representations, provided we first renormalize the operator $P_{0}$. The further contraction, $\omega \rightarrow 0$, to (ray) representations of the Galilei group is of the normal Inönü-Wigner type.
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## APPENDIX. UNITARY IRREDUCIBLE REPRESENTATIONS OF THE UNIVERSAL COVERING GROUP OF $\operatorname{SO}(2,1)$

It is well known that there exists a $1-1$ correspondence between these representations and algebraically irreducible representations of the Lie algebra in which every element of the algebra is represented by a skew-Hermitian operator. ${ }^{24,27} f_{3}$ [cf.(4)] is such an algebra and we use it to demonstrate some of the properties of these representations. ${ }^{24,27,28}$

The multiplication table for $f_{3 c}$ is

$$
\begin{equation*}
\left[H_{3}, E_{ \pm 3}\right]= \pm E_{ \pm 3}, \quad\left[E_{3}, E_{-3}\right]=2 H_{3} . \tag{A1}
\end{equation*}
$$

Let $\sigma$ be a representation of $f_{3}$ of the above type and let $V_{3}$ be the representation space. In $\sigma$, the Casimir operator takes a fixed real value. A basis for $V_{3}$

[^14]is formed by the simultaneous eigenvectors $|Q, \lambda\rangle$ of $\sigma\left(\Pi_{3}\right)$ and $\sigma\left(H_{3}\right)$
\[

$$
\begin{align*}
\sigma\left(\Pi_{3}\right)|Q, \lambda\rangle & =Q|Q, \lambda\rangle  \tag{A2}\\
\sigma\left(H_{3}\right)|Q, \lambda\rangle & =\lambda|Q, \lambda\rangle .
\end{align*}
$$
\]

The irreducible representations $\sigma$ are specified by $Q$ and the range of $\lambda$. They fall into a continuous class and a discrete class. Within the continuous class there exist two distinct series, the principal series and the supplementary series.

## Continuous Class

If $\lambda$ is an eigenvalue of $\sigma\left(H_{3}\right)$, then so is $\lambda+n$ for $n$ integer; that is, the spectrum of $\sigma\left(H_{3}\right)$ is unbounded above and below. Each eigenvalue is nondegenerate.
$Q$ can take a continuous range of real values and is not determined by $\lambda$, except that $\lambda$ determines the upper bound of $Q$ for the supplementary series.

## Discrete Class

It is composed of two inequivalent series $\sigma_{t}^{+}$and $\sigma_{l}^{-}, Q=-l(l+1), l$ real and negative definite. The two series are distinguished by the ranges of $\lambda$ :

$$
\begin{align*}
& \sigma_{l}^{+} ; \lambda+l=0,1,2, \cdots,  \tag{A5}\\
& \sigma_{l}^{-} ; \lambda-l=0,-1,-2, \cdots .
\end{align*}
$$

Thus the eigenvalues of $\sigma_{l}^{+}\left(H_{3}\right)$ are bounded below and positive and reversely for $\sigma_{l}^{-}\left(H_{3}\right)$.

By a choice of phase, we have

$$
\begin{align*}
\sigma_{l}^{ \pm}\left(H_{3}\right)|l, \lambda\rangle & =\lambda|l, \lambda\rangle, \\
\sigma_{l}^{ \pm}\left(i E_{ \pm 3}\right)|l, \lambda\rangle & =[(\lambda \mp l)(\lambda \pm l \pm 1)]^{\frac{1}{2}}|l, \lambda \pm 1\rangle, \\
\sigma_{l}^{ \pm}\left(\Pi_{3}\right)|l, \lambda\rangle & =-l(l+1)|l, \lambda\rangle . \tag{A6}
\end{align*}
$$

## Remarks

For $\sigma_{l}^{+}$(respectively, $\sigma_{l}^{-}$), $-l=\min \lambda$ (respectively, $l=\max \lambda$ ).
The factors under the square root are (separately for $\sigma_{l}^{+}$, collectively for $\sigma_{l}^{-}$) nonnegative, and we mean the positive root. Thus $\sigma_{1}^{ \pm}\left(E_{3}\right)^{\dagger}=$ $-\sigma_{1}^{ \pm}\left(E_{-3}\right)$.
$\sigma_{l}^{ \pm}$are square integrable in the sense of Barg$\operatorname{mann}^{27}$ for $l \leqq-\frac{1}{2}$. They occur in the direct integral reduction of the regular representation.

There is a formal similarity of (A6) to the case in which $H_{3}, E_{ \pm 3}$ arise from an irreducible representation of the compact form.
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#### Abstract

It is shown that in $S U(n)$ two distinct processes can give rise to identical crossing matrices in general. In $S U(2)$ and $S U(3)$, however, the crossing matrix corresponds to a unique scattering process, and thus the dynamical equations in the elastic channel are sufficient to discriminate between different processes. Some $S U(n)$ crossing matrices, which generalize the work of Cook, Muturza, and Rashid, are given.


## 1. INTRODUCTION

IN the last few years the fundamental role of the crossing matrix, as the intermediary through which properties of the internal symmetry group of elementary particles affect dynamical calculations, has been recognized more fully ${ }^{1-3}$ and attention has shifted from utilitarian calculations of numerical values of specific crossing matrices to the study of more general features of their structure. ${ }^{4-7}$ Recently Cook, Muturza, and Rashid ${ }^{6}$ and Mani, Mohan, Pande, and Singh ${ }^{7}$ have obtained several crossing matrices for elastic scattering of particles transforming under totally symmetric, totally antisymmetric, or regular representations of $S U(n)$, and their results have a somewhat surprising simplicity. The existence of these calculations in $S U(n)$ prompts the question: is there any distinguishing feature of the results for $n=2,3$ which might give some clue as to why $S U(2)$ and $S U(3)$ appear to be the symmetry groups favored in nature? In this paper it is shown by an explicit calculation that in $S U(n)$ for $n>3$, two different scattering processes may have exactly the same crossing matrix; and hence share the same Low equation. Explicitly the elastic scattering of a particle transforming as a representation described by the Young diagram [1 ${ }^{h}$ ] (i.e., $h$ boxes in a vertical line) off a particle transforming as a totally symmetric representation with $k$ boxes in a line [ $k$ ], is found to give the same crossing matrix as that of a quark scattering off a representation described by a Young diagram consisting of a

[^15]rectangle of length $k$ boxes, height $h$ boxes in $S U(n)$. In $S U(2)$ and $S U(3)$ these two processes are identical. In these groups alone, therefore, the Low equations are sufficient to determine the process uniquely. (The internal symmetries considered here exclude spin, which couples directly to the angular momentum.)

In the remainder of this paper some calculations are presented which generalize the crossing matrix for [3] off [3] in $S U(n)$ given by Cook, Muturza, and Rashid. ${ }^{6}$ Matrices are given for the elastic scattering of a representation of width $r(r=1,2,3)$ boxes, height $h$ off a completely symmetric representation [ k ]. These matrices possess remarkable symmetry properties, and show much more clearly than before the pattern of these calculations with increasing $r$. Finally a method of obtaining the crossing matrix to the inelastic $t$ channel for these processes is given.

## 2. CROSSING MATRIX PROPERTIES

In the case of elastic processes with only two amplitudes, the crossing matrix is completely determined by the dimensions of the irreducible representations in the direct channel $N_{i}$, say, and the crossed channel $M_{i}$, say. ${ }^{3}$ Then the crossing matrix is

$$
\begin{equation*}
\frac{1}{M_{1}+M_{2}}\binom{M_{1}-\rho N_{1}^{-1} M_{2}+\rho N_{1}^{-1}}{M_{1}+\rho N_{2}^{-1} M_{2}-\rho N_{2}^{-1}} \tag{1}
\end{equation*}
$$

with $\rho^{2}=M_{1} M_{2} N_{1} N_{2}$.
In the scattering

$$
\begin{equation*}
\left[1^{\kappa}\right]+[k] \rightarrow\left[1^{n}\right]+[k] \tag{2}
\end{equation*}
$$

the irreducible representations occurring in the $S$ channel are $\left[k+1,1^{h-1}\right]$ and $\left[k, 1^{h}\right]$, while in the $U$ channel they are $\left[k+1,1^{n-k-1}\right]$ and $\left[k, 1^{n-1}\right]$, respectively. The crossing matrix for the process is given in Table I, while the dimensionalities of

|  | $\left[k+1,1^{n-h-1}\right]\left[k, 1^{n-h}\right]$ |  |
| :---: | :---: | :---: |
| $\left[k+1,1^{h-1}\right]$ | $n-h$ | $k$. |
|  | $n+k-h$ | $n+k-h$ |
| $\left[k, 1^{h}\right]$ | $n+k$ | $-h$ |
|  | $n+k-h$ | $n+k-h$ |

the irreducible representations are listed in Table IV. Similarly, the irreducible representations in the $S$ channel for the process

$$
\begin{equation*}
[1]+\left[k^{h}\right] \rightarrow[1]+\left[k^{h}\right] \tag{3}
\end{equation*}
$$

are $\left[k+1, k^{h-1}\right]$ and $\left[k^{h}, 1\right]$, respectively, while the $U$ channel representations are $\left[(k+1)^{n}, 1^{n-h-1}\right]$ and $\left[k^{h-1}, k-1\right]$. The dimensionalities are given in Table IV, and the crossing matrix turns out to be identical with that for process (2). This circumstance serves to distinguish the cases when $n=2$ and $n=3$, from that of general $n$, for in $S U(2)$ the only nontrivial value of $h$ permitted is 1 , and in $S U(3), h$ can be 1 or 2 , but $\left[k^{2}\right]$ is the conjugate representation to [k]. In both cases processes (2) and (3) are identical, and are the crossed channel processes for

$$
\begin{equation*}
[1]+[k] \rightarrow[1]+[k] \tag{4}
\end{equation*}
$$

where in (2) the quark has been crossed, and in (3) the representation $[k]$ is the one transferred.

Since the crossing matrix, and not the particle multiplicities enters into Low equations for scattering, nothing distinguishes the scattering of the generally different processes (2) and (3) in this approximation. This is a theoretical objection, though obviously not a crucial one, to the application of special unitary groups with $n>3$, such as $S U(4)$, favored by many authors ${ }^{8,9}$, to the internal symmetry structure of elementary particles. Of course, one must emphasize here that spin is not regarded as an internal symmetry in this context. It is easy to conjecture an obvious generalization of the above example by considering the scattering of two representations with rectangular Young diagrams, again the possible processes are equivalent when $n \leq 3$.
The writer has obtained the solution of the Low equation ${ }^{3}$ for process (3) in the case $h=1$, using

[^16]a two parameter crossing matrix. It turns out that if $k$ is an integral multiple of $n$, the solution for the $s$ matrix elements takes the form of rational fractions of two polynomials in a single function, analytic in the cut energy plane. Putting the parameters from the crossing matrix into Eq. (17) of Ref. 3 it is found that for the more general process (3) with arbitrary $k$ the criterion for a solution of the above type is unaltered, i.e., does not depend upon $k$.

## 3. SPECIFIC SU( $n$ ) CROSSING MATRICES

Crossing matrices for processes

$$
\begin{equation*}
\left[2^{h}\right]+[k] \rightarrow\left[2^{h}\right]+[k] \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[3^{h}\right]+[k] \rightarrow\left[3^{h}\right]+[k] \tag{6}
\end{equation*}
$$

are given in Tables II and III. They are constructed by combining the matrix for [3] $+[3]$ given by Cook and Muturza ${ }^{6}$ with the matrices for (5) and (6) for the case $n=2, h=1, k$ arbitrary, which are obtainable from tables of Racah coefficients, ${ }^{10}$ since the isotopic spin matrices are simply related to Racah coefficients for $S U(2)$.

The generalization to arbitrary $h$ is achieved by requiring that the matrix for process (5) with $k=1$ is identical with that for process (3) with $k=2$, and by insisting that the matrices satisfy the following necessary requirements ${ }^{4,6}$ :

$$
\begin{gather*}
\sum_{j} C_{i j}=1,  \tag{7}\\
C_{i i}^{-1}=\left(N_{i} / M_{i}\right) C_{i j} \quad(\text { all } i, j),  \tag{8}\\
C_{i j}^{-1}(h)=C_{i j}(n-h) . \tag{9}
\end{gather*}
$$

Equation (10) follows from the observation ${ }^{1,4,11}$ that any matrix $C$ may be written as

$$
\begin{equation*}
C_{i j}=N_{i}^{-\frac{1}{3}} O_{i j} M_{i}^{\frac{1}{2}}, \tag{10}
\end{equation*}
$$

where $N_{i}$ and $M_{i}$ are the dimensionalities of the irreducible representations in the direct and crossed channels, respectively, and $O_{i j}$ is an orthogonal matrix. In Eq. (11) $C_{i i}(h)$ stands for the matrix for processes (2), (5), (6) while $C_{i j}(n-h)$ stands for the same processes with $h$ replaced by $n-h$. But [ $\left.3^{n}\right]$ and $\left[3^{n-h}\right]$ are conjugate representations, hence (11) follows. These requirements are all met, and the equivalence of matrix IV with $k=2$ with that of III with $k=3$ gives another example of

[^17]Table II. $\left[2^{h}\right]+[k] \rightarrow\left[2^{h}\right]+[k]$.

| $\left[k+2,2^{h-1}\right]$ | $\frac{(n-h)(n-h+1)}{(n+k-h)(n+k-h+1)}$ | $\frac{\left[k+1,2^{n-h-1}, 1\right]}{(n+k-h+1)(n+k-h-1)}$ |
| :---: | :---: | :---: |
| $\left[k+1,2^{h-1}, 1\right]$ | $\frac{(n-h+1)(n+k+1)}{(n+k-h)(n+k-h+1)}$ | $\frac{k(k+n)-(h+1)(n-h+1)}{(n+k-h+1)(n+k-h-1)}$ |
| $\left[k 2^{h}\right]$ | $\frac{(n+k+1)(n+k)}{(n+k-h)(n+k-h+1)}$ | $\frac{2 k(n-h)}{(n+k-h)(n+k-h-1)}$ |
|  |  | $\frac{-2 h(n+k)}{(n+k-h)(n+k-h+1)(n+k-h-1)}$ |

the general conjecture of the equivalence of crossing matrices for the processes

$$
\begin{align*}
& {\left[k^{h}\right]+\left[k^{\prime h^{\prime}}\right] \rightarrow\left[k^{h}\right]+\left[k^{\prime \prime \prime}\right]}  \tag{11}\\
& {\left[k^{\prime \prime}\right]+\left[k^{\prime \prime}\right] \rightarrow\left[k^{\prime \prime}\right]+\left[k^{h}\right] .} \tag{12}
\end{align*}
$$

In this example $k^{\prime}=3, h^{\prime}=1, k=2$.
In these matrices the pattern of dependence of the elements on $n, k$, and $h$ for more general processes begins to be apparent. The matrices I, II, and III satisfy some curious symmetry properties. If the
order of the matrix is denoted by $N$, they all satisfy the properties

$$
\begin{align*}
C_{i N-i}(n, k, h) & =C_{i ;}[n,-(n-h),(n+k)],  \tag{13}\\
C_{N-i, j}(n, k, h) & =C_{i i}(n,-h,-k) . \tag{14}
\end{align*}
$$

These relations were obtained empirically.

## 4. CROSSING MATRICES CONNECTING THE INELASTIC CHANNEL

So far the matrices given relate the two elastic channels, say the $S$ and the $U$ channels in an elastic

Table III. $\left[3^{h}\right]+[k] \rightarrow\left[3^{h}\right]+[k]$.

|  | $\left[k+3,3{ }^{n-h-1}\right]$ | $[k+2,3 n-h-1]$ |
| :---: | :---: | :---: |
| $\left[k+3,3^{h-1}\right]$ | $(n-h)(n-h+1)(n-h+2)$ | $3 k(n-h)(n-h+1)$ |
|  | $\overline{(n+k-h)(n+k-h+1)(n+k-h+2)}$ | $(n+k-h-1)(n+k-h)(n+k-h+2)$ |
| $\left[k+2,3^{h-1}, 1\right]$ | $(n-h+1)(n-h+2)(n+k+2)$ | $\underline{(n-h+1)[2 k(k+n+1)-(h+2)(n-h+2)]}$ |
|  | $(n+k-h)(n+k-h+1)(n+k-h+2)$ | $(n+k-h-1)(n+k-h)(n+k-h+2)$ |
| $\left[k+1,3^{h-1}, 2\right]$ | $(n-h+2)(n+k+2)(n+k+1)$ | $(n+k+1)[(k-2)(n+k-2)-2 h(n-h+1)]$ |
|  | $\overline{(n+k-h)(n+k-h+1)(n+k-h+2)}$ | $(n+k-h-1)(n+k-h)(n+k-h+2)$ |
| $\left[k, 3^{h}\right]$ | $(n+k)(n+k+1)(n+k+2)$ | $-3 h(n+k)(n+k+1)$ |
|  | $\overline{(n+k-h)(n+k-h+1)(n+k-h+2)}$ | $(n+k-h-1)(n+k-h)(n+k-h+2)$ |
|  | $\left[k+1,3^{n-h-1}, 2\right]$ | $\left[k, 3^{n-n}\right]$ |
| $\left[k+3,3^{n-1}\right]$ | $3 k(k-1)(n-h)$ | $k(k-1)(k-2)$ |
|  | $(n+k-h+1)(n+k-h)(n+k-h-2)$ | $(n+k-h)(n+k-h-1)(n+k-h-2)$ |
| $\left[k+2,3^{h-1}, 1\right]$ | $-(k-1)[2(h+2)(n-h+1)-k(k+n)]$ | $-(h+2)(k-1)(k-2)$ |
|  | $(n+k-h+1)(n+k-h)(n+k-h-2)$ | $(n+k-h)(n+k-h-1)(n+k-h-2)$ |
| $\left[k+1,3^{\lambda-1}, 2\right]$ | $-(h+1)[2(k-2)(n+k+1)-h(n-h)]$ | $(h+2)(h+1)(k-2)$ |
|  | $(n+h-k+1)(n+k-h)(n+k-h-2)$ | $(n+k-h)(n+k-h-1)(n+k-h-2)$ |
| $\left[k, 3^{h}\right]$ | $3 h(h+1)(n+k)$ | $h(h+1)(h+2)$ |
|  | $(n+h-k+1)(n+k-h)(n+k-h-2)$ | $(n+k-h)(n+k-h-1)(n+k-h-2)$ |

scattering process. However, the crossing matrices for the $T$ to the $S$ channel $C^{s t}$, and $C^{t u}$ are related to the elastic crossing matrix $C^{\text {ut }}$ by the following considerations, which hold also in the case where all channels are inelastic. Defining the $T$ channel for the process $a+b \rightarrow c+d$ as

$$
\begin{equation*}
a+\bar{c} \rightarrow d+\bar{b} \tag{15}
\end{equation*}
$$

cross to the $S$ channel

$$
\begin{equation*}
a+b \rightarrow c+d \tag{16}
\end{equation*}
$$

thence to the $U$ channel

$$
\begin{equation*}
a+\tilde{d} \rightarrow c+\bar{b} \tag{17}
\end{equation*}
$$

Table IV. Dimensions of irreducible representations occurring for the processes $\left[1^{h}\right]+[k] \rightarrow\left[1^{h}\right]+[k]$ and $[1]+\left[k^{h}\right] \rightarrow[1]+\left[k^{k}\right]$.

| Representation | Dimensionality |
| :---: | :---: |
| $\left[k+1,1^{h-1}\right]$ | $\frac{(n+k) h}{h+k} \rho$ |
| $\left[k, 1^{n}\right]$ | $\frac{(n-h) k}{h+k} \rho$ |
| $\left[k+1,1^{n-h-1}\right]$ | $\frac{(n+k)(n-h)}{n+k-h} p$ |
| $\left[k, 1^{n-k}\right]$ | $\frac{k h}{n+k-h} \rho$ |
| $\left[k+1, k^{k-1}\right]$ | $\frac{(n+k) h}{h+k} \rho$ |
| $\left[k^{h}, 1\right]$ | $\frac{(n-h) k}{h+k} \sigma$ |
| $\left[(k+1)^{h}, 1^{n-h-1}\right]$ | $\frac{(n+k)(n-h)}{n+k-h} \sigma$ |
| $\left[k^{h}, k-1\right]$ | $\frac{k h}{n+k-h}^{\sigma}$ |
| with $\rho=\frac{(n+k-1)!}{(n-h)!k!h!}$ <br> and $\sigma=\prod_{r=1}^{n} \frac{(n+k-r)!(r-1)!}{(n-r)!(h+k-r)!}$ |  |

thence back to the $T$ channel

$$
\begin{equation*}
b+\bar{d} \rightarrow \bar{a}+c \tag{18}
\end{equation*}
$$

Since the only difference between processes (15) and (18) is that (18) is obtained from (15) by conjugating the particles in (15) the $S$-matrix elements for the two processes differ only by real phase factors; hence

$$
\begin{equation*}
C^{t u} C^{u t} C^{t t}=D, \tag{19}
\end{equation*}
$$

where $D$ is a diagonal matrix with diagonal elements $\pm 1$. This property was mentioned briefly in Ref. 4, and is the equivalent for crossing matrices of the well known Racah sum rule. ${ }^{10}$ Since the crossing matrix may be written in the form

$$
\begin{equation*}
C_{i j}^{\prime u}=N_{i}^{-\frac{1}{2}}(s) O_{i j}^{t} N_{i}\left(u^{\frac{3}{s}}\right), \tag{20}
\end{equation*}
$$

where $N_{i}(s)$ are the dimensionalities of the irreducible representations occurring in the $S$ channel, and $O_{i j}^{t}$ is an orthogonal matrix which is known to be symmetric in the case where $C^{o u}$ connects two elastic channels, ${ }^{4,11}$ Eq. (19) gives

$$
\begin{equation*}
O^{\prime} O^{t} O^{\prime \prime}=D \tag{21}
\end{equation*}
$$

Also the eigenvalues of $O^{t}$ are the nonzero elements of $D .{ }^{4}$ Hence (21) has a solution $O^{u}=\tilde{O}^{\prime}$, and is the orthogonal matrix which diagonalizes the symmetric matric matrix $O^{t}$. Thus the matrices $C^{2 t}$ and $C^{t u}$ are determined in terms of (20) by the matrix $C^{* u}$ through (21). Applying this result to the processes (1) and (2) and using the property that the irreducible representations occurring in the $t$ channel for both processes are the scalar (associated with element +1 of $D$ ) and the regular representation $N(t)=n^{2}-1$ (associated with element -1 of $D$ ), the $C^{s t}$ matrices are completely determined. In the notation of Table IV the inelastic crossing matrices for the two processes are related by a multiplicative factor as

$$
\begin{equation*}
C^{\circ t}(\text { process } 1)=(\rho / \sigma)^{\frac{1}{2}} C^{\prime t}(\text { process } 2) \tag{22}
\end{equation*}
$$

Thus the inelastic crossing matrices for the two processes are proportional and the $T$-channel forces have a greater strength in one case than the other.
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#### Abstract

A procedure is given which enables one to construct all the type $N$ Robinson-Trautman solutions and an infinite class of type III solutions. Some approximate solutions, consistent with the BondiSachs radiation conditions for bounded source fields, are also given. These approximate solutions, obtained by perturbing the Schwarzschild solution, are Schwarzschild in the asymptotic future. It is also shown that there exists an infinity of exact solutions which are Schwarzschild in the asymptotic future.


## I. INTRODUCTION

THE solutions of the Einstein field equations for empty space given by Robinson and Trautman ${ }^{1}$ are characterized by the fact that they admit a congruence of null rays which is geodesic, shearfree, hypersurface-orthogonal, and diverging. These solutions are also easily obtained by using the spin coefficient formalism ${ }^{2}$ as was shown in a paper ${ }^{3}$ on empty space metrics containing hypersurface-orthogonal geodesic rays. This paper together with a paper ${ }^{4}$ on the behavior of asymptotically flat empty spaces are the starting point for the present one; the notation of these papers is used throughout with the exception that lower case Greek indices now take the values $0,1,2,3$ and Latin indices $2,3$.

In Sec. II we set out the equations to be solved in spin coefficient formalism, and give some of the known solutions. An algorithm is given which enables one to construct all the null RT solutions and an infinite class of type III solutions. These two classes of solutions are generated from two special solutions, one corresponding to flat space, the other to a type III solution given in RT.

In Sec. III we give some approximate RT solutions which can be regarded as small perturbations of the Schwarzschild solution subject to the shearfree condition of Robinson and Trautman. By using

[^18]a coordinate transformation developed in NU, it is shown that these approximate solutions satisfy the boundary conditions suggested by Bondi ${ }^{5}$ and Sachs ${ }^{6}$ as suitable for defining gravitational radiation from bounded sources, but there are technical difficulties involved in solving the field equations and in transforming to Bondi-Sachs coordinates which force us to consider approximate solutions only.

## II. EXACT SOLUTIONS

We consider a space-time in which, by hypothesis, there exists a family of null hypersurfaces containing shear-free null geodesics; these are used to construct a coordinate system as described in RT. This coordinate system is also used in NU (where the shearfree condition is relaxed) together with a null tetrad system, and the Newman-Penrose equations for empty space then take a simpler form. The coordinate $u=x^{0}$ labels the hypersurfaces, $r=x^{1}$ is an affine parameter along the null geodesics lying in the hypersurfaces, and the coordinates $x^{i}(i=2,3)$ pick out a particular null geodesic in a hypersurface $u=$ const.

In this coordinate system the radial equations have been solved explicitly ${ }^{3}$; the notation employed here for the functions independent of $r$ introduced by this integration ( $\alpha^{0}$ etc.) agrees with that of NU. The nonradial equations yield relations between these functions, and one is eventually led to the metric ${ }^{3}$

$$
\begin{align*}
& g^{01}=1, \quad g^{00}=g^{0 i}=0, \\
& g^{11}=a_{-1} r+a_{0}+a_{1} r^{-1},  \tag{1}\\
& g^{1 i}=0, \\
& g^{i i}=-2 P^{2} \delta^{i j} r^{-2},
\end{align*}
$$

[^19]where
\[

$$
\begin{aligned}
a_{-1} & =-4 \gamma^{0}=2(\log P)_{, 0}, \\
a_{0} & =2 U^{0}=-2 P^{2} \nabla \bar{\nabla} \log P, \\
a_{1} & =-2 \Psi_{2}^{0},
\end{aligned}
$$
\]

and $P$ and $\Psi_{2}^{0}$ (real functions of $\left.u, x^{i}\right)^{7}$ satisfy

$$
\begin{equation*}
\nabla \Psi_{2}^{0}=0, \tag{2}
\end{equation*}
$$

$$
\begin{align*}
& \Psi_{2}^{0}{ }_{, 0}-3 \Psi_{2}^{0}(\log P)_{.0} \\
& \quad+P^{2} \nabla \bar{\nabla}\left(P^{2} \nabla \bar{\nabla} \log P\right)=0 . \tag{3}
\end{align*}
$$

In the above .o denotes differentiation with respect to $u$, and $\nabla=\partial / \partial x^{2}+i \partial / \partial x^{3}$. Introducing the complex coordinate $\zeta=x^{2}+i x^{3}$ (so that $\nabla=2 \partial / \partial \bar{\zeta}$ ), we may write the remaining coordinate freedom as

$$
\begin{equation*}
u^{\prime}=\gamma(u), \quad r^{\prime}=r / \dot{\gamma} \tag{4}
\end{equation*}
$$

$\zeta^{\prime}=f(\zeta)$, which induces $P^{\prime 2}=(\partial f / \partial \zeta)(\partial \bar{f} / \partial \bar{\zeta}) P^{2}$.

Equation (4) is a relabeling of hypersurfaces, and (5) a relabeling of geodesics within the hypersurfaces.

The 2 -spaces $V_{2}(u, r): u=$ const, $r=$ const, have line elements $r^{2} d l^{2}$, where $d l^{2}$ is the line element of a 2 -space $V_{2}^{0}$, given by

$$
\begin{equation*}
V_{2}^{0}: d l^{2}=\frac{1}{2} P^{-2}\left[\left(d x^{2}\right)^{2}+\left(d x^{3}\right)^{2}\right]=\frac{1}{2} P^{-2} d \zeta d \bar{\zeta} ; \tag{6}
\end{equation*}
$$

the Gaussian curvature of a 2 -space with metric (6) is

$$
\begin{equation*}
K=2 P^{2} \nabla \bar{\nabla} \log P \tag{7}
\end{equation*}
$$

so that (3) may be written

$$
\begin{equation*}
\Psi_{2}{ }^{0}, 0-3 \Psi_{2}^{0}(\log P)_{.0}+\frac{1}{2} P^{2} \nabla \bar{\nabla} K=0 . \tag{8}
\end{equation*}
$$

There are now two cases to consider: (a) $\Psi_{2}^{0}=0$, giving solutions of type III, $N$ or flat.
Equation (2) is satisfied, and (3) reduces to $\nabla \bar{\nabla} K=0$. The condition that these solutions be type $N$ (possibly flat) is $\nabla K=\bar{\nabla} K=0$, implying $K=K(u)$ a function of $u$ alone. In any region where $K$ is positive or negative it can be reduced to +1 or -1 , respectively, by a coordinate transformation (4) with $\dot{\gamma}(u)=( \pm K)^{\frac{1}{2}}$. This can be seen from the transformation under (4) of $g^{11}$, whose second term is $a_{0}=-K$.

In order to obtain all the null solutions we require the most general solution of

$$
\begin{equation*}
P^{2} \nabla \bar{\nabla} \log P=\frac{1}{2} K, \quad K=-1,0,1 \tag{9}
\end{equation*}
$$

${ }^{7}$ The $p$ and $m$ of RT are here denoted $\sqrt{2} P$ and $-\Psi_{2}{ }^{0}$, respectively.

Since each of the spaces $V_{2}^{0}$ now has constant curvature, a particular solution of (9) is $P=2^{-\frac{1}{2}}\left(1+\frac{1}{4} K \zeta \zeta \bar{\zeta}\right)$. Although this solution yields flat space, it may nevertheless be used to generate the most general solution of (9). This is achieved by defining a new coordinate $\zeta^{\prime}$ and a new function $P^{\prime}\left(\zeta^{\prime}, u\right)$ by

$$
\begin{align*}
\zeta^{\prime} & =\zeta^{\prime}(\zeta, u)  \tag{10}\\
P^{\prime 2} & =\left(\partial \zeta^{\prime} / \partial \zeta\right)\left(\partial \bar{\zeta}^{\prime} / \partial \bar{\zeta}\right) P^{2}
\end{align*}
$$

For each value of $u$ this represents a coordinate transformation of $V_{2}^{0}$, under which (9) remains invariant, but it is not a coordinate transformation of the four-dimensional space.

This method of constructing null solutions also gives flat-space solutions; for example the choice

$$
\begin{align*}
\zeta^{\prime}=[a(u) \zeta+b(u)] /[c(u) \zeta+ & d(u)] \\
& a d-b c=1 \tag{11}
\end{align*}
$$

in (10) yields a flat-space metric based on a family of null cones whose vertices lie on an arbitrary spacelike, null or timelike curve, given by $K=$ $-1,0,+1$, respectively. These solutions are generalizations of some flat-space solutions ${ }^{8}$ given previously.

A particular type III solution given in RT is

$$
\begin{align*}
& P=(\zeta+\bar{\zeta})^{\frac{1}{2}}  \tag{12}\\
& K=-12(\zeta+\bar{\zeta})
\end{align*}
$$

From this particular solution one can generate an infinite class of type III solutions by defining a new coordinate $\zeta^{\prime}$ and a new function $P^{\prime}$ by Eq. (10). This does not lead to all the type III solutions, as the expression for $K$ in (12) is not the most general solution of $\nabla \bar{\nabla} K=0, \nabla K \neq 0$.
(b) $\Psi_{2}^{0} \neq 0$, giving solutions of type II or $D$.

From (2), $\Psi_{2}^{0}$ is a function of $u$ only, therefore by a coordinate transformation (4) it may be made equal to $-1 .^{9}$ The remaining equation to be solved is (3), which now takes the form

$$
\begin{equation*}
3 P_{.0}+P^{3} \nabla \bar{\nabla}\left(P^{2} \nabla \bar{\nabla} \log P\right)=0 . \tag{13}
\end{equation*}
$$

Various solutions of this equation are given in RT, but they cannot be used to generate new solutions because (13) is not invariant under the substitution (10).

[^20]The Schwarzschild solution (with mass $K^{-\frac{1}{2}}$ ) is given by

$$
\begin{align*}
K & =2 P^{2} \nabla \bar{\nabla} \log P=\text { const }>0,  \tag{14}\\
P & =(1 / \sqrt{2})\left(1+\frac{1}{4} K \zeta \bar{\zeta}\right) .
\end{align*}
$$

For the next section it is convenient to introduce a new coordinate $\zeta^{\prime}=V+i \phi$ defined by

$$
\begin{equation*}
\zeta=2 K^{-\frac{1}{2}} e^{\nabla+i \phi} ; \tag{15}
\end{equation*}
$$

then from Eq. (5)

$$
\begin{equation*}
P^{\prime}=(1 / \sqrt{2}) K^{\frac{1}{2}} \cosh V . \tag{16}
\end{equation*}
$$

The transformation to the usual null polar coordinate system is then
$r^{\prime}=K^{-\frac{1}{2}} r, \quad u^{\prime}=K^{\frac{1}{4}} u, \quad \tanh V=\cos \theta$.

## III. APPROXIMATE SOLUTIONS

Using the coordinates $V, \phi$ defined above, the line element (6) of $V_{2}^{0}$ for the Schwarzschild metric in the form (16) is

$$
\begin{equation*}
d l^{2}=K^{-1} \operatorname{sech}^{2} V\left(d V^{2}+d \phi^{2}\right) \tag{18}
\end{equation*}
$$

and on putting $\tanh V=\cos \theta$ this becomes

$$
\begin{equation*}
d l^{2}=K^{-1}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{19}
\end{equation*}
$$

which is the metric of a sphere of radius $A=K^{-\frac{1}{2}}$.
The approximate solutions to be presented here are obtained by considering 2 -spaces $V_{2}^{0}$ which are only approximately spherical, and neglecting the square of a small parameter which measures their deviation from spherical form. They can thus be regarded as perturbations of the Schwarzschild solution subject to the RT shear-free condition. More precisely we consider the surfaces formed by revolving the curve, given in polar coordinates ( $R, \theta$ ) by

$$
\begin{equation*}
R=A\left[1+\epsilon P_{n}(\cos \theta)\right], \tag{20}
\end{equation*}
$$

about the polar axis, where $\epsilon$ is a small quantity whose square can be neglected. One could, of course, take a more complicated surface given by a linear combination of spherical harmonics, but without any significant loss of generality we confine ourselves to the simple axially symmetric surface represented by Eq. (20) so as to avoid cumbersome expressions later. The cases $n=0$ and $n=1$ both represent spheres, that in the latter case having its center displaced a distance $A \in$ along the axis of revolution, and so to achieve nontrivial results we take $n \geq 2$.

The line element (6) for the surface given by (20) is

$$
\begin{equation*}
d l^{2}=A^{2}\left[1+2 \epsilon P_{n}\right] \operatorname{sech}^{2} V\left(d V^{2}+d \phi^{2}\right), \tag{21}
\end{equation*}
$$

where $P_{n}=P_{n}(\cos \theta)=P_{n}(\tanh V)=P_{n}(\mu)$ say, so the function $P$ is

$$
\begin{equation*}
P=A^{-1} 2^{-\frac{1}{2}}\left(1-\epsilon P_{n}\right) \cosh V . \tag{22}
\end{equation*}
$$

Substitution in Eq. (13) shows that this is an approximate RT solution if

$$
\epsilon=\epsilon_{0} \exp \left[-2\left[\begin{array}{c}
n+2  \tag{23}\\
4
\end{array}\right) A^{-4} u\right]
$$

where $\epsilon_{0}$ is the value of $\epsilon$ on the hypersurface $u=0$. As $u \rightarrow \infty, \epsilon \rightarrow 0$ and the 2 -spaces tend to spheres. The approximation is not valid when carried indefinitely into the past, but this difficulty can be avoided by relaxing the shear-free condition prior to $u=0$ say, and taking $\epsilon$ to be given on $u=0$ as a small quantity; then Eq. (23) shows that at later times $\epsilon$ is still small and the approximation is valid.

The metric (1) now has the form

$$
\begin{aligned}
g^{01} & =1, \quad g^{00}=g^{0 i}=0, \quad g^{1 i}=0, \\
g^{11} & =a_{-1} r+a_{0}+a_{1} r^{-1}, \\
g^{i j} & =-2 P^{2} \delta^{i j} r^{-2},
\end{aligned}
$$

where

$$
\begin{align*}
a_{-1} & =4\binom{n+2}{4} A^{-4} \epsilon P_{n} \\
A_{0} & =-A^{-2}\left[1+\epsilon(n+2)(n-1) P_{n}\right]  \tag{24}\\
a_{1} & =2 \\
P & =A^{-1} 2^{-1}\left(1-\epsilon P_{n}\right) \cosh V .
\end{align*}
$$

We wish to interpret this solution as representing radiation from a bounded source, and to do this we must transform to a coordinate system in which it is apparent that the boundary conditions suggested by Bondi ${ }^{5}$ and Sachs ${ }^{6}$ are satisfied. The first task is the removal of the term $a_{-1}$ in the metric (24), which is accomplished by using a coordinate transformation developed in NU. ${ }^{4}$ In general this transformation is given by infinite series in $r^{-1}$, of which only the first few terms are readily calculated, and the transformed metic is not expressible in closed form. However, in our case the term to be transformed away is of first order in $\epsilon$, and so an infinitesimal coordinate transformation is sufficient. Quoting from NU, Sec. IV, we see that it is of the form $x^{\mu^{\prime}}=x^{\mu}+\zeta^{\mu}\left(x^{\nu}\right)$ where in the axially sym-
metric case which we are considering the infinitesimal quantities are given by

$$
\begin{align*}
& \zeta^{0}=\zeta^{00}(u, V), \\
& \zeta^{1}=-\zeta^{00},{ }_{0} r+\zeta^{01}(u, V),  \tag{25}\\
& \zeta^{2}=\zeta^{02}(V)-2 P^{2} r^{-1} \zeta^{00}{ }_{, 2}, \\
& \zeta^{3}=0,
\end{align*}
$$

and satisfy

$$
\begin{align*}
\zeta^{02}{ }_{, 2} & =\zeta^{02}{ }_{, 3}=0,  \tag{26}\\
\zeta^{01} & =P^{2} \zeta^{00}, .22 .
\end{align*}
$$

Considering the effect on $g^{11}$, we have

$$
\zeta^{00}=\frac{1}{2}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right)^{-1} A^{4} \epsilon P_{n}
$$

and taking $\zeta^{02}=0$, this gives the transformation

$$
\begin{align*}
\zeta^{0} & =\frac{1}{2}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right]^{-1} A^{4} \epsilon P_{n} \\
\zeta^{1} & =\epsilon P_{n} r-[6 /(n-1)(n+2)] A^{2} \epsilon P_{n}  \tag{27}\\
\zeta^{2} & =-\frac{1}{2}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right)^{-1} A^{2} \epsilon \frac{d P_{n}}{d \mu} r^{-1}, \\
\zeta^{3} & =0, \quad \text { where } \mu=\tanh V
\end{align*}
$$

The transformation (25) is similar to an infinitesimal Bondi-Metzner transformation, ${ }^{5}$ but is more general as $\zeta^{00}$ is a function of $u$ as well as of $V$. Taking $\zeta^{02}=0$ is analogous to using a supertranslation rather than a general $B M$ transformation.

The transformed metric has components

$$
\begin{align*}
& g^{0^{\prime} 0^{\prime}}=g^{0^{\prime} i^{\prime}}=0, \\
& g^{0^{\prime} 1^{\prime}}=1 \text {, }  \tag{28}\\
& g^{1^{\prime} 1^{\prime}}=a^{\prime}{ }_{0}+a^{\prime}{ }_{1} r^{\prime-1}+a_{2}^{\prime} r^{\prime^{-2}}, \\
& g^{1{ }^{\prime} 2^{\prime}}={b^{\prime}}^{2}{ }_{2} r^{\prime-2}+{b^{\prime 2}}_{3} r^{\prime^{\prime 3}}, \\
& g^{1^{\prime \prime} 3^{\prime}}=0 \text {, } \\
& g^{i i^{\prime}}=-2 P^{\prime 2} \delta^{i j} r^{\prime-2}+{d^{\prime i j}{ }_{3} r^{\prime-3},}^{3}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{0}^{\prime}=-A^{-2}, \\
& a_{1}^{\prime}=2+6 \epsilon^{\prime} P_{n}^{\prime}, \\
& a_{2}^{\prime}=\frac{-12}{(n-1)(n+2)} A^{2} \epsilon^{\prime} P_{n}^{\prime}, \\
& {b^{\prime}}_{2}^{2}=\frac{6}{n(n+1)} \epsilon^{\prime} \frac{d P^{\prime}}{d \mu^{\prime}},
\end{aligned}
$$

$$
\begin{aligned}
{b^{\prime 2}}_{3} & =\left[\begin{array}{c}
n+2 \\
4
\end{array}\right]^{-1} A^{2} \epsilon^{\prime} \frac{d P^{\prime}}{d \mu^{\prime}} \\
2 P^{\prime 2} & =A^{-2} \cosh ^{2} V^{\prime} \\
{d^{\prime 23}}_{3}^{\prime 2} & =0 \\
d^{22} & =-d^{\prime 33}=\frac{1}{2}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right)^{-1} \epsilon^{\prime} P^{\prime 2}{ }_{n} \cosh ^{2} V^{\prime},
\end{aligned}
$$

and here

$$
\begin{aligned}
\epsilon^{\prime} & =\epsilon_{0} \exp \left[-2\left[\begin{array}{c}
n+2 \\
4
\end{array}\right] A^{-4} u^{\prime}\right], \\
P_{n}^{\prime} & =P_{n}\left(\tanh V^{\prime}\right)=P_{n}\left(\cos \theta^{\prime}\right), \\
\mu^{\prime} & =\tanh V^{\prime}=\cos \theta^{\prime} .
\end{aligned}
$$

Finally by a transformation to new coordinates $u, r, V$ not to be confused with the original coordinates used in (24)]

$$
\begin{align*}
u & =A^{-1} u^{\prime}, & & r=A r^{\prime},  \tag{29}\\
V & =V^{\prime}, & & \phi=\phi^{\prime},
\end{align*}
$$

and putting $A^{3}=m_{0}$, one obtains the metric

$$
\begin{align*}
& g^{00}=g^{01}=0, \\
& g^{01}=1, \\
& g^{11}=a_{0}+a_{1} r^{-1}+a_{2} r^{-2},  \tag{30}\\
& g^{12}=b_{2}^{2} r^{-2}+b_{3}^{2} r^{-3}, \\
& g^{13}=0, \\
& g^{i j}=-2 P^{2} \delta^{i j} r^{-2}+d_{3}^{i j} r^{-3},
\end{align*}
$$

where

$$
\begin{aligned}
& a_{0}=-1, \\
& a_{1}=2 m_{0}+6 m_{0} \epsilon P_{n}, \\
& a_{2}=[-12 /(n-1)(n+2)] m_{0}^{2} \epsilon P_{n}, \\
& b_{2}^{2}=\frac{6}{n(n+1)} m_{0} \epsilon \frac{d P_{n}}{d \mu}, \\
& b_{3}^{2}=\binom{n+2}{4}^{-1} m_{0}^{2} \epsilon \frac{d P_{n}}{d \mu},
\end{aligned}
$$

$$
2 P^{2}=\cosh ^{2} V, \quad d_{3}^{23}=0
$$

$$
d_{3}^{22}=-d_{3}^{33}=\frac{1}{2}\binom{n+2}{4}^{-1} m_{0} \epsilon_{n}^{2} \cosh ^{2} V,
$$

and here

$$
\begin{gathered}
\epsilon=\epsilon_{0} \exp \left[-2\left[\begin{array}{c}
n+2 \\
4
\end{array}\right) m_{0}^{-1} u\right], \\
P_{n}=P_{n}(\tanh V)=P_{n}(\cos \theta)=P_{n}(\mu) .
\end{gathered}
$$

The offensive term $a_{-1}$ has now been removed (at the expense of introducing shear into the coordinate hypersurfaces), and as $r \rightarrow \infty$ the $2 \times 2$ metric associated with the surfaces of constant $u$ and $r$ tends to

$$
\begin{aligned}
& d l^{2}=\frac{1}{2} P^{-2}\left(d V^{2}+d \phi^{2}\right) \\
& \quad=\operatorname{sech}^{2} V\left(d V^{2}+d \phi^{2}\right)=d \theta^{2}+\sin ^{2} \theta d \phi^{2}
\end{aligned}
$$

which is that of a sphere. Thus apart from using an affine parameter $r$ instead of a luminosity distance we have made a transformation (of the region $u>0$ ) to Bondi-Sachs coordinates, and the approximate solution is now clearly seen to represent radiation from a bounded source.

Making use of Eqs. (32) and (25a)-(25d) of NU we can pick out from the metric (30) the following leading terms of the spin coefficients and tetrad components of the curvature tensor:

$$
\begin{align*}
& \sigma^{0}=\frac{1}{4}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right]^{-1} m_{0} \epsilon P_{n}^{2},  \tag{31a}\\
& \omega^{0}=-[3 \sqrt{2} / n(n+1)] m_{0} \epsilon P_{n}^{1},  \tag{31b}\\
& \lambda^{0}=-\frac{1}{2} \epsilon P_{n}^{2},  \tag{31c}\\
& \Psi_{0}^{0}=0,  \tag{31d}\\
& \Psi_{1}^{0}=\frac{3 \sqrt{2}}{4}\left[\begin{array}{c}
n+2 \\
4
\end{array}\right]^{-1} m_{0}^{2} \epsilon P_{n}^{1},  \tag{31e}\\
& \Psi_{2}^{0}=-m_{0},  \tag{31f}\\
& \Psi_{3}^{0}=-[(n-1)(n+2) / 2 \sqrt{2}] \epsilon P_{n}^{1},  \tag{31g}\\
& \Psi_{4}^{0}=-\left[\begin{array}{c}
n+2 \\
4
\end{array}\right]^{-1} m_{0}^{-1} \epsilon P_{n}^{2} . \tag{31h}
\end{align*}
$$

These are of course correct to first order only in $\epsilon$.
In Eq. (31a) $\sigma^{0}$ is Bondi's news function, and corresponds to $2^{n}$-pole radiation. As $n \geq 2$ quadrupole is the lowest pole radiation which occurs, as was to be expected.

The mass of the system at any time $u$ as defined by Janis and Newman ${ }^{10}$ is

$$
m(u)=-\frac{1}{4} \int_{-1}^{1}\left(\Psi_{2}^{0}+\tilde{\Psi}_{2}^{0}\right) P_{0}(\mu) d \mu=m_{0} .
$$

The mass $m_{B}(u)$ as defined by Bondi differs from $m(u)$ by terms quadratic in $\sigma^{0}$, and so when $\epsilon^{2}$ is ignored $m_{B}(u)=m(u)$, and neither mass changes to first order in $\epsilon$. The change in either mass depends only on terms quadratic in $\sigma^{0},{ }^{11}$ and so both $\partial m / \partial u$

[^21]and $\partial m_{B} / \partial u$ can in fact be calculated. Quoting from Newman and Unti, ${ }^{11}$
\[

$$
\begin{aligned}
\frac{\partial m}{\partial u} & =-\frac{1}{2} \int_{-1}^{1}\left|\frac{\partial \sigma^{0}}{\partial u}\right|^{2} d \mu+\frac{1}{4} \int_{-1}^{1} \frac{\partial^{2}}{\partial u^{2}}\left(\sigma^{0} 0^{0}\right) d \mu \\
& =\frac{1}{4(2 n+1)} \frac{(n+2)!}{(n-2)!} \epsilon^{2},
\end{aligned}
$$
\]

which is a positive quantity, while

$$
\begin{aligned}
\frac{\partial m_{B}}{\partial u} & =-\frac{1}{2} \int_{-1}^{1}\left|\frac{\partial \sigma^{0}}{\partial u}\right|^{2} d \mu \\
& =-\frac{1}{4(2 n+1)} \frac{(n+2)!}{(n-2)!} \epsilon^{2},
\end{aligned}
$$

which is of necessity a negative quantity. The difference in sign of the two rates of change of mass occurs whenever the news function depends exponentially on $u$, but it is not really significant as the system does not start from a static configuration. It is only in the static case that the mass of the system can be positively identified, and then $m(u)=m_{B}(u)$; in a system which has an initial static configuration and a final static configuration, but is active in between, both definitions give the same net mass loss.

We end this section with a few remarks about the solution of the propagation equation (13), which may be written

$$
\begin{equation*}
6 P_{, 0}+P^{3} \nabla \bar{\nabla} K=0, \tag{32}
\end{equation*}
$$

where $K$ is the Gaussian curvature of $V_{2}^{0}$,

$$
K=2 P^{2} \nabla \bar{\nabla} \log P
$$

Suppose $P(u, \zeta, \bar{\zeta})$ is given by a Taylor series in $u$, i.e.,

$$
\begin{equation*}
P(u)=P_{0}+u \dot{P}_{0}+(1 / 2!) u^{2} \ddot{P}_{0}+\cdots, \tag{33}
\end{equation*}
$$

where the suffix zero indicates that the function is evaluated at $u=0$, and a dot denotes differentiation with respect to $u$. If $P_{0}$ is given (i.e., if a 2 -surface $V_{2}^{0}$ is given at $u=0$ ) then $P(u)$ is determined uniquely at other times $u$ by Eq. (32). For

$$
\begin{aligned}
\dot{P}_{0} & =-\frac{1}{6} P_{0}^{3} \nabla \bar{\nabla} K_{0}=f_{1}\left(P_{0}\right), \\
\dot{P}_{0} & =-\frac{1}{2} P_{0}^{2} \dot{P}_{0} \nabla \bar{\nabla} K_{0}-\frac{1}{6} P_{0}^{3} \nabla \bar{\nabla} \dot{K}_{0} \\
& =g_{2}\left(\dot{P}_{0}, P_{0}\right)=f_{2}\left(P_{0}\right),
\end{aligned}
$$

and in general

$$
\stackrel{(n)}{P_{0}}=g_{n}\left(\stackrel{(n-1)}{ }_{P_{0}}, \cdots, P_{0}\right)=f_{n}\left(P_{0}\right) .
$$

As a trivial example one could take

$$
P_{0}=(1 / \sqrt{2})\left(1+\frac{1}{4} a^{-2} \zeta \bar{\zeta}\right),
$$

corresponding to a sphere of radius $a$. Then $K_{0}=$ $a^{-2}=$ const, $\dot{P}_{0}=\ddot{P}_{0}=\cdots=0$, and the 2-surfaces $V_{2}^{0}$ remain spherical. By taking more complicated initial surfaces and neglecting higher powers of $u$ one can in this way obtain approximate RT solutions valid for small $u$.

Alternatively one can ask for solutions which take a prescribed form in the infinite future. Putting $w=u^{-1}$, Eq. (32) becomes

$$
\begin{equation*}
6 w^{2} P^{\prime}-P^{3} \nabla \bar{\nabla} K=0 \tag{34}
\end{equation*}
$$

and analogous to (33)

$$
\begin{equation*}
P(w)=P_{0}+w P_{0}^{\prime}+\frac{1}{2!} w^{2} P_{0}^{\prime \prime}+\cdots, \tag{35}
\end{equation*}
$$

where a prime denotes differentiation with respect to $w$. Repeated differentiation of (34) yields

$$
\begin{align*}
\nabla \bar{\nabla} K_{0} & =0,  \tag{36a}\\
\nabla \bar{\nabla} K_{0}^{\prime} & =0,  \tag{36b}\\
\nabla \bar{\nabla} K_{0}^{\prime \prime} & =12 P_{0}^{-3} P_{0}^{\prime}, \tag{36c}
\end{align*}
$$

and in general

$$
\begin{equation*}
\nabla \bar{\nabla} K_{0}^{(n)}=f\left(P_{0}^{(n-1)}, P_{0}^{(n-2)}, \cdots, P_{0}\right) \tag{36d}
\end{equation*}
$$

Equation (36a) puts a restriction on the Gaussian curvature of the 2 -surfaces which can be prescribed in the infinite future. Even if a function $P_{0}$ compatible with (36a) is given, $P(w)$ is not uniquely determined. Equation (36b) is a differential equation for $P_{0}^{\prime}$, and its solution involves arbitrary functions; $P_{0}^{\prime}$ can then be substituted in (36c) to give a differential equation for $P^{\prime \prime}{ }_{0}$, and again arbitrary functions are introduced by the integration, and so on, arbitrary functions being introduced as each $P_{0}^{(n)}$ is determined.

A possible form for $P_{0}$ which is compatible with (36a) is that corresponding to a sphere. Thus we infer that there is an infinite number of RT solutions which are Schwarzschild in the asymptotic future.
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## I. INTRODUCTION

IN three earlier papers ${ }^{1-3}$ (denoted hereafter by CT, AP, and EO, respectively), an investigation of the analytic properties of coupling constant expansions in Regularized Field Theories (RFT) was initiated. The field theories studied in those articles were restricted by two major "finitizing" conditions (i.e., conditions imposed to make the amplitudes

[^24]of all diagrams finite numbers); restriction to a finite four-dimensional periodicity volume $V$ (in the Euclidean metric), ${ }^{4}$ and regularization of the boson and fermion propagators. ${ }^{5}$ While we presently con-

[^25]sider only the vacuum-to-vacuum amplitude; these results are crucial to the study of the physical amplitudes. For simplicity, only spinless fermions are considered; however, all results are essentially applied to fermions with spin.

This investigation is being carried out in anticipation of eventual consideration of the physical limit; the limit as the regularized series approaches the renormalized series (to be known as the "renormalization limit'), and the limit as $V \rightarrow \infty$. In this paper and in a paper to follow, the first step of the renormalization limit will be studied in the form of renormalizing the augmented ${ }^{6}$ (blind) $S$ matrix by including the point fermion-antifermion loop in the nonaugmented ${ }^{6} S$ matrix via a mass renormalization of the fermion propagator. The case of a finite point-loop amplitude is studied in this paper, while the circumstance of an infinite point-loop amplitude is investigated in a subsequent paper. From the physical point of view, this renormalization is really a "straw man" in that the point fermionantifermion loop is not part of the physical amplitude, but was invented for mathematical convenience. Mathematically, however, this simple renormalization is extremely illuminating. A brief review of definitions and earlier results is presented in Sec. II. The Point-Loop Renormalization Relation (PLRR) is derived by diagrammatic methods in Sec. III. In Sec. IV, the structure and some interesting consequences of the PLRR are derived. The results are discussed in Sec. V. In the subsequent article, convergence of the nonaugmented $S$ matrix is demonstrated for the case that the point loop is infinite provided that other diagrams have finite amplitudes, and the implications of these results as well as the general considerations concerning renormalization are discussed.

## II. DEFINITIONS AND EARLIER RESULTS

The vacuum-to-vacuum amplitude was constructed in Ref. 1, in terms of two functions $\Delta(x)$ and $S(x)$ of a Euclidean four-vector variable $x$, which have the periodicity of a four-dimensional Euclidean periodicity volume $V$. Their Fourier coefficients are

$$
\begin{equation*}
\hat{\Delta}(k)=\int_{V} d x \Delta(x) e^{-i k x}, \tag{1}
\end{equation*}
$$

[^26]\[

$$
\begin{equation*}
\hat{S}(k)=\int_{V} d x S(x) e^{-i k x}, \tag{2}
\end{equation*}
$$

\]

where $k$ is a vector of the four-dimensional momentum lattice $£$ and

$$
\begin{align*}
& \Delta(x)=\frac{1}{V} \sum_{k \in \mathcal{S}} \hat{\Delta}(k) e^{i k x}  \tag{3}\\
& S(x)=\frac{1}{V} \sum_{k \in \mathcal{S}} \hat{S}(k) e^{i k x} \tag{4}
\end{align*}
$$

They correspond, respectively, to the bare boson and fermion propagators, after the transformation to the Euclidean metric described in Ref. 1 has been performed. The latter function is to be considered the $\eta=0$ value of the function $S_{\eta}(x)$, defined by

$$
\begin{equation*}
S_{\eta}(x)=\frac{1}{V} \sum_{k \in \mathfrak{I}} \hat{S}_{\eta}(k) e^{i k x} \equiv \frac{1}{V} \sum_{k \in \mathfrak{I}} \frac{e^{i k x}}{\hat{S}(k)^{-1}-\eta}, \tag{5}
\end{equation*}
$$

where $\eta$ is a complex variable. In the case of fermions with spin, Eqs. (2), (4), and (5) would be replaced by more elaborate expressions [Eqs. (84), (B33), (B34) in CT] for nongradient scalar coupling. The expansions to be studied are [Eqs. (4), (9) of AP]

$$
\begin{align*}
s(z, \eta) & \equiv \sum_{n=0}^{\infty} \frac{(2 z)^{n}}{(2 n)!} \int_{V} d x_{1} \cdots \int_{V} d x_{2 n} \\
\times & S^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right) \Delta^{(2 n)}\left(x_{1}, \cdots, x_{2 n}\right),  \tag{6}\\
\dot{S}(z, \eta) & \equiv \sum_{n=0}^{\infty} \frac{(2 z)^{n}}{(2 n)!} \int_{V} d x_{1} \cdots \int_{V} d x_{2 n} \\
\times & S_{0}^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right) \Delta^{(2 n)}\left(x_{1}, \cdots, x_{2 n}\right), \tag{7}
\end{align*}
$$

known, respectively, as the "augmented (blind)" and the "standard (blind)" (vacuum) amplitudes. These are the amplitudes expressed in the Euclidean metric after the removal of the $i$ 's (hence "blind"). The quantity

$$
S^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right) \equiv S^{(2 n)}(12, \cdots, 2 n ; \eta)
$$

is the determinant of the matrix $\mathbf{S}^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right)$ (we adhere to the notation of representing the matrix by a boldface symbol, and its determinant by the corresponding plain symbol) whose $i, j$ matrix element is

$$
\begin{equation*}
\left[\mathbf{S}^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right)\right]_{i j}=S_{\eta}\left(x_{i}-x_{i}\right), \tag{8}
\end{equation*}
$$

and the elements of the matrix $\mathbf{S}_{0}^{(2 n)}\left(x_{1}, \cdots, x_{2 n i} \eta\right)$ whose determinant is

$$
S_{0}^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right) \equiv S_{0}^{(2 n)}(12 \cdots 2 n ; \eta)
$$

differ from those of $\mathbf{S}^{(2 n)}\left(x_{1}, \cdots, x_{2 n} ; \eta\right)$ only in that its diagonal elements are zero. $\Delta^{(2 n)}\left(x_{1}, \cdots, x_{2 n}\right)$
is the sum of $n$-fold products of the form

$$
\begin{aligned}
& \Delta^{(2 n)}\left(x_{1}, \cdots, x_{2 n}\right) \equiv \Delta^{(2 n)}(12 \cdots 2 n) \\
& =\sum_{\substack{1 \leq i_{1}<i_{n} \cdots<i_{n s-1} \\
\text { sHilik } i_{i s t i n o t}}} \Delta\left(x_{i_{1}}-x_{i_{1}}\right) \\
& \times \Delta\left(x_{i_{1}}-x_{i_{4}}\right) \cdots \Delta\left(x_{i_{n-1}}-x_{i_{a n}}\right)
\end{aligned}
$$

corresponding to all ways of forming distinct pairwise boson connections between the $2 n$ points. Certain "regularization conditions" are demanded of the functions $\hat{\Delta}(k)$ and $\hat{S}_{q}(k)$ so that all integrals appearing in $\delta(z, \eta)$ and $\delta(z, \eta)$ are finite. They are to be specified in the course of this article. The variable $z$ corresponds to $\frac{1}{2} g^{2}$, where $g$ would be the coupling constant for a Yukawa-type coupling of the fermions to the bosons.

In AP and EO the regularization conditions

$$
\begin{equation*}
\Delta_{i} \equiv \int_{V} d x|\Delta(x)|<\infty \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
S(0) \equiv \frac{1}{V} \sum_{k \in \mathcal{R}} \hat{\mathbb{S}}(k)<\infty \tag{10}
\end{equation*}
$$

were imposed.
The latter condition was somewhat strengthened to the condition on the large momentum behavior of $\hat{S}(k)$

$$
\begin{equation*}
\varlimsup_{|k| \rightarrow \infty}|k|^{t}|\hat{S}(k)|<\infty \tag{11}
\end{equation*}
$$

for some $t>4$. Then, it was shown in AP that $\delta(z, \eta)$ had exponential order of at most 1 in $z^{7}{ }^{7}$ and in EO it was shown that $\delta(z, 0)$ had exponential order exactly $\left(\frac{1}{2} t-1\right)^{-1}$. For $s(z, \eta)(\eta \neq 0)$, it was shown that, except for a discrete set of points [ $\left.\eta=\hat{S}(k)^{-1}, k \in \mathcal{L}\right]$, where $S(z, \eta)$ had poles in $\eta, S(z, \eta)$ had exponential order of at most $\left(\frac{1}{2} t-1\right)^{-1}$ in $z$. In this paper, the case $t>4$ corresponding to the regularization condition Eq. (10) is demanded. In a following paper, the range $2<t \leq 4$ will be studied, where $s(z, \eta)$ is no longer defined since $S(0)$ of Eq. (10) is a divergent sum. The condition Eq. (9) will be maintained.

Our ultimate concern is with the quantities $U(z, \eta)$ and $\dot{U}(z, \eta)$ defined by

$$
\begin{align*}
s(z, \eta) & \equiv \exp [-V U(z, \eta)]  \tag{12}\\
\dot{s}(z, \eta) & \equiv \exp [-V \stackrel{\circ}{U}(z, \eta)] .
\end{align*}
$$

[^27]These are "observed" quantities in the sense that, in the $V \rightarrow \infty$ limit, they are finite. Physically, they represent the vacuum energy density. They are given as the sum of the amplitudes of all connected diagrams calculated by the proper prescription (see CT Sec. IIC).

## III. THE POINT-LOOP RENORMALIZATION RELATION

In the Appendix B of CT, relations [Eqs. (B18) and (B19)] were derived connecting the functions $\delta(z, \eta)$ and $\delta(z, \eta)$. These relations will now be rederived by diagrammatic methods, and their physical content will be made clearer. The relation to be derived ${ }^{8}$ (in a somewhat different notation than in CT)

$$
\begin{align*}
& \delta(z, \eta)=s\left[z, \eta+2 \Delta_{0} z S_{\eta}(0)\right] \\
& \quad \times \exp V\left(\Delta_{0} z S_{\eta}^{2}(0)-\int_{\eta}^{\eta+2 \Delta_{0} z S_{n}(0)} d \rho S_{\rho}(0)\right) \tag{13}
\end{align*}
$$

is termed, for reasons to become clear later, the "Point-Loop Renormalization Relation" (PLRR). We have defined $\Delta_{0} \equiv \Delta(0)=\int_{V} d x \Delta(x)$.

It should be recalled that $\hat{S}_{\eta}(k)$ obeys the relation

$$
\begin{equation*}
(\partial / \partial \eta) \hat{S}_{\eta}(k)=\hat{S}_{\eta}(k)^{2} \tag{14}
\end{equation*}
$$

which allows the interpretation that the operation $\partial / \partial \eta$ has the effect of attaching a vertex (of unit strength) of an external line carrying four-momentum zero into the propagator $\hat{S}_{\eta}(k)$ (to be termed a "zero vertex"). Equation (13) is thus a generalized Ward identity. ${ }^{9}$ Consequently, $\partial / \partial \eta$, acting on any diagrammatic amplitude, produces the sum of the amplitudes of all diagrams obtained from the original one by the insertion of the zero vertex into all possible internal fermion propagators. Iteration of $\partial / \partial \eta$ leads correspondingly to the attachment of further zero vertices into the original diagram.

[^28]Let us consider now the power series

$$
\begin{align*}
& S_{\lambda}(z, \eta) \equiv \sum_{n=0}^{\infty} \frac{(2 z)^{n}}{(2 n)!} \int_{V} d x_{1} \cdots \int_{V} d x_{2 n} \\
& \quad \times S_{\lambda}^{(2 n)}\left(x_{12} \cdots x_{2 n} ; \eta\right) \Delta^{(2 n)}\left(x_{1} \cdots x_{2 n}\right), \tag{15}
\end{align*}
$$

where

$$
\left[\mathbf{S}_{\lambda}^{(2 n)}(12 \cdots 2 n ; \eta)\right]_{i i} \equiv S_{\eta}\left(x_{i}-x_{i}\right), \text { for } i \neq j
$$

$$
\begin{equation*}
\left[\mathbf{S}_{\lambda}^{(2 n)}(12 \cdots 2 n ; \eta)\right]_{i i}=S_{\eta}(0)-\lambda . \tag{16}
\end{equation*}
$$

Diagrammatically, the new terms appearing in $S_{\lambda}(z, \eta)$, which would vanish when $\lambda=0$, arise from the inclusion of point loop of strength $\lambda$ attached by a zero-momentum boson line to fermion lines. This contribution can be determined by considering the $\lambda$ contributions via $U_{\lambda}(z, \eta)$, the total amplitude for all connected diagrams. There are two types of $\lambda$-dependent diagrams appearing in $U_{\lambda}(z, \eta)$ : (a) those connected diagrams where removal of the " $\lambda$-polyps" (i.e., $\lambda$ point loop plus attached boson line) leads to a connected diagram already in $U(z, \eta)$, (b) those not of type (a), (see Figs. 1, 2). The contribution of type (a) [where we include $U_{0}(z, \eta)$ in the sum] is readily evaluated by considering the fact that the attachment of $k \lambda$-polyps is achieved by acting on $U(z, \eta)$ with

$$
\begin{equation*}
(1 / k!)\left(2 z \Delta_{0} \lambda\right)^{k}\left(\partial^{k} / \partial \eta^{k}\right) . \tag{17}
\end{equation*}
$$

The operator $\partial / \partial \eta$ attaches a zero-momentum boson line to all possible fermion lines in $U(z, \eta) ; \Delta(0) \equiv \Delta_{0}$ is the propagator for the zero-momentum boson line; $2 z \lambda=g^{2} \lambda$ is the strength factor arising from the two ends of the boson line and the strength $\lambda$ of the point loop, $1 / k$ ! removes the multiplicity


Fig. 1. Type-(a) diagrams. The hollow circle denotes a point fermion-antifermion loop of strength $S_{\eta}(0)$. The black circle denotes the point loop of strength $\lambda$ ( $\lambda$-polyp). On line (i) are some typical connected vacuum diagrams corresponding to the standard vacuum $S$ matrix. Line (ii) includes some of the connected diagrams associated with the augmented vacuum $S$ matrix. Line (iii) includes some of the vacuum diagrams arising from the inclusion of the $\lambda$-polyp, which, upon detachment of the $\lambda$-polyps, are part of the augmented vacuum $S$ matrix.



Fig. 2. Type-(b) diagrams. The diagram on line (i), upon removal of the $\lambda$-polyps, reduces to the null diagram. The diagram (ii), upon removal of $\lambda$-polyps, reduce to the point loop $S_{\eta}(0)$ which is not part of the augmented amplitude.
due to the different orders of attaching the polyps to a diagram and all terms appear with the same sign. The total contribution for (a)-type diagrams is $\stackrel{a}{2}_{\lambda}(z, \eta)=\sum_{k=0}^{\infty} \frac{(\lambda \nu)^{k}}{k!} \frac{\partial^{k}}{\partial \eta^{k}} U(z, \eta)=U(z, \eta+\lambda \nu)$,
where

$$
\nu \equiv 2 \Delta_{0} z
$$

Another way of obtaining this result is by considering

$$
\begin{equation*}
\dot{S}_{\lambda}(z, \eta) \equiv \exp [-V \stackrel{\mathbf{U}}{\lambda}(z, \eta)] . \tag{19}
\end{equation*}
$$

The net effect of including the $\lambda$-polyps in $\mathbb{S}(z, \eta)$ can be obtained by summing the contribution of all $\lambda$-polyps attached to each fermion line. This is just a mass renormalization of the fermion propagator $\hat{S}_{n}(k)$, and the renormalized propagator is [see Fig. 3]

$$
\begin{align*}
\hat{S}_{\eta}^{R}(k)= & \hat{S}_{\eta}(k)+\lambda \nu \hat{S}_{\eta}(k)^{2}+\lambda^{2} \nu^{2} \hat{S}_{\eta}(k)^{3}+\cdots \\
& =\left[\hat{S}_{\eta}(k)^{-1}-\lambda \nu\right]^{-1}=\left[\hat{S}(k)^{-1}-\eta-\lambda \nu\right]^{-1} \\
& =\hat{S}_{\eta+\lambda \nu}(k) . \tag{20}
\end{align*}
$$

Thus, $\eta$ is essentially the mass, i.e., the quantity to be augmented by mass renormalization in the case of regularized propagators. From Eq. (20), one immediately finds


Fig. 3. The double heavy line in (i) denotes the renormalized fermion line obtained by including any number of $\lambda$-polyp attachments. The same renormalization of the point loop of strength $S_{\eta}(0)$ is shown on line (ii). This renormalization in the augmented amplitude gives rise to the augmented $S$ matrix with all $\lambda$-polyp attachments whose removal leads back to diagrams in the augmented $S$ matrix [viz. type (a)].
or

$$
\stackrel{\Sigma}{U}_{\lambda}(z, \eta)=U(z, \eta+\lambda \nu)
$$

as in Eq. (18).
The (b)-type diagrams (as mentioned), upon detachment of the $\lambda$ polyps, reduce to diagrams not contained in $U(z, \eta)$. Since any connected diagram with internal meson lines is included in $U(z, \eta)$, the ( $\lambda$-polyp) detached (b)-type diagrams consist exactly of two diagrams, the "null" diagram containing no lines, and a single, closed fermion loop with strength $S_{n}(0)$. From the null diagram, by attachment of $\lambda$ polyps, one can form only one diagram (see Fig. 2) (remembering that a $\lambda$-point loop can connect to only one boson line). From the point fermion loop, one can form simply the set of all polygons with $\lambda$ polyps connected at each vertex (see Fig. 2). The sum of contributions from all of these is readily evaluated in closed form. One finds

$$
\begin{align*}
-\stackrel{\mathrm{b}}{U_{\lambda}}(z, \eta) & =\frac{1}{2} \nu \lambda^{2}-\sum_{m=1}^{\infty} \frac{(\nu \lambda)^{m}}{m} \frac{1}{V} \sum_{k \in \mathfrak{I}}\left[\hat{S}_{\eta}(k)\right]^{m} \\
& =\frac{1}{2} \nu \lambda^{2}+\frac{1}{V} \sum_{k \in \mathfrak{L}} \ln \left[1-\lambda \nu \hat{S}_{\eta}(k)\right] \tag{22}
\end{align*}
$$

In Eq. (22), the first term is the contribution from the attached null diagram, while the remaining sum is over the attached polygons. The $1 / m$ denominator in the polygon sum is an enumerative factor. ${ }^{10}$ An alternative expression for the sum in Eq. (22) gives

$$
\begin{align*}
& -\frac{1}{2} \nu \lambda^{2}-\stackrel{\mathrm{b}}{U_{\lambda}(z, \eta)}=\frac{1}{V} \sum_{k} \int_{0}^{\mu \lambda} d \rho \frac{1}{\hat{S}_{\eta}(k)^{-1}-\rho} \\
& =\frac{1}{V} \sum_{k} \int_{0}^{\nu \lambda} d \rho \hat{S}_{\eta+\rho}(k)=\int_{\eta}^{\eta+\lambda \lambda} d \rho S_{\rho}(0) \tag{23}
\end{align*}
$$

Thus, from Eqs. (21), (22), and (23),

$$
\begin{align*}
\mathcal{S}_{\lambda}(z, \eta) & =\exp \left\{-V\left[\stackrel{\mathrm{a}}{\lambda}^{U_{\lambda}}(z, \eta)+\stackrel{\left.\left.\stackrel{\mathrm{b}}{U_{\lambda}}(z, \eta)\right]\right\}}{ }=\exp \left(V \Delta_{0} \lambda^{2} z\right) S(z, \eta+\lambda \nu) \prod_{k \in \mathfrak{A}}\left[1-\lambda \nu \hat{S}_{\eta}(k)\right]\right.\right. \\
= & \delta(z, \eta+\lambda \nu) \exp V\left[\frac{1}{2} \nu \lambda^{2}-\int_{\eta}^{\eta+\lambda \nu} d \rho S_{\rho}(0)\right]
\end{align*}
$$

The last form corresponds to Eq. $\mathrm{B}(18)$ in CT. Setting $\lambda=S_{\eta}(0)$, one obtains

$$
\begin{aligned}
& \mathcal{S}_{-s,(0)}(z, \eta)=\delta(z, \eta) \\
& \quad=\exp \left(\frac{1}{2} S_{\eta}^{2}(0) \nu V\right) \prod_{k \in \mathscr{\&}}\left[1-\nu S_{\eta}(0) \hat{S}_{\eta}(k)\right]
\end{aligned}
$$

[^29]\[

$$
\begin{align*}
& \times s\left(z, \eta+\nu S_{\eta}(0)\right)=s\left[z, \eta+2 \Delta_{0} z S_{\eta}(0)\right] \\
& \times \exp V\left[\Delta_{0} z S_{\eta}^{2}(0)-\int_{\eta}^{\eta+2 \Delta_{0} z S_{\eta}(0)} d \rho S_{\rho}(0)\right] \tag{25}
\end{align*}
$$
\]

in accordance with the corrected Eq. B(19) of CT.

## IV. ANALYTIC PROPERTIES OF THE PLRR

There is an interesting analytical structure in the relations Eqs. (24) and (25). In AP some of the analytical properties of $\delta(z, \eta)$ and $\delta(z, \eta)$ in the variable $\eta$ were discussed, though the discussion there emphasized the branch cut in $\eta$ obtained in the $V=\infty$ limit. For simplicity, and with no loss of generality from a physical point of view, let us assume that the function $\hat{S}(k)$ repeats no value for $k \in \mathcal{L}$. For finite $V$, the functions $S(z, \eta)$ and $\stackrel{\circ}{\delta}(z, \eta)$ have singularities in $\eta$ at the points

$$
\begin{equation*}
\eta_{i} \equiv\left[\hat{S}\left(k_{i}\right)\right]^{-1}, \quad k_{i} \in \mathcal{L} \tag{26}
\end{equation*}
$$

These originate in the function $S_{\eta}(x)$ which is a meromorphic function in $\eta$ having simple poles at the $\eta_{i}$. The set of $\eta_{j}$ is denoted by $\{\eta\}$. The function $s(z, \eta)$ has simple poles at the points of $\{\eta\}$, while $\delta(z, \eta)$ has an essential singularity at these points. This is readily recognized from the relations:

$$
\begin{align*}
& \mathcal{S}(z, \eta)=\sum_{n=0}^{\infty} \frac{z^{n}}{n!V^{2 n}} \sum_{0 \leq i_{1}<i_{2} \cdots<i_{2 n}} \prod_{i=1}^{2 n} \hat{S}_{\eta}\left(k_{i_{j}}\right) \\
& \quad \times \int_{V} d x_{1} \cdots \int_{V} d x_{2 n}\left|D\left(k_{i_{i}} \cdots k_{i_{2}} ; x_{1} \cdots x_{2 n}\right)\right|^{2} \\
& \quad \times \Delta(1,2) \Delta(3,4) \cdots \Delta(2 n-1,2 n) \tag{27}
\end{align*}
$$

where $\Delta(i, j) \equiv \Delta\left(x_{i}-x_{i}\right)$, and

$$
\begin{align*}
\AA(z, \eta) & =\sum_{n=0}^{\infty} \frac{z^{n}}{n!V^{2_{n}}} \sum_{i_{1}, i_{3} \cdots i_{2 n}} \hat{S}_{\eta}\left(k_{i_{i}}\right) \\
& \times \int_{V} d x_{1} \cdots \int_{V} d x_{2 n} \exp \left(-i \sum_{i=1}^{2 n} k_{i_{i}} x_{i}\right) \\
& \times D_{0}\left(k_{i_{1}} \cdots k_{i_{2 n}} ; x_{1} \cdots x_{2 n}\right) \\
& \times \Delta(1,2) \cdots \Delta(2 n-1,2 n) \tag{28}
\end{align*}
$$

Equation (27) is the same as Eq. (24) of EO, and Eq. (25) is readily established by the same type of reasoning as Eq. (27). For any $k_{i} \in \mathscr{L}$, each term in the expansion in Eq. (27) either has a simple pole at $\eta=\eta_{i}$ or none at all, while in Eq. (28), a factor $\hat{S}_{\eta}\left(k_{i}\right)$ appears to arbitrarily high powers. That an essential singularity in $\eta$ is compounded in this way is to be seen from the PLRR.

What about the analytic properties in $z$ ? It has already been shown in AP and EO that, for $t>4$ [i.e., $S_{\eta}(0)$ finite], both $s(z, \eta)$ and $\dot{\delta}(z, \eta)$ are entire
functions in $z$. The PLRR is very illuminating in this connection. The function $s\left(z, \eta+2 \lambda \Delta_{0} z\right)$ appearing in Eqs. (24) and (25) has a functional dependence on $z$ arising both from the "explicit" dependence on $z$ (i.e., the first argument variable), and the dependence on $\eta+2 \lambda \Delta_{0} z$ (i.e., the second argument variable). It will have simple poles in $z$ arising from this second dependence at points

$$
\begin{equation*}
z_{i}=\left(2 \Delta_{0} \lambda\right)^{-1}\left[\hat{S}\left(k_{i}\right)^{-1}-\eta\right]=\left[2 \lambda \Delta_{0} \hat{S}_{\eta}\left(k_{i}\right)\right]^{-1} \tag{29}
\end{equation*}
$$

However, these are exactly cancelled by factors in

$$
\begin{equation*}
F_{\lambda}(z, \eta) \equiv \prod_{k \in \mathcal{A}}\left[1-2 \lambda \Delta_{0} z \hat{S}_{n}(k)\right] \tag{30}
\end{equation*}
$$

leaving $\mathcal{S}_{\lambda}(z, \eta)$ entire in $z . \mathrm{S}_{\mathrm{S}}(z, \eta)$ is, of course, a special case of this. A further comment on analytic properties in $z$ will be made later.

## Essential Singularity in $\eta$

Let $\mathcal{L}\left[k_{1}, \cdots, k_{2}\right]$ denote the momentum lattice $e x$ cluding the points $k_{1}, k_{2}, \cdots, k_{l}$, and let $\left\{\eta\left[k_{1}, \cdots, k_{l}\right]\right\}$ denote the set $\{\eta\}$ excluding the points $\hat{S}\left(k_{1}\right)^{-1}$, $\hat{S}\left(k_{2}\right)^{-1}, \cdots, \hat{S}\left(k_{i}\right)^{-1}\left(\equiv \eta_{1}, \eta_{2}, \cdots, \eta_{2}\right.$, respectively). Let

$$
\begin{align*}
F_{\lambda}\left(z, \eta ; k_{1},\right. & \left.\cdots, k_{l}\right) \\
& \equiv \prod_{k \in \mathcal{R}\left(k_{2}, \cdots, k z\right)}\left[1-2 \lambda \Delta_{0} z \hat{S}_{\eta}(k)\right] . \tag{31}
\end{align*}
$$

This function has a simple pole in $\eta$ at each point of $\left\{\eta\left[k_{1}, \cdots, k_{l}\right]\right\}$. From Eqs. (24) and (27),

$$
\begin{align*}
& Q(z, \eta ; \lambda) \equiv \exp \left(-V \lambda^{2} \Delta_{0} z\right) S_{\lambda}(z, \eta) \\
& =\delta\left(z, \eta+2 \lambda \Delta_{0} z\right) F_{\lambda}(z, \eta) \\
& =\sum_{n=0}^{\infty} \frac{z^{n}}{n!V^{n}} \sum_{0 \leq i_{1}<i_{2} \ldots<i_{2}, n} F_{\lambda}\left(z, \eta ; k_{i_{2}} k_{i_{s}}, \cdots, k_{i_{1}, n}\right) \\
& \quad \times \prod_{i=1}^{2 n} \hat{S}_{\eta}\left(k_{i_{i}}\right) D\left(k_{i_{2}}, \cdots, k_{i_{2}}\right) \tag{32}
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{D}\left(k_{1}, \cdots, k_{2 n}\right) \equiv \frac{1}{V^{n}} \int_{V} d x_{1} \cdots \int_{V} d x_{2 n} \\
& \quad \times \mid D\left(k_{1}, \cdots, k_{2 n} ; x_{1}, \cdots,\left.x_{2 n}\right|^{2}\right. \\
& \quad \times \Delta(1,2) \Delta(3,4) \cdots \Delta(2 n-1,2 n), \tag{33}
\end{align*}
$$

and the relation

$$
\begin{equation*}
\hat{S}_{\eta+p}(k)=\hat{S}_{\eta}(k) /\left[1-\rho \hat{S}_{\eta}(k)\right] \tag{34}
\end{equation*}
$$

has been used. In Eq. (32) it is clear that each term in the last expression has a simple pole in $\eta$ at each point of $\{\eta\}$. Moreover, the arguments in AP make clear that the only singularities of $\delta(z, \eta)$ in $\eta$ are for $\eta \in\{\eta\}$. The sum of the series in Eq. (32) has
at worst a simple pole at each $\eta$ of $\{\eta\}$ and the same is true for $\delta_{\lambda}(z, \eta)$ for any fixed $\lambda$. When $\lambda=$ $S_{\eta}(0)$ is chosen, as in

$$
\begin{align*}
\AA(z, \eta)= & \exp \left[V S_{\eta}^{2}(0)\right. \\
& \left.\Delta_{0} z\right] F_{\theta_{\eta}(0)}(z, \eta)  \tag{35}\\
& \times \mathrm{s}\left[z, \eta+2 \Delta_{0} z S_{\eta}(0)\right]
\end{align*}
$$

new singularities in $\eta$ appear as a result of the simple poles of $S_{\eta}(0)$ for $\eta \in\{\eta\}$. Then, both the exponential factor and the remaining factors in Eq. (35) both involve poles of infinite order, i.e., essential singularities for $\eta \in\{\eta\}$. We show that no systematic cancellation between these singularities takes place, so that the poles of infinite order appearing in $\varsigma(z, \eta)$ are really there and represent an essential singularity in $\eta$. Let us assume that the function $\delta(z, \eta)$ has poles of a maximum finite order $p$ at $\eta=\eta_{j}$ (and therefore for all $\eta \in\{\eta\}$ because of the symmetric dependence on the lattice points). The residue $R_{i}^{(p+l)}(z)$ of the pole of order $p+1$ at $\eta=\eta_{j}$ would have to be identically zero. This residue is expressible as

$$
\begin{equation*}
R_{i}^{(\eta+1)}(z)=\frac{1}{2 \pi i} \int_{C_{j}} d \eta^{\prime}\left(\eta^{\prime}-\eta_{i}\right)^{p} \stackrel{\delta}{s}\left(z, \eta^{\prime}\right) \tag{36}
\end{equation*}
$$

with $C_{i}$ a closed contour in the $\eta$-plane enclosing only $\eta_{j}$ from among the singular points in $\{\eta\}$. From the fact that the location of the singularities in $\eta$ is independent of $z$ and that $\delta(z, \eta)$ is analytic everywhere in $z$ for all $\eta$ at which $\delta(z, \eta)$ is analytic (see AP Sec. B), one can readily establish that $R_{j}^{(p+l)}(z)$ defined by Eq. (36) is an analytic function of $z$, which by hypothesis should be identically zero. This is contradicted by the nonvanishing value of

$$
\begin{equation*}
\left.\frac{\partial^{p+1}}{\partial z^{p+1}} R_{i}^{(p+1)}(z)\right|_{z=0} \tag{37}
\end{equation*}
$$

as obtained explicitly from the power series expression in Eq. (28).

We conclude that $\dot{S}(z, \eta)$ has an essential singularity in $\eta$ for all $\eta \in\{\eta\}$. The significance of this result will be discussed in Sec. V.

## Exponential Order of $Q(z, \eta ; \lambda)$

While it was shown in AP that $\dot{\delta}(z, \eta)$ has exponential order unity, ${ }^{7}$ it will now be shown that this growth arises solely from the $\exp \left(\frac{1}{2} \lambda^{2} \nu V\right)$ factor in Eq. (25), and that, in fact, $Q(z, \eta ; \lambda)$ of Eq. (32) has exponential order $\rho_{0}=4 / t$ which is taken to be less than unity in this paper. The result is a relatively straightforward consequence of the rightmost expression in Eq. (32). From the fact that,
for each $0<\alpha \leq 1$, there is a constant $C_{\alpha}$ such that, for all complex $z$

$$
\begin{equation*}
|1+z| \leq \exp \left(C_{\alpha}|z|^{\alpha}\right) \tag{38}
\end{equation*}
$$

it follows that if $\alpha>4 / t$

$$
\begin{align*}
& \left|F_{\lambda}\left(z, \eta ; k_{1}, \cdots, k_{l}\right)\right| \\
& \quad=\prod_{k \in \perp\left[k_{2}, \cdots k_{1}\right]}\left|1-2 \lambda \Delta_{0} z S_{\eta}(k)\right| \leq \exp \left(\mu|z|^{\alpha}\right), \tag{39}
\end{align*}
$$

where

$$
\begin{equation*}
\mu=C_{\alpha}\left|2 \lambda \Delta_{0}\right|^{\alpha} \sum_{k \in \mathcal{\Omega}}\left|\hat{S}_{\eta}(k)\right|^{\alpha}<\infty, \tag{40}
\end{equation*}
$$

since the numbers $\hat{S}_{\eta}(k)$ have exponent of convergence $4 / t .^{11}$ Then, in the notation, and by the same arguments of Sec. II in EO,

$$
\begin{align*}
|Q(z, \eta ; \lambda)| \leq & e^{\mu|z|^{\alpha} \alpha} \sum_{n=0}^{\infty} \frac{|z|^{n}}{n!V^{n}}(2 n)^{n} \Delta_{1}^{n} \\
& \quad \times \sum_{0 \leq i_{1}<i,<\cdots<i_{8 a}} \prod_{i=1}^{2 n}\left|\hat{S}_{\eta}\left(k_{i_{i}}\right)\right| . \tag{41}
\end{align*}
$$

The summation on the right is precisely of the form of the upper bound in Eq. (26) of EO, whose growth for large $|z|$ was shown to correspond to an exponential order $\rho_{4}=\left(\frac{1}{2} t-1\right)^{-1}$. The growth of $|Q(z, \eta ; \lambda)|$ in $z$ therefore corresponds to $\alpha$, which is the larger of the two exponential orders $\alpha$ and $\rho$, if $t>4$. The greatest lower bound of $\alpha$ is $4 / t$ subject to the convergence of the sum in Eq. (40).

## V. DISCUSSION

The renormalization relation in this specialized

[^30]case has been seen to cause some interesting and quite marked modifications in the analytic properties of the perturbation expansion. The renormalized expansion (i.e., the sum over the more restricted class of renormalized diagrams, namely, those without the point fermion-antifermion loop) has a denser distribution of zeros and a higher exponential growth in $z$. A particularly striking result is the emergence of an essential singularity in $\eta$ from the renormalization. In the case of a fermion of mass zero, the point $\eta=0$ becomes one of the singular points of $\mathcal{S}(z, \eta)$ and $\delta(z, \eta)$, and, in the latter case, it is an essential singularity. The same thing happens if the boson has mass zero in which case $\Delta_{0}$ is unbounded. In these cases the contributions of large numbers of external zero momentum lines no longer fall off in the manner characteristic of the high terms in a convergent power series. This corresponds to the fact that the contribution of processes involving arbitrarily large numbers of photons or neutrinos have a qualitative effect on the total behavior of a process. In the $V \rightarrow \infty$ limit, the branch cut in $\eta$ discussed in AP runs into the origin $\eta=0$ for both $U(z, \eta)$ and $\dot{U}(z, \eta)$. These cuts in $U(z, \eta)$ and $\dot{U}(z, \eta)$ differ presumably in some very characteristic way (since one is an accumulation point of simple poles, and the other of essential singularities). These matters are deferred for a later investigation. In a forthcoming paper, we shall discuss the interesting situation when an infinite "subtraction" is necessary for renormalization, as well as the program for tackling the nontrivial renormalizations.
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#### Abstract

The possibility of describing orbits in classical relativistic mechanics in instantaneous action-at-adistance fashion by second-order differential equations (as in Newton's gravitational theory) is investigated with particular emphasis on the two-body problem of classical relativisticelectrodynamics. Differential conditions are stated to guarantee world-line invariance and form-invariance of the equations of motion under Lorentz transformation for such a description of an $N$-particle system in three dimensions. A pair of integrodifferential equations for the equations of motion are derived to provide an explicit means of passing from a description via direct interaction along light cones to an instantaneous action-at-a-distance description for a two-body problem. These integrodifferential equations are applicable to the two-body problem of classical electrodynamics with either retarded interactions and radiation damping or with half-advanced plus half-retarded interactions.


## I. INTRODUCTION

ABASIC difficulty of the field-theoretic description of interparticle interaction in relativistic mechanics is the necessity of introducing an infinite number of degrees of freedom to describe the world lines of a finite number of particles. As a consequence of this, the simplest problem in the relativistic electrodynamics of interacting particles, namely the two-body problem, has never been solved. The elimination of the fields by making use of the Lienard-Wiechert potentials does not eliminate the difficulty; the resulting equations of motion have a differential-difference structure and the two-body problem still defies solution. If one attempts to escape the difficulty by expanding these differentialdifference equations in a Taylor series about some observer's present time, one obtains infinite-order differential equations-again a description involving an infinite number of degrees of freedom.

We will begin our inquiry by focusing on the twobody problem, which already contains all of the aforementioned difficulties. With the exception of the circular-orbit solutions found by Schild, ${ }^{1}$ solutions to the two-body problem are known only in the nonrelativistic limit, in which one obtains the usual Kepler problem discussed in undergraduate mechanics texts, or in the limit in which the mass of one of the particles goes to infinity, ${ }^{2}$ which is no longer a two-body problem.
"Why can one solve two-body problems in nonrelativistic mechanics?" is a logical first question to ask in seeking to solve a two-body problem in relativistic mechanics. The answer is essentially the

[^31]following: Invariance under space and time translation provides four constants of the motion ${ }^{3}$ (momentum and energy conservation), rotational invariance provides three (angular momentum conservation), and invariance under Galilean velocity transformations provides three (center-of-mass theorem) for a total of ten constants of the motion. These conservation laws permit the reduction of the primitive equations of motion, whose solution contains twelve arbitrary constants, to a second-order ordinary differential equation which can be solved easily for many interaction potentials. In the relativistic situation, the Galilean velocity transformations are replaced by the pure Lorentz transformations; the geometric invariances should still provide ten constants of the motion. However, the fact that the interaction is viewed as occurring along light cones rather than instantaneously prevents the reduction to a single second-order differential equation.

The two situations are contrasted in Fig. 1. If instantaneous action-at-a-distance is employed, the acceleration at the world point $P_{0}$ is written in terms of coordinates and velocities at $P_{0}$ and $Q_{0}$; the acceleration at $Q_{0}$ is also written in terms of quantities at $P_{0}$ and at $Q_{0}$, and one obtains a closed set of equations. However, if one describes the world lines by means of retarded interactions along light cones, the acceleration at $P_{0}$ is written in terms of quantities at $P_{0}$ and $Q_{1}$, the acceleration at $Q_{1}$ is written in terms of quantities at $Q_{1}$ and $P_{1}$, and so on. One is caught in an infinite regression and does not obtain a closed set of equations. The same difficulty arises

[^32]

Fig. 1. Instantaneous action-at-a-distance compared with direct interaction along light cones.
if some combination of retarded and advanced interactions along light cones is employed, as in WheelerFeynman ${ }^{4}$ electrodynamics and in the generalization of Wheeler-Feynman electrodynamics given by Rohrlich. ${ }^{\text {s }}$

A way out of the difficulty in the relativistic situation has been shown by Kerner. ${ }^{6}$ Kerner expands the differential-difference equations which one obtains in the case of two particles interacting via half-advanced plus half-retarded potentials in a Taylor series about some observer's present time and obtains a set of infinite-order differential equations. He then proceeds to systematically depress the order of the equations by means of an expansion in powers of $e^{2}$, thus obtaining an instantaneous action-at-a-distance description of the orbits via second-order differential equations.

The use of Taylor expansion followed by order depression to obtain successive approximations to an instantaneous action-at-a-distance description is a quite general procedure, being in principle limited only by the question of convergence of the expansions involved. Section II provides a relatively sim-

[^33]ple example of such a "brute force" perturbative calculation for a one-dimensional electrodynamic two-body problem. The possibility of using such a successive approximation procedure implies that an instantaneous action-at-a-distance description is in principle always available, even if energy and momentum are carried away (as radiation) by a field; all that is required a priori is a decision to confine attention to the particle's world lines, as is done in hydrodynamics when the equations for the velocity field of the fluid are solved (with appropriate boundary conditions) to obtain the viscous drag force (of which Stoke's law is the first term of the low Reynolds number expansion for the force on a sphere).
In Sec. III, the compatibility of instantaneous action-at-distance with special relativity is investigated. Differential conditions guaranteeing this compatibility for a one-dimensional two-body problem are derived and used to show that summing to all orders in $c^{-1}$ for each order in $e^{2}$ of the expansion of Sec. II is not sufficient: all powers of $e^{2}$ as well as all powers of $c^{-1}$ must appear for compatibility with special relativity.

In Sec. IV, the results of Sec. II and the insight of Sec. III into the role played by special relativity are used as stepping stones to a more powerful method of dealing with the problem of reducing the one-dimensional electrodynamic two-body problem of Sec. II to instantaneous action-at-a-distance form. A pair of integrodifferential equations, which formally sum the approximation method of Sec. II, are derived; their solutions (the instantaneous action-at-a-distance equations of motion) satisfy the conditions of Sec. III for compatibility with special relativity. These integrodifferential equations are restricted in their application to the reduction of interactions along light cones to instantaneous interaction form; they are thus less general than the method of Sec. II.

The basic ideas and methods developed in Secs. III and IV are generalized to three dimensions in Sec. V. The resulting equations can be used to sum Kerner's scheme. The development, although considerably more complicated in detail, parallels that given in the one-dimensional case. The inclusion of radiation damping is also considered. In Sec. VI, the differential conditions expressing compatibility of special relativity with instantaneous action-at-adistance for $N$ particles in three dimensions are derived and used to show that the principle of relativity demands many-body forces in an instantaneous action-at-a-distance description.

## II. A ONE-DIMENSIONAL ELECTRODYNAMIC TWO-BODY PROBLEM

The basic difficulty of the finite propagation time required for the interaction is already present in the problem of two three-dimensional point particles, whose motion is confined to one dimension as a consequence of the initial data. Inasmuch as both the radiation fields and the magnetic field due to one particle then vanish at the location of the other particle, we will examine this simpler problem first before attacking the complexity of the full threedimensional problem. As a further simplification, we assume that the two particles have the same charge and the same mass: $e_{1}=e_{2}=e$ and $m_{1}=$ $m_{2}=m$. We employ the Lienard-Wiechert expressions ${ }^{7}$ for the fields of a point charge and assume that particle 1 is always to the right of particle 2 so that $x_{12}=x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right)$ is always positive. The retarded and advanced fields $\left(E_{1}\right)_{\text {ret }}$ and $\left(E_{1}\right)_{\text {adv }}$ felt by particle 1 due to the motion of 2 are

$$
\begin{align*}
& \left(E_{1}\right)_{\mathrm{ret}}=\left[\frac{e}{x_{12}^{2}}\left(\frac{1+v_{2} / c}{1-v_{2} / c}\right)\right]_{\mathrm{ret}}  \tag{1}\\
& \left(E_{1}\right)_{\mathrm{adv}}=\left[\frac{e}{x_{12}^{2}}\left(\frac{1-v_{2} / c}{1+v_{2} / c}\right)\right]_{\mathrm{adv}} .
\end{align*}
$$

The fields $\left(E_{2}\right)_{\text {ret }}$ and $\left(E_{2}\right)_{\text {adv }}$ felt by particle 2 due to the motion of 1 are

$$
\begin{align*}
& \left(E_{2}\right)_{\mathrm{ret}}=-\left[\frac{e}{x_{12}^{2}}\left(\frac{1-v_{1} / c}{1+v_{1} / c}\right)\right]_{\mathrm{rot}},  \tag{2}\\
& \left(E_{2}\right)_{\mathrm{adv}}=-\left[\frac{e}{x_{12}^{2}}\left(\frac{1+v_{1} / c}{1-v_{1} / c}\right)\right]_{\mathrm{adv}} .
\end{align*}
$$

The equations of motion are

$$
\begin{align*}
& m \dot{v}_{1}=\left(1-v_{1}^{2}\right)^{\frac{1}{e} e E_{1},}  \tag{3}\\
& m \dot{v}_{2}=\left(1-v_{2}^{2}\right)^{\frac{3}{e}} e E_{2} .
\end{align*}
$$

We will systematically rewrite the equations of motion in instantaneous action-at-a-distance form by means of an expansion in powers of the coupling constant $e^{2}$. We will do this for both purely retarded and half-advanced plus half-retarded interactions, but will include no radiation damping, since the radiation damping term as given by Dirac ${ }^{8}$ has the form of a finite self-interaction term and is not in-

[^34]volved in the basic difficulty of a finite propagation time for the interaction.
Before proceeding, we note that the mass and charge appear only in the combination $e^{2} / m$ after the fields have been introduced into the equations of motion. Thus, the only length which can be formed from the available parameters is the classical charge radius $e^{2} / m c^{2}$; the only time is $e^{2} / m c^{3}$. If this length and this time are used to rewrite the equations of motion in dimensionless form, it becomes clear that an expansion in powers of the coupling constant $e^{2}$ is necessarily also an expansion in inverse powers of the spatial distance $x_{12}$. Inasmuch as an expansion in inverse powers of a spatial distance is typically not Lorentz invariant, we cannot expect any approximate instantaneous action-at-a-distance electrodynamics (obtained by truncating the expansion in powers of $e^{2}$ at some finite stage) to be Lorentz invariant. Only the full theory obtained by summing the expansion will be compatible with the principle of relativity, as will be shown in the next section.

We now proceed to construct the first few terms of the expansion. These first few terms will give us something to work with in later sections. We set $e^{2} / m=c=1$ and write instantaneous action-at-adistance equations of Newtonian order in the form

$$
\begin{align*}
& \dot{v}_{1}=\left(1-v_{1}^{2}\right)^{\frac{1}{2}} \sum_{n=0}^{\infty} e_{n}\left(v_{1}, v_{2}\right) / x_{12}^{n+2}  \tag{4}\\
& \dot{v}_{2}=-\left(1-v_{2}^{2}\right)^{\frac{1}{2}} \sum_{n=0}^{\infty} \tilde{e}_{n}\left(v_{1}, v_{2}\right) / x_{12}^{n+2}
\end{align*}
$$

where $x_{1}, x_{2}, v_{1}$, and $v_{2}$ are all to be evaluated at the present time. Since the particles are identical, $\tilde{e}_{n}\left(v_{1}, v_{2}\right)=e_{n}\left(v_{2}, v_{1}\right)$, the terms $e_{n}\left(v_{1}, v_{2}\right) / x_{12}^{n+2}$ are successive approximations to the field $E_{1}$ rewritten in terms of present positions and velocities. The retarded and advanced times are computed from

$$
\begin{align*}
& x_{1}\left(t_{0}\right)-x_{2}\left(t_{\mathrm{rot}}\right)=t_{0}-t_{\mathrm{rat}}  \tag{5}\\
& x_{1}\left(t_{0}\right)-x_{2}\left(t_{\mathrm{adv}}\right)=t_{\mathrm{adv}}-t_{0}
\end{align*}
$$

by making Taylor series expansions about the present time $t_{0}$. We obtain

$$
\begin{align*}
t_{0}-t_{\mathrm{ret}}= & \frac{x_{12}}{1-v_{2}}+\frac{1}{1-v_{2}} \\
& \times \sum_{m=1}^{\infty} \frac{(-1)^{m}}{(m+1)!} \frac{d^{m} v_{2}}{d t^{m}}\left(t_{0}-t_{\mathrm{ret}}\right)^{m+1} \tag{6}
\end{align*}
$$

for the retardation.
The infinite series, involving as it does the acceleration and all higher derivatives (to be computed by differentiating the equations of motion), is a
correction to the first term, which gives $t_{0}-t_{\text {ret }}$ when particle 2 is in straight-line motion. The approximation scheme proceeds by computing better approximations to the series; the first $n$ terms of (4) are sufficient to compute $t_{0}-t_{\text {ret }}$ accurately enough for the computation of the $(n+1)$ st term of (4). Since $t_{0}-t_{\mathrm{ret}}=\left(x_{12}\right)_{\mathrm{ret}}$, a knowledge of $t_{0}-t_{\text {ret }}$ to a given order of approximation gives $\left(x_{12}\right)_{\text {ret }}$ to that order of approximation. $\left(v_{2}\right)_{\mathrm{ret}}$ is computed from the series

$$
\begin{equation*}
\left(v_{2}\right)_{\mathrm{ret}}=v_{2}+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{d^{n} v_{2}}{d t^{n}}\left(t_{0}-t_{\mathrm{ret}}\right)^{n} \tag{7}
\end{equation*}
$$

which is similarly evaluated by successive approximations. To lowest order, $\left(v_{2}\right)_{\mathrm{ret}} \approx v_{2}$ and $\left(x_{12}\right)_{\mathrm{rot}} \approx$ $x_{12}\left(1-v_{2}\right)$. Hence, denoting retarded quantities by a subscript $r$ and advanced quantities by a subscript $a$, the zeroth-order retarded field is $e_{\text {or }} / x_{12}^{2}=\left(1-v_{2}^{2}\right) / x_{12}^{2}$. The zeroth-order advanced field is the same: $e_{\mathrm{oz}}=e_{\mathrm{or}}$. The details of computing the next two approximations are given in Appendix A; for retarded interactions without radiation damping the results are

$$
\begin{gather*}
e_{\mathrm{or}}\left(v_{1}, v_{2}\right)=1-v_{2}^{2},  \tag{8a}\\
e_{1 \mathrm{r}}\left(v_{1}, v_{2}\right)=-\frac{2\left(1-v_{1}^{2}\right)\left(1-v_{2}^{2}\right)^{5 / 2}}{\left(v_{2}-v_{1}\right)^{2}} \\
\times\left[\frac{\left(v_{2}-v_{1}\right)\left(1-v_{1} v_{2}\right)}{\left(1-v_{1}\right)\left(1-v_{2}^{2}\right)}+\ln \left(\frac{1-v_{2}}{1-v_{1}}\right)\right],  \tag{8b}\\
e_{2 r}\left(v_{1}, v_{2}\right) \\
=\frac{\left(1-v_{1}^{2}\right)^{3 / 2}\left(1-v_{2}^{2}\right)^{5 / 2}}{\left(v_{2}-v_{1}\right)^{4}} \ln \left(\frac{1-v_{2}}{1-v_{1}}\right) \xi_{1}\left(v_{1}, v_{2}\right) \\
+\frac{\left(1-v_{1}^{2}\right)^{3 / 2}\left(1-v_{2}^{2}\right)^{5 / 2}}{\left(v_{2}-v_{1}\right)^{3}\left(1-v_{2}\right)} \xi_{2}\left(v_{1}, v_{2}\right) \\
+\frac{3\left(1-v_{1}^{2}\right)^{2}\left(1-v_{2}^{2}\right)^{4}}{\left(v_{2}-v_{1}\right)^{4}}\left[\ln \left(\frac{1-v_{2}}{1-v_{1}}\right)\right]^{2} \\
+\frac{\left(1-v_{1}^{2}\right)^{2}\left(1-v_{2}^{2}\right)^{3}}{\left(v_{2}-v_{1}\right)^{4}\left(1-v_{1}\right)} \ln \left(\frac{1-v_{2}}{1-v_{1}}\right) \xi_{2}\left(v_{1}, v_{2}\right) \\
+\frac{\left(1-v_{1}^{2}\right)^{2}\left(1-v_{2}^{2}\right)^{2}}{\left(v_{2}-v_{1}\right)^{3}\left(1-v_{1}\right)^{2}} \xi_{4}\left(v_{1}, v_{2}\right), \tag{8c}
\end{gather*}
$$

where

$$
\begin{align*}
\xi_{1}\left(v_{1}, v_{2}\right)=6-2 v_{1}^{2} & -2 v_{1} v_{2}-8 v_{2}^{2} \\
& -2 v_{1}^{3} v_{2}+4 v_{1}^{2} v_{2}^{2}+4 v_{1} v_{2}^{3} \\
\xi_{2}\left(v_{1}, v_{2}\right) & =6+3 v_{1}-3 v_{2}-3 v_{1} v_{2} \\
-9 v_{2}^{2} & +v_{1}^{2} v_{2}-5 v_{1} v_{2}^{2}+4 v_{2}^{3}-3 v_{1}^{2} v_{2}^{2}+9 v_{1} v_{2}^{3}, \tag{8d}
\end{align*}
$$

$$
\begin{aligned}
\xi_{3}\left(v_{1}, v_{2}\right)= & 6-12 v_{1}+6 v_{2} \\
& \quad-4 v_{1} v_{2}-2 v_{2}^{2}+10 v_{1}^{2} v_{2}-4 v_{1} v_{2}^{2}, \\
\xi_{4}\left(v_{1}, v_{2}\right)= & 6-12 v_{1}+6 v_{2}+2 v_{1}^{2} \\
- & 8 v_{1} v_{2}-6 v_{2}^{2}+v_{1}^{3}+11 v_{1}^{2} v_{2}+3 v_{1} v_{2}^{2} \\
- & 3 v_{2}^{3}-2 v_{1}^{2} v_{2}^{2}+8 v_{1} v_{2}^{3}-4 v_{1}^{3} v_{2}^{2}-2 v_{1}^{2} v_{2}^{3} .
\end{aligned}
$$

If half-advanced plus half-retarded fields act, the zeroth (8a) and first (8b) approximations to the retarded fields remain the same, but the $e_{2 r}$ of (8c) must be replaced by $e_{2 r}+\Delta e_{2 r}$, where

$$
\begin{align*}
\Delta e_{2 \mathrm{r}}= & \frac{\left(1-2 v_{2}+v_{1} v_{2}\right)\left(1-v_{1}^{2}\right)^{5 / 2}\left(1-v_{2}^{2}\right)^{5 / 2}}{\left(1-v_{1}\right)^{2}\left(v_{2}-v_{1}\right)^{2}} \\
& \times\left[\ln \left(\frac{1+v_{2}}{1+v_{1}}\right)-\ln \left(\frac{1-v_{2}}{1-v_{1}}\right)\right. \\
& \left.-\frac{2\left(v_{2}-v_{1}\right)\left(1-v_{1} v_{2}\right)}{\left(1-v_{1}^{2}\right)\left(1-v_{2}^{2}\right)}\right] . \tag{9}
\end{align*}
$$

The successive approximations to the advanced fields $e_{\mathrm{na}}$ may be obtained from the $e_{\mathrm{nr}}$ by reversing the signs of the velocities. The apparent pole at $v_{1}=v_{2}$ is spurious, since the numerators contain compensating zeros of the necessary order. The only singularities of the $e_{n a}$ and $e_{n r}$ through $n=2$ are logarithmic and square-root branch points at the velocity of light.

The most obvious conclusion to be drawn from the results (8) and (9) is that this is not the most efficient way to solve the problem. More powerful methods are needed if the general term of the series (4) is to be surveyed. It will nevertheless be reassuring to find that the more powerful group-theoretic methods of Secs. III and IV, which do make it possible to survey the general term, are in agreement with the more pedestrian calculations of this section.

## III. THE PRINCIPLE OF SPECIAL RELATIVITY IN INSTANTANEOUS ACTION-AT-A-DISTANCE THEORIES

Better computational methods frequently follow from a better over-all understanding. We therefore seek to illuminate the role played by the (special) principle of relativity in the present problem.

The principle of relativity places two requirements on a theory of interacting point particles. The first is that all observers in inertial frames shall calculate with the same equations (form invariance of the equations of motion). The second is that the family of particle trajectories is the same no matter who calculates them: a pair of trajectories which form a solution of the equations of motion in one inertial
frame also forms a solution of the equations of motion when described by the coordinates appropriate to another inertial frame (world line invariance). For an instantaneous action-at-a-distance theory, these requirements can be satisfied by insisting that the fact that simultaneity is different for different observers be compensated by the differences (given by the usual Lorentz transformation formulas) in the sets of numbers assigned by different observers to kinematical quantities at the same world point.

For simplicity, we continue to work in one dimension. In the notation of Fig. 2, $Q_{0}$ and $P_{0}$ are simultaneous in the inertial frame $S ; Q_{0}^{\prime}$ and $P_{0}$ are simultaneous in $S^{\prime}$. Thus, an observer in $S$ computes the acceleration at $P_{0}$ in terms of coordinates and velocities at $Q_{0}$ and $P_{0}$, while an observer is $S^{\prime}$ computes the acceleration at $P_{0}$ in terms of coordinates and velocities at $Q_{0}^{\prime}$ and $P_{0}$. We require that the two observers' expressions for the acceleration at $P_{0}$, written as

$$
\begin{equation*}
a_{1}\left(P_{0}\right)=f_{1}\left[x_{1}\left(P_{0}\right)-x_{2}\left(Q_{0}\right), v_{1}\left(P_{0}\right), v_{2}\left(Q_{0}\right)\right] \tag{10}
\end{equation*}
$$

in $S$ and as

$$
\begin{equation*}
a_{1}^{\prime}\left(P_{0}\right)=f_{1}\left[x_{1}^{\prime}\left(P_{0}\right)-x_{2}^{\prime}\left(Q_{0}^{\prime}\right), v_{1}^{\prime}\left(P_{0}\right), v_{2}^{\prime}\left(Q_{0}^{\prime}\right)\right] \tag{11}
\end{equation*}
$$

in $S^{\prime}$ (same $f_{1}$ in both $S$ and $S^{\prime}$ ), agree when one makes use of the Lorentz transformation formula for accelerations

$$
\begin{equation*}
a_{1}^{\prime}\left(P_{0}\right)=\left(1-z^{2}\right)^{3 / 2}\left[1-z v_{1}\left(P_{0}\right)\right]^{-3} a_{1}\left(P_{0}\right) \tag{12}
\end{equation*}
$$

to relate the numbers assigned to the acceleration at $P_{0}$ by the two observers.

This requirement is most easily enforced by imposing it upon the infinitesimal Lorentz transformation. Inasmuch as it is (from the viewpoint of group theory) the requirement that the infinitesimal transformation on the form of the equations of motion vanish, the group property of the Lorentz transformations then guarantees that it holds for all proper Lorentz transformations. We now think of $S^{\prime}$ as moving with respect to $S$ with an infinitesimal velocity $z=\delta \beta$. Then $x^{\prime}=x-t \delta \beta$ and $t^{\prime}=t-x \delta \beta$ are the kinematical transformations; $t\left(Q_{0}^{\prime}\right)-t\left(Q_{0}\right)=-\left[x_{1}\left(P_{0}\right)-x_{2}\left(Q_{0}\right)\right] \delta \beta$ takes account of the change in simultaneity. Using these,

$$
\begin{align*}
x_{1}^{\prime}\left(P_{0}\right)= & x_{1}\left(P_{0}\right)-t_{0} \delta \beta \\
x_{2}^{\prime}\left(Q_{0}^{\prime}\right)= & x_{2}\left(Q_{0}\right)-v_{2}\left(Q_{0}\right) \\
& \quad \times\left[x_{1}\left(P_{0}\right)-x_{2}\left(Q_{0}\right)\right] \delta \beta-t_{0} \delta \beta \\
&  \tag{13}\\
v_{1}^{\prime}\left(P_{0}\right)= & v_{1}\left(P_{0}\right)-\left[1-v_{1}^{2}\left(P_{0}\right)\right] \delta \beta
\end{align*}
$$



Fig. 2. Instantaneous action-at-a-distance in different Lorentz frames.

$$
\begin{aligned}
v_{2}^{\prime}\left(Q_{0}^{\prime}\right) & =v_{2}\left(Q_{0}\right)-a_{2}\left(Q_{0}\right) \\
& \times\left[x_{1}\left(P_{0}\right)-x_{2}\left(Q_{0}\right)\right] \delta \beta-\left[1-v_{2}^{2}\left(Q_{0}\right)\right] \delta \beta \\
a_{1}^{\prime}\left(P_{0}\right) & =a_{1}\left(P_{0}\right)+3 a_{1}\left(P_{0}\right) v_{1}\left(P_{0}\right) \delta \beta
\end{aligned}
$$

If we insert the transformations (13) into (11), expand to first order in $\delta \beta$, and demand agreement with (10) to first order, we obtain the condition $3 a_{1} v_{1}=x_{12} v_{2}\left(\partial f_{1} / \partial x_{12}\right)-\left(1-v_{1}^{2}\right)\left(\partial f_{1} / \partial v_{1}\right)$

$$
-\left(1-v_{2}^{2}+x_{12} a_{2}\right)\left(\partial f_{1} / \partial v_{2}\right) .
$$

We now use $a_{1}=f_{1}$ and assume that the acceleration of particle 2 has been written in the instantaneous action-at-a-distance form, $a_{2}=f_{2}\left(x_{12}, v_{1}, v_{2}\right)$. We then arrive at the differential statements of the Lorentz invariance of a one-dimensional two-body instantaneous action-at-a-distance theory ${ }^{9}$

$$
\begin{align*}
& 3 v_{1} f_{1}+L f_{1}=-x_{12} f_{2}\left(\partial f_{1} / \partial v_{2}\right),  \tag{14a}\\
& 3 v_{2} f_{2}+\tilde{L} f_{2}=x_{12} f_{1}\left(\partial f_{2} / \partial v_{1}\right), \tag{14b}
\end{align*}
$$

where the linear first-order differential operators $L$ and $L$ are defined by

$$
\begin{align*}
L \equiv-x_{12} v_{2}\left(\partial / \partial x_{12}\right)+ & \left(1-v_{1}^{2}\right)\left(\partial / \partial v_{1}\right) \\
& +\left(1-v_{2}^{2}\right)\left(\partial / \partial v_{2}\right) \tag{15a}
\end{align*}
$$

[^35]\[

$$
\begin{align*}
L \equiv-x_{12} v_{1}\left(\partial / \partial x_{12}\right)+ & \left(1-v_{1}^{2}\right)\left(\partial / \partial v_{1}\right) \\
& +\left(1-v_{2}^{2}\right)\left(\partial / \partial v_{2}\right) \tag{15b}
\end{align*}
$$
\]

The conditions (14) are quite general, and apply to any two-body one-dimensional instantaneous action-at-a-distance theory. ${ }^{10}$ The corresponding conditions in three dimensions are written down in Sec. V and generalized to $N$ particles in Sec. VI.

We are now in a position to confirm the conclusion drawn from dimensional analysis at the beginning of Sec. II. We note that the operators $3 v_{1}+L$ and $3 v_{2}+\tilde{L}$ which appear in (14) are homogeneous of degree zero as far as $x_{12}$ is concerned [e.g., ( $3 v_{1}+L$ ) operating on $x_{12}^{m} \lambda\left(v_{1}, v_{2}\right)$ with $\lambda$ an arbitrary function of $v_{1}, v_{2}$ produces something of the form $\left.x_{12}^{m} \mu\left(v_{1}, v_{2}\right)\right]$. Thus, a series solution to (14) in inverse powers of $x_{12}$ which begins with $x_{12}^{-2}$ must contain all inverse powers: any truncation of the series (4) cannot satisfy (14). We can, however, verify that the conditions (14) are satisfied to the order to which we have computed (4).

It is convenient to remove the factor $\left(1-v_{1}^{2}\right)^{\frac{1}{2}}$, which arises from the relativistic variation of mass with velocity, and work directly with the electric field $E_{1}$, which is a scalar under Lorentz transformations in one dimension. We assume that $E_{1}$ has been rewritten as a function of instantaneous positions and velocities; then $f_{1}=\left(1-v_{1}^{2}\right)^{\frac{3}{2}} E_{1}$ and $E_{1}$ satisfies

$$
\begin{equation*}
L E_{1}=-x_{12} f_{2}\left(\partial E_{1} / \partial v_{2}\right) \tag{16}
\end{equation*}
$$

Direct computation now shows that

$$
\begin{gathered}
L\left(x_{12}^{-2} e_{0}\right)=0, \\
L\left(x_{12}^{-3} e_{1}\right)=x_{12}^{-3}\left(1-v_{2}^{2}\right)^{4} \tilde{e}_{0}\left(\partial e_{0} / \partial v_{2}\right), \\
L\left(x_{12}^{-4} e_{2}\right)=x_{12}^{-4}\left(1-v_{2}^{2}\right)^{4}\left[\tilde{e}_{0}\left(\partial e_{1} / \partial v_{2}\right)+\tilde{e}_{1}\left(\partial e_{0} / \partial v_{2}\right)\right]
\end{gathered}
$$

hold for both the purely retarded and half-advanced plus half-retarded cases considered in Sec. II, so that the results (8) and (9) satisfy the differential expressions (14) of the principle of relativity to the accuracy of the computation.

## IV. THE INTEGRODIFFERENTIAL EQUATION FOR THE FIELD IN ONE DIMENSION

The differential conditions (14) form a system of first-order partial differential equations; as such they have an infinity of solutions corresponding to different one-dimensional two-body problems. What singles out the solution to the electrodynamic twobody problem with which we began? An answer to

[^36]this question may well provide the more efficient computational method sought after; we now address ourselves to this task.

The fact that the operator $L$ in (16) operating on $x_{12}^{m} \lambda\left(v_{1}, v_{2}\right)$ (with $\lambda$ arbitrary) produces something of the form $x_{12}^{m} \mu\left(v_{1}, v_{2}\right)$ for any $m$ suggests computing the series in inverse powers of $x_{12}$ by treating the right-hand side of (16) as a perturbation, i.e., inverting $L$ and rewriting (16) as

$$
\begin{equation*}
E_{1}=\frac{1-v_{2}^{2}}{x_{12}^{2}}-L^{-1}\left(x_{12} f_{2} \frac{\partial E_{1}}{\partial v_{2}}\right) . \tag{17}
\end{equation*}
$$

Unfortunately, the infinity of possible solutions to (14) manifests itself in the infinity of possible inverses $L^{-1}$. There seems to be no obvious way to find $L^{-1}$ other than by trial and error: one looks for an inverse $L^{-1}$ which reproduces the $e_{1}$ and $e_{2}$ of (8) and (9) without the need for arbitrarily adding on solutions $\varphi$ of the homogeneous equation $L \varphi=0$.

After some experimentation, it was found useful to define the following pair of (formal) inverses ${ }^{11}$ for $L$ :

$$
\begin{align*}
& L_{\mathrm{ret}}^{-1} \equiv \int_{0}^{\infty} e^{-\Delta L} d s  \tag{18a}\\
& L_{\mathrm{sdv}}^{-1} \equiv-\int_{0}^{\infty} e^{s L} d s \tag{18b}
\end{align*}
$$

The effect of the operators (18a) and (18b) on a function $\varphi=\varphi\left(x_{12}, v_{1}, v_{2}\right)$ can be obtained by introducing the new variables $\xi=\left(1-v_{2}^{2}\right)^{\frac{1}{2}} / x_{12}, \eta=$ $\tanh ^{-1} v_{1}$, and $\zeta=\tanh ^{-1} v_{2}$. Then $L=\partial / \partial \eta+$ $\partial / \partial \zeta$ and

$$
e^{ \pm * L} \psi(\xi, \eta, \zeta)=\psi(\xi, \eta \pm s, \zeta \pm s)
$$

If we now set $z=\tanh s$ and transform back to the original variables, we find that

$$
\begin{align*}
& L_{\mathrm{rot}}^{-1}=\int_{0}^{1} \frac{d z}{1-z^{2}} \mathcal{R}(z),  \tag{19a}\\
& L_{\mathrm{adv}}^{-1}=\int_{0}^{-1} \frac{d z}{1-z^{2}} \mathcal{R}(z), \tag{19b}
\end{align*}
$$

where the operator $\mathcal{R}(z)$ is defined by

$$
\begin{align*}
& \mathscr{R}(z)_{\varphi}\left(x_{12}, v_{1}, v_{2}\right) \\
& \quad=\varphi\left(\frac{x_{12}\left(1-z^{2}\right)^{\frac{3}{2}}}{1-v_{2} z}, \frac{v_{1}-z}{1-v_{1} z}, \frac{v_{2}-z}{1-v_{2} z}\right) \tag{20}
\end{align*}
$$

for $\varphi$ any function of the three indicated arguments. The $L_{\mathrm{rot}}^{-1}$ and $L_{\mathrm{adv}}^{-1}$ are only inverses for $L$ when applied to a class of functions which vanishes fast

[^37]enough as $\left|v_{1}\right|$ or $\left|v_{2}\right| \rightarrow 1$ for the contributions at the upper limits in (18a) and (18b) to be discarded. In our problem, the fact that the electric fields $E_{1}$ and $E_{2}$ are bounded and of bounded variation, while $f_{2}=\left(1-v_{2}^{2}\right)^{\frac{3}{2}} E_{2}$ contains a factor $\left(1-v_{2}^{2}\right)^{\frac{3}{2}}$ ensures that $\left[-x_{12} f_{2}\left(\partial E_{1} / \partial v_{2}\right)\right]$ has this property.

Direct computation and comparison with the results (8) and (9) show that

$$
\begin{gathered}
e_{1 \mathrm{r}}=x_{12}^{3} L_{\mathrm{ret}}^{-1} x_{12}^{-3}\left(1-v_{2}^{2}\right)^{3} \tilde{e}_{0}\left(\partial e_{0} / \partial v_{2}\right), \\
e_{2 \mathrm{r}}=x_{12}^{4} L_{\mathrm{ret}}^{-1} x_{12}^{-4}\left(1-v_{2}^{2}\right)^{\frac{3}{2}}\left[\tilde{e}_{0}\left(\partial e_{1 \mathrm{r}} / \partial v_{2}\right)+\tilde{e}_{1 \mathrm{r}}\left(\partial e_{0} / \partial v_{2}\right)\right] \\
\Delta e_{2 \mathrm{r}}=\frac{1}{2} x_{12}^{4} L_{\mathrm{ret}}^{-1} x_{12}^{-4}\left(1-v_{2}^{2}\right)^{3} \\
\quad \times\left[\tilde{e}_{0}\left(\partial e_{1 \mathrm{k}} / \partial v_{2}-\partial e_{1 \mathrm{r}} / \partial v_{2}\right)+\left(\tilde{e}_{1 \mathrm{~s}}-\tilde{e}_{1 \mathrm{r}}\right)\left(\partial e_{0} / \partial v_{2}\right)\right]
\end{gathered}
$$

These results suggest the conjecture

$$
\begin{align*}
& E_{1 \mathrm{r}}=\frac{1-v_{2}^{2}}{x_{12}^{2}}-L_{\mathrm{ret}}^{-1}\left(x_{12} f_{2} \frac{\partial E_{1 \mathrm{r}}}{\partial v_{2}}\right),  \tag{21a}\\
& E_{1 \mathrm{a}}=\frac{1-v_{2}^{2}}{x_{12}^{2}}-L_{\mathrm{adv}}^{-1}\left(x_{12} f_{2} \frac{\partial E_{1 \mathrm{a}}}{\partial v_{2}}\right) \tag{21b}
\end{align*}
$$

We note that the full $f_{2}$ (not just the advanced or retarded contribution to it) enters in (21a) and (21b). This is to be expected, since $f_{2}$ has implicit in it the second particle's orbit, which is just what is needed to obtain the fields. We now proceed to prove the correctness of (21).

The fact that $\mathfrak{R}(z)$, operating on the velocities $v_{1}$ and $v_{2}$, produces the corresponding velocity in a Lorentz frame moving with velocity $z$ down the positive $x$ axis suggests that the conjecture (21) produces the retardation (or advancement) by parametrizing the portion of the second particle's trajectory between the present time $t_{0}$ and the retarded time $t_{\mathrm{ret}}$ with the velocity of the Lorentz frame in which the world point $x_{2}\left(t_{z}\right), t_{\text {ret }}<t_{z}<t_{0}$, is simultaneous with the world point $x_{1}\left(t_{0}\right)$ as indicated in Fig. 3. When $z=0, x_{2}=x_{2}\left(t_{0}\right)$; when $z=1, x_{2}=x_{2}\left(t_{\mathrm{ret}}\right)$. The suspicion that a proof can be constructed along these lines is strengthened by the recognition that $\Omega(z) x_{12}=\left(1-z^{2}\right)^{\mathfrak{t}}\left[x_{12} /(1-\right.$ $\left.\left.v_{2} z\right)\right]$ is just the number assigned to $x_{1}^{\prime}\left(t_{0}\right)-x_{2}^{\prime}\left(t_{s}\right)$ in the $S^{\prime}$ frame if $x_{2}\left(t_{s}\right)$ is reckoned in straight-line approximation: $x_{2}\left(t_{s}\right) \approx x_{2}\left(t_{0}\right)+\left(t_{s}-t_{0}\right) v_{2}\left(t_{0}\right)$. This is easily seen by using $t_{0}-t_{s}=\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{s}\right)\right]$ $\tan \varphi$, which follows from the geometry of Fig. 3, and $z=\tan \varphi$ to obtain

$$
\begin{equation*}
t_{z}-t_{0}=-z\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{k}\right)\right] \tag{22}
\end{equation*}
$$

Following this line of reasoning, the first step is the production of a "correction formula," which can be used to write the quantity to be calculated;


Fig. 3. Parametrization of an integral to the retarded time on the velocity of Lorentz frames.

$$
\begin{aligned}
E_{1}=\left[1+v_{2}\left(t_{\mathrm{ret}}\right)\right] /\{ & {\left[x_{1}\left(t_{0}\right)\right.} \\
& \left.\left.-x_{2}\left(t_{\mathrm{ret}}\right)\right]^{2}\left[1-v_{2}\left(t_{\mathrm{ret}}\right)\right]\right\}
\end{aligned}
$$

as this quantity reckoned by a straight-line approximation to the second particle's motion plus a correction term in the form of an integral from $t_{0}$ to $t_{\text {ret }}$ which involves the acceleration of the second particle linearly. The formula

$$
\begin{align*}
\varphi & {\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{w}\right)+\left(t_{w}-t_{0}\right) v_{2}\left(t_{w}\right), v_{1}\left(t_{0}\right), v_{2}\left(t_{w}\right)\right] } \\
= & \varphi\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right), v_{1}\left(t_{0}\right), v_{2}\left(t_{0}\right)\right] \\
& +\int_{i_{0}}^{t_{w}} d t_{z} a_{2}\left(t_{s}\right) \frac{\partial}{\partial v_{2}\left(t_{z}\right)} \\
& \times \varphi\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)+\left(t_{z}-t_{0}\right) v_{2}\left(t_{z}\right), v_{1}\left(t_{0}\right), v_{2}\left(t_{z}\right)\right] \tag{23}
\end{align*}
$$

which follows from the fact that the integrand in (23) is just
$\left(d / d t_{z}\right) \varphi\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)+\left(t_{z}-t_{0}\right) v_{2}\left(t_{3}\right), v_{1}\left(t_{0}\right), v_{2}\left(t_{z}\right)\right]$,
serves our purpose: if $\varphi$ is a straight-line approximation, the $\left(t_{w}-t_{0}\right) v_{2}\left(t_{w}\right)$ on the left-hand side removes the effect of the straight-line approximation and leaves the quantity to be calculated.

We now change from the time variable $t$, to the
velocity variable $z$ and integrate $0 \leq z \leq w$. From (22),

$$
\begin{equation*}
d t_{z}=-\frac{x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)}{1-z v_{2}\left(t_{z}\right)} d z \tag{24}
\end{equation*}
$$

$a_{2}\left(t_{n}\right)$ may be obtained by recognizing that the overall Lorentz invariance of the theory permits writing the acceleration of particle 2 at the world point $Q_{\text {z }}$ as seen by an observer in the frame $S^{\prime}$, for whom $P_{0}$ and $Q$, are simultaneous, as

$$
\begin{equation*}
a_{2}^{\prime}\left(Q_{z}\right)=f_{2}\left[x_{1}^{\prime}\left(P_{0}\right)-x_{2}^{\prime}\left(Q_{z}\right), v_{1}^{\prime}\left(P_{0}\right), v_{2}^{\prime}\left(Q_{z}\right)\right] . \tag{25}
\end{equation*}
$$

If one now employs the usual Lorentz transformation formulas for position, velocity, and acceleration to re-express (25) in the units appropriate to $S$,

$$
\begin{equation*}
a_{2}\left(t_{z}\right)=\frac{\left[1-z v_{2}\left(t_{2}\right)\right]^{3}}{\left(1-z^{2}\right)^{\frac{1}{4}}} \mathbb{R}^{\prime}(z) f_{2} . \tag{26}
\end{equation*}
$$

The operator $\mathscr{R}^{\prime}(z)$ is defined by

$$
\begin{align*}
& \mathcal{R}^{\prime}(z) \varphi\left(x_{12}, v_{1}, v_{2}\right) \\
&= \varphi\left\{\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)\right]\left(1-z^{2}\right)^{\frac{1}{2}},\right. \\
& {\left[v_{1}\left(t_{0}\right)-z\right] /\left[1-z v_{1}\left(t_{0}\right)\right], } \\
& {\left.\left[v_{2}\left(t_{z}\right)-z\right] /\left[1-z v_{2}\left(t_{z}\right)\right]\right\} } \tag{27}
\end{align*}
$$

for $\varphi$ any function of $x_{12}, v_{1}, v_{2}$. The $\mathfrak{R}(z)$ defined in $(20)$ is the straight-line approximation to $\mathcal{R}^{\prime}(z)$. We now use (24) and (26), and let $\varphi$ be the straightline approximation to some function $\psi$, i.e.,

$$
\varphi\left(x_{12}, v_{1}, v_{2}\right)=\psi\left(x_{12} /\left(1-w v_{2}\right), v_{1}, v_{2}\right)
$$

The correction formula (23) then takes the form

$$
\begin{align*}
& \psi\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{w}\right), v_{1}\left(t_{0}\right), v_{2}\left(t_{w}\right)\right] \\
& =\psi\left[x_{12} /\left(1-w v_{2}\right), v_{1}, v_{2}\right] \\
& \quad-\int_{0}^{w} \frac{d z}{1-z^{2}}\left[\mathcal{R}^{\prime}(z) x_{12} f_{2}\right] \frac{\left[1-z v_{2}\left(t_{2}\right)\right]^{2}}{1-z^{2}} \frac{\partial}{\partial v_{2}\left(t_{z}\right)} \\
& \quad \times \psi\left\{\frac{\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)\right]\left[1-z v_{2}\left(t_{z}\right)\right]}{1-w v_{2}\left(t_{2}\right)}, v_{1}\left(t_{0}\right), v_{2}\left(t_{z}\right)\right\} . \tag{28}
\end{align*}
$$

We now apply (28) to the computation of the retarded field by setting $z=1$ and $\psi=x_{12}^{-2}(1+$ $\left.v_{2}\right) /\left(1-v_{2}\right)$. We use

$$
\begin{aligned}
& \mathbb{R}^{\prime}(z) \psi\left[x_{12} /\left(1-v_{2}\right), v_{1}, v_{2}\right]=\psi\left\{\left[x_{1}\left(t_{0}\right)-x_{2}\left(t_{z}\right)\right]\right. \\
& \left.\quad \times\left[1-z v_{2}\left(t_{z}\right)\right] /\left[1-v_{2}\left(t_{z}\right)\right], v_{1}\left(t_{0}\right), v_{2}\left(t_{z}\right)\right\}
\end{aligned}
$$

for this choice of $\psi$ (which can be verified directly) and the operator relation

$$
\begin{equation*}
\frac{\left[1-z v_{2}\left(t_{z}\right)\right]^{2}}{1-z^{2}} \frac{\partial}{\partial v_{2}\left(t_{z}\right)} \mathfrak{R}^{\prime}(z)=\mathcal{R}^{\prime}(z) \frac{\partial}{\partial v_{2}} \tag{29}
\end{equation*}
$$

to obtain

$$
\begin{align*}
\left\{\frac{1}{x_{12}^{2}}\right. & \left.\left(\frac{1+v_{2}}{1-v_{2}}\right)\right\}_{\mathrm{ret}}=\frac{1-v_{2}^{2}}{{x_{12}^{2}}_{2}^{1}} \\
& -\int_{0}^{1} \frac{d z}{1-z^{2}}\left\{\mathbb{R}^{\prime}(z) x_{12} f_{2} \frac{\partial}{\partial v_{2}}\left[\frac{1-v_{2}^{2}}{x_{12}^{2}}\right]\right\} . \tag{30}
\end{align*}
$$

This yields the conjecture (21a) if we can show that

$$
\begin{align*}
& \int_{0}^{1} \frac{d w}{1-w^{2}} \mathbb{R}^{\prime}(w) \varphi=\int_{0}^{1} \frac{d w}{1-w^{2}} \mathcal{R}(w) \varphi \\
& -\int_{0}^{1} \frac{d z}{1-z^{2}} \mathcal{R}^{\prime}(z) x_{12} f_{2} \frac{\partial}{\partial v_{2}} \int_{0}^{1} \frac{d u}{1-u^{2}} \mathcal{R}(u) \varphi \tag{31}
\end{align*}
$$

for $\varphi$ an arbitrary function of $x_{12}, v_{1}, v_{2}$; iterating (30) with the aid of (31) leads to a geometric series in the operator

$$
\int_{0}^{1} d z\left(1-z^{2}\right)^{-1} \mathfrak{R}(z) x_{12} f_{2} \partial / \partial v_{2}
$$

which is summed by (21a). The formula (31) can be established by letting

$$
\psi=\left(1-w^{2}\right)^{-1} R^{\prime}(w) x_{12} f_{2} \partial \varphi / \partial v_{2}
$$

in (28) and integrating from 0 to 1 on $w$. The resulting formula involves a double integral $\int_{0}^{1} d w$ $\int_{0}^{w} d z$; interchanging the order of integration produces a double integral $\int_{0}^{1} d z \int_{z}^{1} d w$. The lower limit $z$ on the $d w$ integral can be made into a zero by going into a frame moving with velocity $z$. We therefore make the change of variables from $w$ to $u$ via the Lorentz velocity addition formula $w=$ $(z+u) /(1+u z)$. Using (29) and the definitions of $\Omega$ and $\mathbb{R}^{\prime}$, establishes (31) and completes the proof of (21a). Equation (21b) then follows from integrating to the advanced point in the same way.

We must point out that the results (21a) and (21b) have been established formally, and not rigorously. The difficulty lies with the convergence of the geometric series in the operator

$$
\int_{0}^{1} d z\left(1-z^{2}\right)^{-1} \mathfrak{R}(z) x_{12} f_{2}\left(\partial / \partial v_{2}\right) ;
$$

a sufficient condition for this convergence [and hence the rigorous, rather than formal, establishment of (21a) and (21b)] is the convergence of the expansions (4) in inverse powers of $x_{12}$ for $E_{1}$ and $E_{2}$.

We can summarize the content of the integrodifferential equations (21a) and (21b) by remarking that they exploit the invariance group (Lorentz group) to integrate back (forward) to the retarded (advanced) time once and for all, for all members
of the family of possible particle orbits. We now turn to the three-dimensional problem.

## V. THE TWO-BODY PROBLEM IN THREE DIMENSIONS

In order to establish a notation and provide a convenient reference list of formulas, we write down the Lorentz point transformations, which relate kinematical quantities at the same world point. A caret over a vector denotes a unit vector: thus $z$ is a unit vector in the direction of the vector z. I is the unit dyadic. We first define the dyadics

$$
\begin{align*}
& J(z) \equiv {[1-\hat{z} \hat{z}]+\left(1-z^{2}\right)^{-\frac{t}{z}} \hat{z} \hat{y} }  \tag{32}\\
& \mathrm{~K}(\mathrm{z}, \mathrm{v}) \equiv\left(1-z^{2}\right)^{-1}(1-z \cdot v)^{2} \\
& \times\left[J(z)-\left(1-z^{2}\right)^{-\frac{1}{z}} \mathbf{z v}\right] . \tag{33}
\end{align*}
$$

Then, if the frame $S^{\prime}$ is moving with a velocity $z$ with respect to $S$, quantities at the same world point are related by the formulas

$$
\begin{align*}
\mathbf{x}^{\prime} & =\mathrm{J}(\mathbf{z}) \cdot(\mathbf{x}-\mathbf{z} t), \\
t^{\prime} & =(t-\mathbf{z} \cdot \mathbf{x})\left(1-z^{2}\right)^{-\frac{1}{2}},  \tag{34}\\
\mathbf{\nabla}^{\prime} & =\left(1-z^{2}\right)^{\frac{1}{2}} \mathrm{~J}(\mathbf{z}) \cdot(\mathbf{v}-\mathbf{z}) /(\mathbf{1}-\mathbf{z} \cdot \mathbf{v}), \\
\mathbf{a}^{\prime} & =\mathbf{a} \cdot \mathrm{K}^{-1}(\mathbf{z}, \mathbf{v}) .
\end{align*}
$$

The first step is to generalize (22) to three dimensions. Assume that $\mathbf{x}_{1}\left(t_{0}\right)$ and $\mathbf{x}_{2}\left(t_{z}\right)$ are simultaneous in $S^{\prime}$. Then, if $\left[\mathbf{x}_{1}\left(t_{0}\right), t_{0}\right.$ ] are the coordinates in $S$ of the world point $P_{0}$, and $\left[\mathbf{x}_{2}\left(t_{z}\right), t_{z}\right]$ are the coordinates in $S$ of $Q_{x}$,

$$
\begin{aligned}
& t^{\prime}\left(P_{0}\right)=\left[t_{0}-z \cdot x_{1}\left(t_{0}\right)\right]\left(1-z^{2}\right)^{-\frac{1}{2}} \\
& t^{\prime}\left(Q_{z}\right)=\left[t_{z}-z \cdot x_{2}\left(t_{z}\right)\right]\left(1-z^{2}\right)^{-\frac{3}{3}}
\end{aligned}
$$

But $t^{\prime}\left(P_{0}\right)=t^{\prime}\left(Q_{z}\right)$, hence

$$
\begin{equation*}
t_{z}-t_{0}=-\mathbf{z} \cdot\left[\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{z}\right)\right] \tag{35}
\end{equation*}
$$

We are now in a position to generalize the conditions (14). The use of a vector notation includes the rotational subgroup of the Lorentz group automatically; we thus need concern ourselves only with an arbitrary infinitesimal pure Lorentz transformation. Using the notation of Fig. 2 and letting $z=\delta \Omega$, the use of (34) and (35) yields the generalization of (13):

$$
\begin{aligned}
\mathbf{x}_{1}^{\prime}\left(P_{0}\right)= & \mathbf{x}_{1}\left(P_{0}\right)-t_{0} \delta \boldsymbol{3} \\
\mathbf{x}_{2}^{\prime}\left(Q_{0}^{\prime}\right)= & \mathbf{x}_{2}\left(Q_{0}\right)-\delta \zeta \\
& \cdot\left[\mathbf{x}_{1}\left(P_{0}\right)-\mathbf{x}_{2}\left(Q_{0}\right)\right] \mathbf{v}_{2}\left(Q_{0}\right)-t_{0} \delta \Omega
\end{aligned}
$$

$$
\begin{aligned}
\mathbf{v}_{1}^{\prime}\left(P_{0}\right)= & \nabla_{1}\left(P_{0}\right)-\delta \beta \cdot\left[1-\nabla_{1}\left(P_{0}\right) \mathbf{v}_{1}\left(P_{0}\right)\right], \\
\mathbf{v}_{2}^{\prime}\left(Q_{0}^{\prime}\right)= & \mathbf{v}_{2}\left(Q_{0}\right)-\delta \beta \cdot\left[\mathbf{x}_{1}\left(P_{0}\right)-\mathbf{x}_{2}\left(Q_{0}\right)\right] \\
& \times a_{2}\left(Q_{0}\right)-\delta \beta \cdot\left[1-\mathbf{v}_{2}\left(Q_{0}\right) \mathbf{v}_{2}\left(Q_{0}\right)\right],
\end{aligned}
$$

$\mathbf{a}_{1}^{\prime}\left(P_{0}\right)=\mathbf{a}_{1}\left(P_{0}\right)+\delta \boldsymbol{\beta}$

$$
\begin{equation*}
\cdot\left[2 \mathbf{v}_{1}\left(P_{0}\right) \mathrm{a}_{1}\left(P_{0}\right)+\mathrm{a}_{1}\left(P_{0}\right) \mathbf{v}_{1}\left(P_{0}\right)\right] . \tag{36}
\end{equation*}
$$

We assume instantaneous action-at-a-distance equations of motion of the form

$$
\begin{align*}
& \mathbf{a}_{1}=\mathbf{f}_{1}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right), \\
& \mathbf{a}_{2}=f_{2}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \boldsymbol{v}_{2}\right) . \tag{37}
\end{align*}
$$

We now write the Eqs. (37) in the frame $S^{\prime}$, insert (36), expand to first order in $\delta 6$, and demand agreement with the equations in $S$ to arrive at the threedimensional version of (14):

$$
\begin{align*}
& 2 \mathbf{v}_{1} f_{1}+f_{1} \mathbf{v}_{1}+L f_{1}=-\mathbf{x}_{12} f_{2} \cdot \frac{\partial}{\partial v_{2}} f_{1},  \tag{38a}\\
& 2 v_{2} f_{2}+f_{2} v_{2}+\tilde{L} f_{2}=x_{12} f_{1} \cdot \frac{\partial}{\partial v_{1}} f_{2} \tag{38b}
\end{align*}
$$

where the operators $\mathbf{L}$ and $\tilde{L}$ are defined by

$$
\begin{align*}
\mathbf{L} & =-\mathbf{x}_{12} \mathbf{v}_{2} \cdot \partial / \partial \mathbf{x}_{12} \\
& +\left[1-\mathbf{v}_{1} \mathbf{v}_{1}\right] \cdot \partial / \partial \mathbf{v}_{1}+\left[1-\mathbf{v}_{2} \mathbf{v}_{2}\right] \cdot \partial / \partial \mathbf{v}_{2}  \tag{39a}\\
\mathbf{L} & =-\mathbf{x}_{12} \mathbf{v}_{1} \cdot \partial / \partial \mathbf{x}_{12} \\
& +\left[1-\mathbf{v}_{1} \mathbf{v}_{1}\right] \cdot \partial / \partial \mathbf{v}_{1}+\left[1-\mathbf{v}_{2} \mathbf{v}_{2}\right] \cdot \partial / \partial \mathbf{v}_{2} \tag{39b}
\end{align*}
$$

An attempt to generalize the method of Sec. IV (parametrizing an integral to the retarded point on the velocities of Lorentz-frames) is faced with the difficulty that the velocity of the limiting frame in which $\mathbf{x}_{1}\left(t_{0}\right)$ and $\mathbf{x}_{2}\left(t_{\mathrm{ret}}\right)$ are simultaneous, which is

$$
\begin{equation*}
\mathbf{z}_{\mathrm{ret}}=\left[\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathrm{ret}}\right)\right] /\left|\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathrm{ret}}\right)\right|, \tag{40}
\end{equation*}
$$

is not known $a$ priori as it was in the one-dimensional case. We thus find it necessary to approximate successively to the upper limit as well as to the path of particle 2 in generalizing (21). Furthermore, we can no longer avail ourselves of the simplification achieved in one dimension by working with the field $E_{1}$ which transformed as a scalar under Lorentz transformations. Thus we work directly with the acceleration $f_{1}$. A third problem absent in one dimension is the presence of radiation terms containing the acceleration of the second particle at the retarded point. We disregard the radiation terms and attack the first two problems first.

We begin with the correction formula

$$
\begin{align*}
\varphi[ & {\left[\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathrm{w}}\right)+\left(t_{\mathrm{w}}-t_{0}\right) \mathbf{v}_{2}\left(t_{\mathrm{w}}\right), \mathbf{v}_{1}\left(t_{0}\right), \mathbf{v}_{2}\left(t_{\mathbf{w}}\right)\right] } \\
& =\varphi\left[\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{0}\right), \mathbf{v}_{1}\left(t_{0}\right), \mathbf{v}_{2}\left(t_{0}\right)\right] \\
& +\int_{t_{0}}^{t_{\mathrm{w}}} d t_{\mathrm{z}} \mathrm{a}_{2}\left(t_{z}\right) \cdot \frac{\partial}{\partial \mathbf{v}_{2}\left(t_{z}\right)} \\
& \times \varphi\left[\mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{z}\right)+\left(t_{\mathrm{z}}-t_{0}\right) \mathbf{v}_{2}\left(t_{z}\right), \mathbf{v}_{1}\left(t_{0}\right), \mathbf{v}_{2}\left(t_{z}\right)\right] \tag{41}
\end{align*}
$$

and rewrite the integral as a line integral on $\mathbf{z}$. This line integral will be path independent as a consequence of the connection (35) between $t_{z}$ and $z$ : only the component of $z$ along $x_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathbf{z}}\right)$ matters. We adopt a short hand notation:

$$
\begin{align*}
& \mathbf{x}_{\mathbf{z}} \equiv \mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathbf{z}}\right), \quad \mathbf{v}_{1} \equiv \mathbf{v}_{1}\left(t_{0}\right), \quad \mathbf{v}_{\mathbf{z}} \equiv \mathbf{v}_{\mathbf{2}}\left(t_{\mathbf{z}}\right),  \tag{42}\\
& \mathbf{x}_{\mathrm{ret}} \equiv \mathbf{x}_{1}\left(t_{0}\right)-\mathbf{x}_{2}\left(t_{\mathrm{ret}}\right), \quad \boldsymbol{\nabla}_{\mathrm{ret}}=\mathbf{v}_{\mathbf{2}}\left(t_{\mathrm{ret}}\right) .
\end{align*}
$$

From (35), it follows that

$$
\begin{equation*}
d t_{\boldsymbol{z}}=-\left(1-\mathbf{z} \cdot \boldsymbol{v}_{\mathbf{z}}\right)^{-1} \mathbf{x}_{\mathbf{z}} \cdot d \mathbf{z} \tag{43}
\end{equation*}
$$

We define an operator $\mathfrak{R}^{\prime}(\mathbf{z})$, which is the generalization of (27):

$$
\begin{align*}
& \boldsymbol{R}^{\prime}(\mathbf{z}) \varphi\left(\mathbf{x}_{12}, \mathbf{v}_{\mathbf{1}}, \mathbf{V}_{\mathbf{2}}\right) \\
& =\varphi\left[J^{-1}(z) \cdot \mathbf{x}_{z},\left(1-z^{2}\right)^{\frac{1}{t}} J(z) \cdot\left(\mathbf{v}_{1}-z\right) /\left(1-z \cdot V_{1}\right),\right. \\
& \left.\left(1-z^{2}\right)^{\frac{1}{2}} \mathrm{~J}(\mathrm{z}) \cdot\left(\mathrm{v}_{\mathrm{z}}-\mathrm{z}\right) /\left(1-\mathrm{z} \cdot \mathrm{v}_{\mathrm{z}}\right)\right] \tag{44}
\end{align*}
$$

for any function $\varphi$ (which may have any transformation properties- $\mathfrak{R}^{\prime}$ operates only on the arguments). The straight-line approximation $R$ to $\mathcal{R}^{\prime}$ is defined by

$$
\begin{align*}
\mathfrak{R}(\mathbf{z}) \varphi\left(\mathbf{x}_{12},\right. & \left.\mathbf{v}_{1}, \mathbf{v}_{2}\right) \\
= & \varphi\left\{\mathrm{J}^{-1}(\mathrm{z}) \cdot\left[\mathbf{x}_{12}+\mathbf{v}_{2}\left(\mathbf{z} \cdot \mathbf{x}_{12}\right) /\left(1-\mathrm{z} \cdot \mathbf{v}_{2}\right)\right],\right. \\
& \left(1-z^{2}\right)^{\frac{1}{2}} \mathrm{~J}(\mathbf{z}) \cdot\left(\mathbf{v}_{1}-\mathrm{z}\right) /\left(1-\mathrm{z} \cdot \mathbf{v}_{1}\right), \\
& \left.\left(1-z^{2}\right)^{\frac{1}{2}} \mathrm{~J}(\mathbf{z}) \cdot\left(\mathbf{v}_{2}-\mathrm{z}\right) /\left(1-\mathrm{z} \cdot \mathbf{v}_{2}\right)\right\} . \tag{45}
\end{align*}
$$

The assumed over-all Lorentz invariance of the theory permits writing $a_{2}\left(t_{z}\right)$ as

$$
\begin{equation*}
\mathbf{a}_{2}\left(t_{z}\right)=\left[R^{\prime}(\mathbf{z}) \mathrm{f}_{2}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{2}\right) . \tag{46}
\end{equation*}
$$

We now need the straight-line approximation to $\mathbf{x}_{\text {ret }}$. This can be obtained by making the straightline approximation $\mathbf{x}_{\mathbf{z}} \approx \mathrm{x}_{12}+\mathbf{V}_{\mathbf{2}}\left(t_{0}-t_{\mathbf{z}}\right)$ in (35) and (40); the result of solving for $\mathbf{x}_{\text {ret }}$ is

$$
\begin{align*}
\mathbf{x}_{\mathrm{ret}} \approx \mathbf{x}_{12} & +\mathbf{v}_{2}\left\{\left(\mathbf{x}_{12} \cdot \mathbf{V}_{2}\right)\right. \\
& \left.+\left[x_{12}^{2}-\left(\mathbf{x}_{12} \times \mathbf{x}_{2}\right)^{2}\right]^{\frac{1}{2}}\right\} /\left(1-v_{2}^{2}\right) . \tag{47}
\end{align*}
$$

The correction formula (41) motivates the definition
of an interpolating vector $\mathbf{S}(\mathrm{z})$ by making the replacements

$$
\begin{align*}
\mathbf{x}_{12} & \rightarrow \mathbf{x}_{\mathbf{z}}+\left(t_{\mathbf{z}}-t_{0}\right) \mathbf{v}_{\mathbf{z}}=\left[\mathbf{I}-\mathbf{v}_{\mathbf{z}} \mathbf{z}\right] \cdot \mathbf{x}_{\mathbf{z}},  \tag{48}\\
v_{\mathbf{z}} & \rightarrow \mathbf{v}_{\mathbf{z}}
\end{align*}
$$

in (47); thus we define

$$
\begin{align*}
S(z) \equiv & x_{z}+\nabla_{z}\left(1-v_{z}^{2}\right)^{-1}\left\{\left(v_{z}-z\right) \cdot \mathbf{x}_{z}\right. \\
& \left.+\left[\left(\mathbf{x}_{\mathbf{z}}-\mathbf{v}_{z} \mathbf{z} \cdot \mathbf{x}_{\mathbf{z}}\right)^{2}-\left(\mathbf{x}_{\mathbf{z}} \times \mathbf{v}_{\mathbf{z}}\right)^{2}\right]^{\frac{1}{1}}\right\} . \tag{49}
\end{align*}
$$

$\mathbf{S}(\mathbf{z})$ has the property that $\mathbf{S}\left(\mathbf{z}_{\mathrm{ret}}\right)=\mathbf{x}_{\mathrm{ret}} . \mathbf{S}(\mathbf{0})$ is the straight-line approximation to $\mathbf{x}_{\mathrm{ret}}$.

We now assume that the primitive expression for the contribution to the acceleration $a_{1}$ of particle 1 from the retarded interaction has the form $F_{1}\left(\mathbf{x}_{\mathrm{ret}}, \boldsymbol{V}_{1}, \nabla_{\mathrm{ret}}\right)$. The straight-line approximation to $F_{1}$, which we call $f_{1}^{(0)}$, is

$$
\begin{equation*}
\mathbf{f}_{1}^{(0)}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right) \equiv \mathrm{F}_{1}\left(\mathbf{S}(0), \mathbf{v}_{1}, \mathbf{v}_{2}\right) \tag{50}
\end{equation*}
$$

We assume that $F_{1}$ is such that $f_{1}^{(0)}$ satisfies (38a) with $f_{2}$ set equal to zero [Eq. (B11) of Appendix B]. The result (B14) of Appendix B then implies that

$$
\left[\mathcal{R}(\mathbf{z}) \mathrm{f}_{1}^{(0)}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right)=\mathrm{F}_{1}\left(\mathbf{S}(0), \mathbf{v}_{1}, \mathbf{v}_{2}\right) .
$$

But $\mathbf{S}(z)$ was obtained from $\mathbf{S}(0)$ by the replacements (48); the same replacements in $\mathfrak{R}(z)$ produce $\mathfrak{R}^{\prime}(z)$, since

$$
\left[1+\left(1-z \cdot v_{z}\right)^{-1} v_{z} z\right] \cdot\left[1-v_{z} z\right]=1 .
$$

Hence

$$
\begin{equation*}
\left[\mathbb{R}^{\prime}(z) f_{1}^{(0)}\right] \cdot K\left(z, v_{1}\right)=F_{1}\left[S(z), v_{1}, v_{z}\right] . \tag{51}
\end{equation*}
$$

We now use (43), (46), (50), (51), and the operator relation

$$
\begin{align*}
& \partial / \partial v_{z} Q^{\prime}(z) \\
& \quad=\left(1-z^{2}\right)^{-\frac{1}{2}}\left(1-z \cdot v_{z}\right) K^{-1}\left(z, v_{z}\right) \cdot R^{\prime}(z) \partial / \partial v_{2} \tag{52}
\end{align*}
$$

in (41) with $\varphi=F_{1}\left[S(z), \nabla_{1}, \nabla_{z}\right]$ and $t_{w}=t_{\text {rot }}$ to produce the result

$$
\begin{align*}
\mathbf{F}_{1}\left(\mathbf{x}_{\mathrm{ret}}, \mathbf{v}_{1}, \mathbf{v}_{\mathrm{ret}}\right) & =f_{1}^{(0)}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right) \\
& -\int_{0}^{z_{\mathrm{rot}}} d \mathbf{z} \cdot\left(1-z^{2}\right)^{-\frac{1}{t}} \mathrm{~J}(\mathrm{z}) \\
& \cdot\left[\mathcal{R}^{\prime}(\mathbf{z}) \mathbf{f}_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(0)}\right] \cdot \mathrm{K}\left(\mathbf{z}, \mathbf{v}_{z}\right), \tag{53}
\end{align*}
$$

which is a three-dimensional analog of (30). We must next find a formula analagous to (31) which permits the iteration of (53) into an integrodifferential equation from which the time has disappeared.

We therefore consider an integral of the general form

$$
\begin{equation*}
\int_{0}^{z_{\mathrm{f}} \mathrm{t}} d \mathrm{w} \cdot\left(1-w^{2}\right)^{-\frac{1}{j}} J(w) \cdot\left[\mathbb{R}^{\prime}(w) \mathbf{x}_{12} G\right] \cdot K\left(w, \mathrm{v}_{1}\right), \tag{54}
\end{equation*}
$$

where $\mathbf{G}$ is a function of $\mathrm{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{\mathbf{2}}$ which transforms as a vector under the rotation group. In order to be able to approximate to the upper limit $\mathrm{z}_{\mathrm{ret}}$, as well as to $\mathbf{x}_{\mathbf{w}}$ and $\boldsymbol{v}_{\mathbf{w}}$, we specify a particular path of integration-the path

$$
\begin{equation*}
\mathrm{w}=w \hat{\mathbf{x}}_{\mathrm{w}} . \tag{55}
\end{equation*}
$$

With this specification of path,

$$
\begin{equation*}
d \mathbf{w} \cdot J(\mathbf{w}) \cdot\left[\mathcal{Q}^{\prime}(\mathbf{w}) \mathbf{x}_{12}\right]=\left|\mathbf{x}_{\mathbf{w}}\right| d w \tag{56}
\end{equation*}
$$

since $\mathbf{x}_{\mathbf{w}} \cdot d \hat{\mathbf{x}}_{\mathbf{w}}=0$. We now use the scalar $w$ as our dummy variable of integration.

We need next the straight-line approximation to $\mathbf{x}_{\mathbf{w}}$ with the path (55). We use the straight-line approximation $\mathbf{x}_{\mathrm{w}} \approx \mathbf{x}_{12}+\mathrm{V}_{2}\left(t_{0}-t_{\mathrm{w}}\right)$ in (35) and in (55) to obtain

$$
\begin{align*}
\mathrm{x}_{\mathrm{w}} & \approx \mathrm{x}_{12}+\mathbf{v}_{2}\left\{w^{2}\left(\mathbf{v}_{2} \cdot \mathrm{x}_{12}\right)\right. \\
& \left.+w\left[x_{12}^{2}-w^{2}\left(\mathbf{x}_{12} \times \mathbf{v}_{2}\right)^{2}\right]^{\frac{1}{2}}\right\} /\left(1-w^{2} v_{2}^{2}\right) \tag{57}
\end{align*}
$$

in straight-line approximation. The correction for-
mula (41) again motivates the definition of an interpolating vector. We make the replacements (48) in (57) and define the interpolating vector

$$
\begin{align*}
& \mathbf{M}(w, \mathbf{z}) \equiv \mathbf{x}_{\mathbf{z}}+\mathbf{v}_{z}\left[1-w^{2} v_{z}^{2}\right]^{-1}\left\{\left(w^{2} \mathbf{v}_{x}-\mathbf{z}\right) \cdot \mathbf{x}_{\mathbf{z}}\right. \\
& \left.\quad+w\left[\left(\mathbf{x}_{\mathbf{z}}-\mathbf{v}_{\mathbf{z}} \mathbf{z} \cdot \mathbf{x}_{z}\right)^{2}-w^{2}\left(\mathbf{x}_{\mathbf{z}} \times \mathbf{v}_{\mathbf{z}}\right)^{2}\right]^{\frac{1}{2}}\right\} . \tag{58}
\end{align*}
$$

$\mathbf{M}$ has the property that $\mathbf{M}\left(w, w \hat{\mathbf{x}}_{\mathbf{w}}\right)=\mathbf{x}_{\mathbf{m}} . \mathbf{M}(w, 0)$ is the straight-line approximation to $\mathrm{x}_{\mathrm{w}}$ with the path specified by (55). Also, $\mathbf{M}(1, z)=S(z)$. We define an interpolating operator $\mathcal{R}(w, z)$ by making the replacements (48) and the replacement $w \rightarrow$ $w \mathbb{M}(w, z)$ in the definition of $\mathcal{G}(\mathbf{w})$ :

$$
\begin{align*}
& \mathfrak{R}(w, z) \varphi\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right) \\
& \equiv \varphi\left\{\left(1-w^{2}\right)^{\frac{1}{\mathbf{M}}(w, z),\left(1-w^{2}\right)^{\frac{1}{2}} \mathrm{~J}[w \hat{\mathbf{M}}(w, \mathrm{z})]}\right. \\
& \quad \cdot\left[\mathbf{v}_{1}-w \hat{\mathbf{M}}(w, \mathbf{z})\right] /\left[1-w \mathbf{v}_{1} \cdot \hat{\mathbf{M}}(w, \mathbf{z})\right], \\
& \quad\left(1-w^{2}\right)^{\frac{1}{4}} \mathrm{~J}[w \hat{\mathbf{M}}(w, \mathbf{z})] \\
& \left.\quad \cdot\left[\mathbf{v}_{\mathbf{z}}-w \hat{\mathbf{M}}(w, \mathrm{z})\right] /\left[1-w \mathbf{v}_{\mathbf{z}} \cdot \hat{\mathbf{M}}(w, \mathrm{z})\right]\right\} . \tag{59}
\end{align*}
$$

It follows from definition (59) that
$\mathfrak{R}(w, 0)=\mathfrak{R}[w \hat{M}(w, 0)]$ and $\mathcal{R}\left(w, w \hat{\mathbf{x}}_{w}\right)=\mathfrak{R}^{\prime}\left(w \hat{X}_{w}\right)$.
We now apply the correction formula (41) to (54) and use (43), (46), (58), and (59) to obtain

$$
\begin{align*}
\int_{0}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}}\left|\mathbf{x}_{w}\right|\left[\mathfrak{R}^{\prime}\left(w \hat{\mathbf{x}}_{\mathbf{w}}\right) \mathbf{G}\right] \cdot & \cdot \mathbf{K}\left(w \hat{\mathbf{x}}_{\mathbf{w}}, \mathbf{v}_{1}\right) \\
= & \int_{0}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}}|\mathbf{M}(w, 0)|\left\{\mathcal{R}[w, \hat{\mathbf{M}}(w, 0] \mathbf{G}\} \cdot \mathrm{K}\left[w \hat{\mathbf{M}}(w, 0), \mathbf{v}_{1}\right]\right. \\
& -\int_{0}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}} \int_{0}^{w \hat{\mathbf{z}}} \frac{d \mathbf{z} \cdot \mathbf{x}_{z}}{1-\mathbf{z} \cdot \mathbf{v}_{\mathbf{z}}}\left[\Omega^{\prime}(\mathbf{z}) \mathbf{f}_{2}\right] \cdot \mathbf{K}\left(\mathbf{z}, \mathbf{v}_{\mathbf{z}}\right) \cdot \frac{\partial}{\partial \mathbf{v}_{\mathbf{z}}} \\
& \times\left\{|\mathbf{M}(w, \mathbf{z})|[\mathfrak{Q}(w, \mathbf{z}) \mathbf{G}] \cdot \mathbf{K}\left[w \hat{\mathbf{M}}(w, \mathbf{z}), \mathbf{v}_{\mathbf{z}}\right]\right\} . \tag{60}
\end{align*}
$$

We next specify a path for the $z$ integration in the double integral in (60). We make again the choice (55): $z=z \hat{\mathbf{x}}_{2}$. We then have an integral over the scalar $z$ instead of a line integral; the double integral has the form $\int_{0}^{1} d w \int_{0}^{*} d z$. If we interchange orders of integration, the double integral in (60) becomes

$$
\begin{align*}
&-\int_{0}^{1} \frac{\left|\mathbf{x}_{z}\right| d z}{1-z \hat{\mathbf{x}}_{z} \cdot \nabla_{z}}\left[\mathcal{R}^{\prime}\left(z \hat{\mathbf{x}}_{z}\right) \mathbf{f}_{2}\right] \cdot K\left(z \hat{\mathbf{x}}_{z}, \mathbf{v}_{z}\right) \\
& \cdot \frac{\partial}{\partial \mathbf{v}_{z}}\left\{\int_{x}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}}\left|\mathbf{M}\left(w, z \hat{\mathbf{x}}_{z}\right)\right|\left[R\left(w, z \hat{\mathbf{x}}_{z}\right) \mathbf{G}\right] \cdot \mathrm{K}\left[w \hat{\mathbf{M}}\left(w, z \hat{\mathbf{x}}_{z}\right), \mathbf{v}_{1}\right]\right\} \tag{61}
\end{align*}
$$

The substitution which disentangled things at this point in the one-dimensional case suggests what to do here: we go to a frame moving with velocity $z \hat{\mathbf{x}}_{z}$ for the evaluation of the integral on $w$ in (61). Thus, we define a vector $u$ via the Lorentz velocity addition formula
$w \hat{\mathbf{M}}\left(w, z \hat{\mathrm{X}}_{2}\right)=\frac{\left(1-z^{2}\right)^{\frac{1}{2}}}{1+z \hat{\mathbf{X}}_{\mathbf{z}} \cdot \mathbf{u}} \mathrm{J}\left(z \hat{\mathbf{x}}_{z}\right) \cdot\left(\mathrm{u}+z \hat{\mathbf{X}}_{z}\right)$.

The integral over $w$ is now to be thought of as a line integral on $u$ with the path specified by the relationship (62) between $u$ and $w$. We adopt the convention that $\mathbb{R}^{\prime} \mathbf{u}=\mathbf{u}$ [we could define a $\mathbf{u}^{\prime}$ in terms of $x_{12}$ and $v_{2}$ which would be mapped into the $\mathbf{u}$ of Eq. (62) by $\mathbb{R}^{\prime}\left(\hat{z}_{\mathbf{z}}\right)$ and then allow $\mathbb{R}^{\prime}$ to operate on this $\mathfrak{u}^{\prime}$, but to do so would introduce unnecessary complication]. With $u$ defined by (62), it follows
from the definitions (44), (45), (59), and the formulas (B1), (B2), and (B3) that
$\mathfrak{R}\left(w, z \hat{\mathbf{x}}_{z}\right) \mathbf{v}=\mathbf{R}^{-1}\left[\mathbf{u}, z \hat{\mathbf{x}}_{z}, w \hat{\mathbf{M}}\left(w, z \hat{\mathbf{x}}_{z}\right)\right] \cdot \boldsymbol{R}^{\prime}\left(z \hat{\mathbf{x}}_{z}\right) \boldsymbol{R}(\mathbf{u}) \mathbf{v}$
for $\mathbf{v}$ either $\mathbf{v}_{1}$ or $\mathbf{v}_{\mathbf{2}}$. By direct computation it can be verified that

$$
\begin{align*}
& \mathfrak{R}\left(w, z \hat{\mathbf{x}}_{z}\right) \mathbf{x}_{12} \\
& \quad=\mathbf{R}^{-1}\left[\mathbf{u}, z \hat{\mathbf{x}}_{z}, w \hat{\mathbf{M}}\left(w, z \hat{\mathbf{x}}_{z}\right)\right] \cdot \mathfrak{R}^{\prime}\left(z \hat{\mathbf{x}}_{z}\right) \mathcal{R}(\mathbf{u}) \mathbf{x}_{12} \tag{64}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}}\left|\mathbf{x}_{\mathbf{w}}\right|\left[\mathcal{R}^{\prime}\left(w \hat{\mathbf{x}}_{\mathbf{w}}\right) \mathbf{G}\right] \cdot \mathbf{K}\left(w \hat{\mathbf{x}}_{\mathbf{w}}, \mathbf{v}_{1}\right) \\
& \quad= \int_{0}^{1} d w\left(1-w^{2}\right)^{-\frac{1}{2}}|\mathbf{M}(w, 0)|\{\mathcal{R}[w \hat{\mathbf{M}}(w, 0)] \mathbf{G}\} \cdot K\left[w \hat{\mathbf{M}}(w, 0), \mathbf{v}_{1}\right] \\
&-\int_{0}^{1} d z\left(1-z^{2}\right)^{-\frac{1}{2}}\left|\mathbf{x}_{\mathbf{z}}\right|\left\{\mathcal{R}^{\prime}\left(\left(\hat{z}_{\mathbf{x}}\right) \mathbf{f}_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} \int_{0}^{\hat{\mathbf{s}}(0)} d \mathbf{u} \cdot\left(1-u^{2}\right)^{-\frac{1}{2}}(\mathfrak{u}) \cdot\left[\mathcal{R}(\mathbf{u}) \mathbf{x}_{12} \mathbf{G}\right] \cdot K\left(\mathbf{u}, \mathbf{v}_{1}\right)\right\} \cdot K\left(z \hat{\mathbf{x}}_{z}, \mathbf{v}_{1}\right)\right. \tag{67}
\end{align*}
$$

Equation (67) provides the needed generalization of (31). At this point, the path in the line integral over $\mathbf{u}$ is still specified by (62). However, alternate application of the results of Appendix C and Appendix D show that this integral is actually independent of path at any stage of the iteration of (53) by means of (67) if a corresponding iteration is carried on simultaneously to compute $f_{2}$. Hence, the iterates of (53) are summed by the integrodifferential equation

$$
\begin{align*}
f_{1, r}=f_{1}^{(0)}- & \int_{0}^{\hat{s}(0)} d z \cdot\left(1-z^{2}\right)^{-\frac{1}{2}} J(z) \\
& \cdot\left[\Omega(z) \mathbf{x}_{12} f_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1, r}\right] \cdot K\left(z, v_{1}\right) . \tag{68}
\end{align*}
$$

$f_{1, r}$ is the retarded contribution to the acceleration of particle 1 ; (68) provides the three-dimensional generalization of (21a). The advanced contribution $f_{1, n}$ can be obtained by merely changing the upper limit on (68); thus

$$
\begin{align*}
\mathbf{f}_{1, \mathrm{~s}}=\mathbf{f}_{1}^{(0)}- & \int_{0}^{-\hat{\mathrm{s}}(0)} d \mathbf{z} \cdot\left(\mathbf{1}-z^{2}\right)^{-\frac{1}{2}} \mathrm{~J}(\mathbf{z}) \\
& \cdot\left[R(\mathbf{z}) \mathbf{x}_{12} \mathbf{f}_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} \mathbf{f}_{1, \mathrm{a}}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right) \tag{69}
\end{align*}
$$

Equations for the retarded and advanced contributions $f_{2, r}$ and $f_{2, a}$ to $f_{2}$ can be obtained from (68) and (69) by interchanging the subscripts 1 and 2 everywhere. The alternate use of the result of Appendices $C$ and $D$, already used to establish path independence, also shows that the $f_{1}$ obtained as
any linear combination of the $f_{1, r}$ and $f_{1, a}$ of (68) and (69) satisfies the differential condition (38a); hence the principle of relativity is satisfied and the assumption (46) is justified.

The derivation of Eq. (68) required three assumptions:
(a) Convergence of the sum of the iterates of (53) to (68) [a sufficient condition for the convergence of this iteration is convergence of the expansions in powers of $e^{2} /\left(m c^{2}\left|\mathbf{x}_{12}\right|\right)$ for $f_{1}$ and $\left.\mathbf{f}_{2}\right]$,
(b) the primitive expression for the contribution to the acceleration $a_{1}$ from the retarded interaction has the form $F_{1}\left(\mathbf{x}_{\mathrm{ret}}, \nabla_{1}, \nabla_{\mathrm{rat}}\right)$, and
(c) $F_{1}$ satisfies the differential condition

$$
\begin{align*}
2 \mathbf{v}_{1} F_{1}\left[S(0), \nabla_{1}, v_{2}\right] & +F_{1}\left[S(0), v_{1}, v_{2}\right] v_{1} \\
& +L F_{1}\left[S(0), v_{1}, v_{2}\right]=0, \tag{70}
\end{align*}
$$

which was used to obtain (51). The condition (b) excludes the radiation terms in the $F_{1}$ derived from the Lienard-Wiechert fields. We must therefore generalize assumption (b) to include the acceleration of particle 2 at the retarded point, and show that the resulting generalization of condition (c) is satisfied. We now take the primitive expression for the contribution to $a_{1}$ from the retarded interaction to be of the form $\boldsymbol{\Lambda}_{r}\left(\mathbf{x}_{\mathrm{ret}}, \mathbf{v}_{1}, \nabla_{\mathrm{rat}}, \mathrm{a}_{\mathrm{rat}}\right)$, where $\mathbf{a}_{\mathrm{rot}} \equiv$ $a_{2}\left(t_{\text {ret }}\right)$. From (46) $a_{\text {ret }}=\left[\Omega^{\prime}\left(z_{\text {ret }}\right) f_{2}\right] \cdot K\left(z_{\text {rot }}, \mathbf{v}_{\text {ret }}\right)$. We obtain the needed generalization of (53) by using (41) with $t_{\mathrm{w}}=t_{\mathrm{rat}}$, and

$$
\varphi=\mathbf{\Lambda}_{\mathbf{r}}\left\{\mathbf{S}(\mathrm{z}), \mathbf{v}_{1}, \nabla_{\mathbf{z}},\left[\mathfrak{R}(\mathbf{1}, \mathrm{z}) \mathrm{f}_{2}\right] \cdot \mathrm{K}\left[\hat{\mathrm{~S}}(\mathrm{z}), \nabla_{\mathbf{z}}\right]\right\}
$$

We define

$$
\begin{align*}
& \mathbf{\Lambda}_{1, r}^{(0)}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right) \\
& \equiv \mathbf{\Lambda}_{r}\left\{\mathbf{S}(0), \mathbf{v}_{1}, \mathbf{v}_{2},\left[\mathbb{R}(1,0) \mathbf{f}_{2}\right] \cdot \mathbf{K}\left[\hat{\mathbf{S}}(0), \mathbf{v}_{2}\right]\right\} . \tag{71}
\end{align*}
$$

Since $\boldsymbol{\Lambda}_{1, r}^{(0)}$ is not known a priori, as was $\mathbf{f}_{1}^{(0)}$, we must approximate successively to it as we proceed to compute successive approximations to $f_{2}$. We assume that

$$
\begin{equation*}
2 \mathbf{v}_{1} \mathbf{\Lambda}_{1, r}^{(0)}+\mathbf{\Lambda}_{1, r}^{(0)} \mathbf{V}_{1}+\mathbf{L} \boldsymbol{\Lambda}_{1, r}^{(0)}=\mathbf{0} \tag{72}
\end{equation*}
$$

holds with $f_{2}$ replaced by any member of the sequence of approximations to $f_{2}$ generated by expanding in inverse powers of $\left|\mathbf{x}_{12}\right|$. The derivation of the integrodifferential equation now goes through just as it did in the absence of the radiation terms; the only change is that $f_{1}^{(0)}$ in (68) is replaced by $\mathbf{\Lambda}_{1, r}^{(0)}$. We must now show that (72), which replaces (70), is satisfied.

To establish (72), we begin with the primitive expression for the retarded contribution to $a_{1}$ expressed in 4 -vector form. We use the metric tensor $g^{00}=-1, g^{11}=g^{22}=g^{33}=+1$. The 4-velocities of particles 1 and 2 are $u_{i \mu}=\left(u_{i 0}, \mathbf{u}_{i}\right)$ with $u_{i 0}=$ $\left(1-v_{i}^{2}\right)^{-\frac{3}{2}}, \mathbf{u}_{i}=\left(1-v_{i}^{2}\right)^{-\frac{1}{3}} \boldsymbol{v}_{i}$ for $i=1,2$. The 4displacement to the retarded point is $R_{\mu}=\left(\left|\mathbf{x}_{\text {ret }}\right|\right.$, $\left.\mathbf{x}_{\mathrm{rat}}\right)$; the proper times of particles 1 and 2 are $\tau_{1}$ and $\tau_{2}$. The contribution of the retarded LienardWiechert fields to the 4 -acceleration $d u_{1 \mu} / d \tau_{1}$ is then

$$
\begin{align*}
& u_{1}^{\nu} F_{1 \mu \nu}^{\mathrm{ret}}=\left(u_{2}^{\alpha} R_{\alpha}\right)^{-3}\left\{\left(1+R_{\beta} d u_{2}^{\beta} / d \tau_{2}\right)\right. \\
& \quad \times\left[\left(u_{1}^{\nu} u_{2 \nu}\right) R_{\mu}-\left(u_{1}^{\nu} R_{\nu}\right) u_{2 \mu}\right]-\left(u_{2}^{\beta} R_{\beta}\right) \\
& \left.\quad \times\left[\left(u_{1}^{u} d u_{2 \nu} / d \tau_{2}\right) R_{\mu}-\left(u_{1}^{\nu} R_{\nu}\right) d u_{2 \mu} / d \tau_{2}\right]\right\}, \tag{73}
\end{align*}
$$

where all quantities referring to particle 2 are evaluated at the retarded time. The contribution (73) to $d u_{1 \mu} / d \tau_{1}$ has the form $\lambda_{\mu}\left(R_{\alpha}, u_{1 \alpha}, u_{2 \alpha}, d u_{2 \alpha} / d \tau_{2}\right)$ where $\lambda_{\mu}$ is a 4 -vector function of the indicated arguments which satisfies the condition $u_{1}^{\mu} \lambda_{\mu} \equiv 0$ (required by $u_{1}^{\mu} d u_{1 \mu} / d \tau_{1}=0$ ). This condition implies that, if $\lambda_{\mu}=\left(\lambda_{0}, \lambda\right)$, then $\lambda_{0}=\nabla_{1} \cdot \lambda^{\text {. The } 4-~}$ vectors on which $\lambda_{\mu}$ depends each have only three independent components (because of the restrictions $\left.R^{\alpha} R_{\alpha}=0, u_{1}^{\alpha} u_{1 \alpha}=u_{2}^{\alpha} u_{2 \alpha}=-1, u_{2}^{\alpha} d u_{2 \alpha} / d \tau_{2}=0\right)$; hence a retarded contribution to the 4 -acceleration $d u_{1 \mu} / d \tau_{1}$ of the form $\lambda_{\mu}\left(R_{\alpha}, u_{1 \alpha}, u_{2 \alpha}, d u_{2 \alpha} / d \tau_{2}\right)$ leads immediately to a retarded contribution to the 3vector acceleration $a_{1}$ of the form $\boldsymbol{\Lambda}_{r}\left(\mathrm{x}_{\mathrm{ret}}, \mathrm{v}_{\mathbf{1}}, \boldsymbol{v}_{\mathrm{ret}}\right.$, $\mathbf{a}_{\mathrm{rat}}$ ) via the relation

$$
\begin{equation*}
\mathbf{\Lambda}_{r}=\left(1-v_{1}^{2}\right)\left[\mathbf{1}-\mathbf{v}_{1} \mathbf{v}_{\mathbf{1}}\right] \cdot \lambda \tag{74}
\end{equation*}
$$

If we write the dependence of $\lambda$ on its arguments in the form

$$
\lambda=\lambda\left(R_{0}, \mathbf{R} ; u_{10}, \mathbf{u}_{1} ; u_{20}, \mathbf{u}_{2} ; d u_{20} / d \tau_{2}, d \mathfrak{u}_{2} / d \tau_{2}\right)
$$

then (71) implies that

$$
\begin{align*}
& \mathbf{\Lambda}_{1, \mathrm{r}}^{(0)}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right)=\left(1-v_{1}^{2}\right)\left[\mathbf{I}-\mathbf{v}_{1} \mathbf{v}_{1}\right] \\
& \quad \cdot \boldsymbol{2}\left[|\mathbf{S}(0)|, \mathbf{S}(0) ; u_{10}, \mathbf{u}_{1} ; u_{20}, \mathbf{u}_{2} ; \mu_{0}, \mathbf{u}\right], \tag{75}
\end{align*}
$$

where

$$
\underline{u}=\left(1-v_{2}^{2}\right)^{-1}\left[\mathbf{I}-\mathbf{v}_{2} \mathbf{v}_{2}\right]^{-1} \cdot\left[R\left(\hat{\mathbf{S}}(0) \mathbf{f}_{2}\right] \cdot \mathbf{K}\left[\hat{\mathbf{S}}(0), \mathbf{v}_{2}\right]\right.
$$

and $\mu_{0}=\mathbf{v}_{2} \cdot \mathbf{u}$. By direct computation,

$$
\begin{align*}
& \mathbf{L S}(0)=\mathbf{I}|\mathbf{S}(0)| \\
& \mathbf{L}|\mathbf{S}(0)|=\mathbf{S}(0),  \tag{76}\\
& \mathbf{L} \mathbf{u}_{i}=\| u_{i 0}, \\
& \mathbf{L} u_{i 0}=\mathbf{u}_{i},
\end{align*}
$$

where $i=1,2$. By the use of (B6), (B8), (B16), the relation $\mathbf{L} \hat{\mathbf{S}}(0)=1-\hat{\mathbf{S}}(0) \hat{\mathbf{S}}(0)$, and the definition of $\boldsymbol{u}$ and $\mu_{0}$, we obtain

$$
\begin{equation*}
\mathbf{L} \boldsymbol{u}=\mathbf{l} \mu_{0}, \quad \mathbf{L} \mu_{0}=\boldsymbol{u} \tag{77}
\end{equation*}
$$

independent of the functional form of the $\mathbf{f}_{2}$ on which $u$ and $\mu_{0}$ depend. Thus, (77) holds whether we use the actual $f_{2}$ or some member of the sequence of approximations to it. From (75) we find that

$$
\begin{align*}
& 2 \mathbf{V}_{1} \boldsymbol{\Lambda}_{1, \mathrm{r}}^{(0)}+\mathbf{\Lambda}_{1, \mathrm{r}}^{(0)} \mathbf{V}_{\mathbf{1}}+\mathbf{L} \mathbf{\Lambda}_{1, \mathrm{r}}^{(0)} \\
& \quad=\left(1-v_{1}^{2}\right)\left[\left(\lambda-\mathbf{L} \lambda_{0}\right) \mathbf{v}_{\mathbf{1}}+\mathbf{L} \lambda-\mathrm{I}_{0}\right] . \tag{78}
\end{align*}
$$

The fact that $\lambda_{\mu}$ transforms as a 4 -vector function of 4 -vector arguments under Lorentz transformation implies that

$$
\begin{align*}
& \delta w^{\mu \nu} \lambda_{\nu}=\delta w^{\alpha \nu}\left[R_{\nu} \partial / \partial R_{\alpha}+u_{1 \nu} \partial / \partial u_{1 \alpha}\right. \\
& \left.+u_{2 \nu} \partial / \partial u_{2 \alpha}+\left(d u_{2 v} / d \tau_{2}\right) \partial / \partial\left(d u_{2 \alpha} / d \tau_{2}\right)\right] \lambda_{\mu} . \tag{79}
\end{align*}
$$

For a pure Lorentz transformation $\delta w^{00}=\delta w^{i i}=$ $0, \delta w^{0 i}=\delta w^{i 0}=\delta \beta_{i}$, where $i$ and $j$ run from 1 to 3 , and (79) becomes

$$
\begin{equation*}
\delta \beta \cdot \lambda=\delta \underline{\beta} \cdot \mathrm{L}^{\prime} \lambda_{0}, \quad \delta \boldsymbol{\beta} \lambda_{0}=\delta \boldsymbol{l} \cdot \mathrm{L}^{\prime} \lambda, \tag{80}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{L}^{\prime} \equiv \mathbf{S}(0) \partial / \partial|\mathbf{S}(0)|+|\mathbf{S}(0)| \partial / \partial \mathbf{S}(0) \\
& \quad+\mathbf{u}_{1} \partial / \partial u_{10}+u_{10} \partial / \partial \mathbf{u}_{1}+\mathbf{u}_{2} \partial / \partial u_{20}+u_{20} \partial / \partial \mathbf{u}_{2} \\
& \quad+\boldsymbol{u} \partial / \partial \mu_{0}+\mu_{0} \partial / \partial \mathbf{u} . \tag{81}
\end{align*}
$$

The results (76) and (77) show that $L=L^{\prime}$ when the operand is $\lambda$ or $\lambda_{0}$; hence ( 80 ) implies the vanishing of the right-hand side of (78) and the satisfaction of (72) at every stage of the approximation to
$\mathbf{f}_{2}$. The integrodifferential equation (69) for the advanced interaction contribution to $a_{1}$ may be generalized to include radiation terms by making appropriate sign changes in the preceding argument.

As was noted in the Introduction, an instantaneous action-at-a-distance description requires only a decision to confine attention to particle world lines; it is thus, in principle, possible to include the effects of radiation reaction. The details of showing that the path independence and Lorentz covariance conditions continue to hold when a radiation contribution to the force is included are given in Appendix E. Thus, the electrodynamic two-body problem with half-advanced plus half-retarded interactions can be reduced to instantaneous action-at-a-distance form by solving (68) and (69) [with $\mathrm{f}_{1}^{(0)}$ replaced by $\left.\boldsymbol{\Lambda}_{1, \mathrm{r}}^{(0)}\right]$, where $\mathrm{f}_{1}=\frac{1}{2}\left(\mathrm{f}_{1, \mathrm{a}}+\mathrm{f}_{1, \mathrm{r}}\right)$ together with the corresponding equations for $f_{2}$. The electrodynamic two-body problem with retarded interactions and a radiation reaction term can be reduced to instantaneous action-at-a-distance form by solving (68) [with $f_{1}^{(0)}$ replaced by $\boldsymbol{\Lambda}_{1, r}^{(0)}$ ], where $f_{1}=f_{1, r}+f_{1}^{\text {rr }}$ [ $f_{1}^{\text {rr }}$ is given by ( $E 2$ ) of Appendix E] together with the corresponding equations for $f_{2}$.

The results (68) and (69), as well as their generalization to include terms dependent on the acceleration at the retarded point (radiation terms) are not restricted to electrodynamics. Equations (68) and (69) can be used to re-express any Lorentz-invariant direct interaction along light cones in instantaneous action-at-a-distance form if the iteration process [expansion in powers of $e^{2} /\left(m c^{2}\left|\mathbf{x}_{12}\right|\right)$ for electrodynamics] used to establish (68) and (69) converges. The results (68) and (69) may remain valid as formal re-expressions of the dynamics even if the iteration used to establish them does not converge, but this remains to be investigated. For the particular case of electrodynamics, the iteration may possibly be expected to converge for interparticle separations greater than something of the order of the classical charge radius. In any event, the integrodifferential equations, (68) and (69), should provide a powerful tool for the investigation of the character of the series in powers of $e^{2} /\left(m c^{2}\left|\mathbf{x}_{12}\right|\right)$, which appears in the instantaneous action-at-a-distance reformulation of the electrodynamic two-body problem.

We now turn to a brief examination of the $N$-body problem.

## VI. INSTANTANEOUS ACTION-AT-A-DISTANCE FOR $N$ PARTICLES

The differential statement of the principle of relativity for a translationally invariant system of
$N$ particles is easily written down if one chooses to write the equation of motion of the $i$ th particle in the form

$$
\begin{align*}
& \mathbf{a}_{i}=\mathbf{f}_{i}\left(\mathbf{x}_{i 1}, \mathbf{x}_{i 2}, \cdots, \mathbf{x}_{i, i-1},\right. \\
& \left.\quad \mathbf{x}_{i, i+1}, \cdots, \mathbf{x}_{i, N} ; \mathbf{v}_{1}, \mathbf{v}_{2}, \cdots, \mathbf{v}_{N}\right) . \tag{82}
\end{align*}
$$

The set of $N-1$ vectors $\left\{\mathbf{x}_{i 1}, \cdots, \mathbf{x}_{i, i-1}, \mathbf{x}_{i, i+1}, \cdots\right.$, $\left.\mathbf{x}_{i, N}\right\}$ with $\mathbf{x}_{i, i} \equiv \mathbf{x}_{i}-\mathbf{x}_{i}$ is clearly sufficient for writing the most general translationally-invariant function of the $N$ vectors $\left\{\mathbf{x}_{1}, \cdots, \mathbf{x}_{N}\right\}$. The argument which led to the conditions (30) can be immediately generalized to obtain the conditions for $N$ particles, which are

$$
\begin{align*}
& 2 \nabla_{i} \mathbf{f}_{i}+\mathbf{f}_{i} \mathbf{v}_{i}-\sum_{\substack{i=1 \\
i \neq i}}^{N} \mathbf{x}_{i j} \mathbf{v}_{i} \cdot \frac{\partial}{\partial \mathbf{x}_{i j}} \mathbf{f}_{i} \\
&+\sum_{i=1}^{N}\left[I-\nabla_{i} \mathbf{v}_{i}\right] \cdot \frac{\partial}{\partial \mathbf{v}_{i}} \mathbf{f}_{i} \\
&+\sum_{\substack{i=1 \\
i \neq i}}^{N} \mathbf{x}_{i j} \mathbf{f}_{i} \cdot \frac{\partial}{\partial \mathbf{v}_{i}} \mathbf{f}_{i}=0 \tag{83}
\end{align*}
$$

If we choose to call the $f_{i}$ of (82) forces, then it can be easily shown from (83) that $f_{i}$ cannot be a sum of two-body forces in the form $\sum_{i \times i} F_{i, j}\left(x_{i j}, v_{i}, v_{i}\right)$, where $F_{i, j}$ is the interaction when only the $i$ th and $j$ th particles are present. This is essentially a consequence of the nonlinearity of (83), which invalidates superposition. Thus, the principle of relativity demands the existence of many-body forces in the $N$-particle instantaneous action-at-distance description. The same conclusion can be drawn by beginning to generalize (68) and (69); such considerations show that many-particle forces [which enter by virtue of the fact that $a_{2}\left(t_{s}\right)$ in (41) now contains coordinates and velocities of all other particles] fall off as higher inverse powers of the distance than do the two-body forces. ${ }^{12}$

## VII. SUMMARY AND DISCUSSION

The work of the preceding sections indicates that instantaneous action-at-a-distance is quite tenable in relativistic mechanics, and does not violate the principle of relativity. This conclusion has been drawn by deriving, and investigating the consequences of a set of differential conditions [Eq. (14) for two particles in one dimension; Eq. (83) for the general three-dimensional $N$-particle case] on the instantaneous equations of motion which guarantee world-line invariance and form invariance of

[^38]the equations of motion under Lorentz transformation. In the case of the perturbative reduction of the equations of motion of the two-body problem of electrodynamics to instantaneous interaction form, it is found, with the aid of dimensional analysis, that these differential conditions imply that not only all powers of $c^{-1}$, but also all powers of the coupling constant $e^{2}$, must appear in the instantaneous equations of motion if they are to be compatible with special relativity. The first three terms of a perturbation series in $e^{2}$ [Eqs. (4), (8), and (9)] for the instantaneous force for two charged particles moving in one dimension have been worked out by general, but somewhat pedestrian, methods in Sec. II. In Sec. IV, less general (restricted in their application to the reduction to instantaneous form of interactions originally given along light cones), but more powerful group-theoretic methods have been used to derive a pair of integrodifferential equations for the instantaneous forces [Eqs. (21)]. The equations of motion which are obtained by solving these integrodifferential equations also satisfy the partial differential conditions (14), thus guaranteeing compatibility with special relativity.

The methods have been extended to three dimensions in Sec. V to give integrodifferential equations for the instantaneous forces, which can be used to reduce any two-body problem involving interactions originally given along light cones to instantaneous interaction form. As in the one-dimensional case, these integrodifferential equations have been established by carrying an approximation-plus-correction procedure to infinite order to produce formally exact results. Convergence of this procedure has not been proven, so that the results are only formally, and not rigorously, established. In the case of electrodynamic interactions, convergence of the series in powers of $e^{2}$, which is actually a series in powers of the ratio of the classical charge radius $e^{2} / m c^{2}$ to the interparticle separation $\left|\mathbf{x}_{12}\right|$, is a sufficient condition for the rigorous establishment of the integrodifferential equations for the instantaneous forces. It has also been shown that self-interactions, such as the radiation-damping term given by Dirac, can be formally included.

Inasmuch as the whole area of instantaneous action-at-a-distance in relativistic mechanics is at present almost completely unexplored, the present work raises many questions. What are the necessary and sufficient conditions for the rigorous (as opposed to formal) validity of the integrodifferential equations for the instantaneous equations of motion? Does the series in powers of $e^{2} /\left(m c^{2}\left|\mathbf{x}_{12}\right|\right)$ which
occurs in the electrodynamic case have a finite radius of convergence? If so, what is the nature of the singularity controlling the convergence?

The conservation laws associated with the invariance of the theory under space and time translation, rotation, and pure Lorentz transformations are obscure when the equations of motion are written in the form (82) as systems of differential equations solved for the highest derivative. The usual route for the discussion of conservation laws in dynamical theories (i.e., via Hamilton's principle and Noether's theorem ${ }^{3}$ ) does not appear promising as a consequence of the zero-interaction theorem of Currie, Jordan, and Sudarshan. ${ }^{13}$ This theorem, which shows that Dirac's relativistic Hamiltonian formulation is incompatible with inter-particle interaction, may possibly be circumvented by renouncing the demand that the Lorentz transformations be represented as canonical transformations. If such a renunciation allowed the physical coordinate to be canonical, there would be a Lagrangian, but the center-of-mass theorem could not be obtained via Noether's theorem. The existence and exhibition of conserved quantities is thus a nontrivial and presently unsolved problem in instantaneous action-at-a-distance dynamics.

Another set of questions revolves about the relationship between instantaneous action-at-a-distance and field theory. To what extent and under what conditions are instantaneous action-at-a-distance descriptions and more conventional field-theoretic descriptions of particle world lines in relativistic mechanics equivalent? The present work gives a construction for finding instantaneous action-at-adistance equations of motion for those world lines which can be obtained by successive corrections to straight-line motion when the interaction is originally viewed as occurring along light cones. Does this family of world lines include all of those which are contained in the original equations if one imposes the further condition of asymptotic straight-line motion for widely separated particles? The method of Sec. II can be used to construct perturbative approximations to instantaneous action-at-a-distance equations of motion when the interaction is viewed as being carried by a finite mass field. Can integrodifferential equations for these instantaneous forces be found? One can also pose the question the other way: is instantaneous action-at-a-distance

[^39]richer than field theory in the sense that there are instantaneous action-at-a-distance theories for which no field-theoretic alternative exists?

Dimensional considerations have shown that the series in powers of $e^{2}$ for the force of instantaneous action-at-a-distance electrodynamics is actually a series in powers of $e^{2} /\left(m c^{2}\left|\mathbf{x}_{12}\right|\right)$. Such a series is reminiscent of the multipole expansions which occur in the description of the interactions of extended charge distributions; it suggests that it might be fruitful to view the charge, which was a point particle in the field-theoretic description, as an object with structure from the instantaneous action-at-adistance vantage point. Such a view is supported by the fact that the principle of relativity demands many-body forces (Sec. VI); many-body forces in physics typically arise from the polarization of one structured body by another. That the complete elimination of the fields by passing to an instantaneous action-at-a-distance description should endow the particles with structure is not surprising; in the language of quantum field theory, we would attribute the structure to the dressing of the particles by a cloud of virtual photons. The present suggestion of structure is possibly some classical remnant of this dressing.
The fact that the series in $e^{2}$, which occurs in the present classical theory, is not consistent with the principle of relativity unless summed to all orders would seem to raise a serious question as to the meaning of the formal covariance, at each stage of the computation in powers of $e^{2}$, of conventional quantum electrodynamics (with or without renormalization). How can quantization restore covariance order by order in $e^{2}$ ? How is this restored covariance to be understood? This mystery is relieved in no visible way by the occurrence of the additional fundamental length $h / m c$.
The whole question of quantization of the present theory is quite unclear. If a conventional Hamiltonian quantization is to be attempted, the zero-interaction theorem ${ }^{13}$ must be circumvented by renouncing one (or possibly both) of the hypotheses of the theorem: (a) that the transformations of the inhomogeneous Lorentz group (Poincaré group) be canonical, and (b) that the physical coordinates be canonical coordinates. Inasmuch as a Hamiltonian formulation is not uniquely determined (to within a canonical transformation) by the classical equations of motion, this route appears to be plagued with ambiguity.
Nevertheless, any resolution of these difficulties should lead to a theory in which the present classical
equations of motion can be viewed as quantum equations of motion in a Heisenberg representation with the position and velocity operators obeying (possibly quite complicated) commutation rules. The structure of the series for $f_{1}$ [in powers of $\left.e^{2} /\left(m c^{2}\left|\mathrm{x}_{12}\right|\right)\right]$ already indicates a source of divergence difficulties in such a theory: divergent integrals necessarily appear in a perturbation series in $e^{2}$ when the point $\left|\mathbf{x}_{12}\right|=0$ is sampled in an intermediate state, even if the full $f_{1}$ obtained by summing the series in $e^{2}$ of the classical theory is not badly behaved at this point. These divergence difficulties would also appear to provide a hitherto unremarked source of divergence problems in conventional quantum electrodynamics. Further exploration of the questions associated with quantization will, however, have to be postponed until a better understanding of instantaneous action-at-a-distance at the classical level has been achieved.

Note added in proof: Since the present manuscript was submitted, it has been shown that the demand of asymptotic reduction to the usual Hamiltonian scheme for free particles uniquely determines the Hamiltonian scheme (to within a canonical transformation), thus removing this source of ambiguity in a conventional Hamiltonian quantization. ${ }^{14}$ This demand also uniquely determines the conservation laws associated with the geometrical invariances of the inhomogeneous Lorentz group.
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## APPENDIX A. COMPUTATION OF $E_{1}$ TO ORDER $x_{12}^{-4}$

For a computation of the series for $\dot{v}_{1}$ in Eq. (4) to order $x_{12}^{-4}$, the derivatives appearing in the series (6) and (7) are approximated with sufficient accuracy by

$$
\begin{align*}
& \frac{d^{n} v_{2}}{d t^{n}} \approx(-1)^{n}\left(1-v_{2}^{2}\right)^{\frac{3}{2}}\left\{n!\tilde{e}_{0}\left(v_{1}-v_{2}\right)^{n-1} x_{12}^{-n-1}\right. \\
& \quad+\frac{1}{2}(n+1)!\tilde{e}_{1}\left(v_{1}-v_{2}\right)^{n-1} x_{12}^{-n-2} \\
& \quad-A_{n} x_{12}^{2}\left[\dot{\tilde{e}}_{0}-3 v_{2} \tilde{e}_{0} /\left(1-v_{2}^{2}\right)\right]\left(v_{1}-v_{2}\right)^{n+2} x_{12}^{-n-2} \\
& \left.\quad-B_{n} \tilde{e}_{0}\left[x_{12}^{2}\left(\dot{v}_{1}-\dot{v}_{2}\right)\right]\left(v_{1}-v_{2}\right)^{n-3} x_{12}^{-n-2}\right\} \tag{A1}
\end{align*}
$$

[^40]where $A_{n}$ and $B_{n}$, whose rules of formation are $A_{n}=(n-1)!+(n+1) A_{n-1}$ and $B_{n}=$ $(n-2)(n-1)!+(n+1) B_{n-1}$ (with the initial conditions $A_{1}=B_{1}=0$ ) have the values
\[

$$
\begin{align*}
A_{n} & =\frac{1}{2}(n-1) n! \\
B_{n} & =(n+1)!\left[-\frac{5}{2}\right. \\
& \left.+\left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}\right)+\frac{3}{n+1}\right] \tag{A2}
\end{align*}
$$
\]

From the zeroth approximation it is seen that

$$
\begin{aligned}
& x_{12}^{2}\left[\dot{\vec{e}}_{0}-3 v_{2} \dot{\vec{e}}_{0} /\left(1-v_{2}^{2}\right)\right] \\
& \quad \approx\left(1-v_{2}^{2}\right)^{\frac{3}{2}}\left[3 v_{2} \tilde{e}_{0} /\left(1-v_{2}^{2}\right)-2 v_{1} e_{0} /\left(1-v_{1}^{2}\right)\right], \\
& \quad\left[x_{12}^{2}\left(\dot{v}_{1}-\dot{v}_{2}\right)\right] \approx\left(1-v_{1}^{2}\right)^{\frac{3}{3}} e_{0}+\left(1-v_{2}^{2}\right)^{\frac{3}{2}} \tilde{e}_{0}
\end{aligned}
$$

to the accuracy needed in (A1). The series for $t-t_{\text {rot }}$ which appears in (6) can be summed in the approximation (A1) by using the formulas.

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{A_{n}}{(n+1)!} \lambda^{n+1}=\frac{\lambda^{2}}{2(1-\lambda)}+\lambda+\ln (1-\lambda) \\
& \sum_{n=1}^{\infty} \frac{B_{n}}{(n+1)!} \lambda^{n+1}=\frac{\lambda^{2}-6 \lambda}{2(1-\lambda)}+\frac{2 \lambda-3}{1-\lambda} \ln (1-\lambda) . \tag{A3}
\end{align*}
$$

The derivatives with respect to $\lambda$ of the formulas (A3) are useful in summing the series for $\left(v_{2}\right)_{\text {rot }}$ in (7). A consistent calculation to order $x_{12}^{-4}$ then yields the results (8) and (9).

## APPENDIX B. COMPOSITION OF LORENTZ TRANSFORMATIONS

Inasmuch as the pure Lorentz transformations do not form a subgroup of the Lorentz group in three dimensions, the result of two successive pure Lorentz transformations can, in general, be written not as a pure Lorentz transformation but as a pure Lorentz transformation followed by a rotation. Thus, if we begin in a given Lorentz frame with a quantity V which transforms as a vector under the rotation group, the result of performing a pure Lorentz transformation to a second frame moving with velocity $ß$, which we write $£(\beta) \mathrm{V}$, and following it with a pure Lorentz transformation to a frame moving with a velocity $\alpha$ with respect to the second frame can be written as

$$
\begin{equation*}
\mathscr{L}(\boldsymbol{\alpha})[\mathscr{L}(\boldsymbol{\beta}) \mathrm{V}]=\mathrm{R}(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}) \cdot \mathfrak{L}(\boldsymbol{\gamma}) \mathrm{V}, \tag{B1}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\left(1-\beta^{2}\right)^{\frac{1}{2}}}{1+\alpha \cdot \boldsymbol{\beta}} J(\beta) \cdot(\alpha+\beta) \tag{B2}
\end{equation*}
$$

The dyadic which effects the rotation is

$$
\begin{align*}
& \mathrm{R}(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}) \\
& =\left[\mathrm{J}(\alpha) \cdot \mathrm{J}(\beta)+\frac{\alpha \beta}{\left(1-\alpha^{2}\right)^{\frac{1}{1}\left(1-\beta^{2}\right)^{\frac{1}{3}}}}\right] \cdot \mathrm{J}^{-1}(\gamma) . \tag{B3}
\end{align*}
$$

The correctness of (B2), which is just the velocity addition formula, can be seen by considering the velocity of the origin of the third frame, as seen in the first; (B3) can be verified by considering a particular representation of the Lorentz group, such as the ( 4 -vector) representation formed by the coordinates ( $\mathbf{x}, t$ ) of a world point.

If we apply (B1) to an acceleration a in the first frame, and use $\tilde{R}=R^{-1}$ for a rotation, we obtain
$\mathrm{a} \cdot \mathrm{K}^{-1}(\boldsymbol{\gamma}, \mathrm{v}) \cdot \mathrm{R}^{-1}(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma})=\mathrm{a} \cdot \mathrm{K}^{-1}(\boldsymbol{\beta}, \mathbf{v}) \cdot \mathrm{K}^{-1}(\boldsymbol{\alpha}, \mathcal{L}(\boldsymbol{\beta}) \mathbf{v})$
from which the identity

$$
\begin{equation*}
\mathrm{R}(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}) \cdot \mathrm{K}(\boldsymbol{\gamma}, \mathbf{v})=\mathrm{K}(\boldsymbol{\alpha}, \mathscr{L}(\boldsymbol{\beta}) \mathbf{v}) \cdot \mathrm{K}(\boldsymbol{\beta}, \mathbf{v}) \tag{B4}
\end{equation*}
$$

follows, since a is arbitrary.
Certain useful formulas can be derived by considering the composition of two Lorentz transformations, one of which is infinitesimal. Let $\varphi=$ $\varphi\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{v}_{2}\right)$ be some function of the indicated arguments whose transformation properties is, for the moment, unspecified. If we make the replacements $\boldsymbol{\alpha}=\mathrm{z}, \boldsymbol{\beta}=\delta \boldsymbol{\beta}$ in (B1) and use the definition (45) of $R$, we obtain

$$
\begin{equation*}
\mathcal{R}(\delta \beta) R(z) \varphi=R(z, \delta \beta, \gamma) R(\gamma) \varphi . \tag{B5}
\end{equation*}
$$

Equation (B2) implies $\boldsymbol{\gamma}=\mathbf{z}+[\mathbf{I}-\mathbf{z z}] \cdot \delta \boldsymbol{\beta}$ to first order in the infinitesimal $\delta \beta$. Expanding (B5) to first order in $\delta \beta$ on both sides yields
$\delta \boldsymbol{\Omega} \cdot \operatorname{L} \mathcal{R}(\mathbf{z}) \varphi=-\delta \Omega \cdot[1-\mathbf{z z}] \cdot \frac{\partial}{\partial z} \mathbb{R}(\mathbf{z}) \varphi+\mathfrak{M}$,
where, in general, $\mathfrak{F}$, which effects the rotation $R$, is

$$
\begin{align*}
\mathfrak{M} & =\left[1+\left(1-z^{2}\right)^{\frac{1}{3}}\right]^{-1} \\
& \times\left\{\left[\Omega(\mathbf{z}) \mathbf{x}_{12}\right] \cdot(\mathbf{z} \delta \boldsymbol{\beta}-\delta \Omega \mathbf{z}) \cdot \partial / \partial\left[\Omega(\mathbf{z}) \mathbf{x}_{12}\right]\right. \\
& +\left[\Omega(\mathbf{z}) \mathbf{v}_{1}\right] \cdot(\mathbf{z} \delta \boldsymbol{\beta}-\delta \Omega \mathbf{z}) \cdot \partial / \partial\left[\mathfrak{R}(\mathbf{z}) \mathbf{v}_{1}\right] \\
& \left.+\left[\Omega(\mathbf{z}) \mathbf{v}_{2}\right] \cdot(\mathbf{z} \delta \Omega-\delta \Omega \mathbf{z}) \cdot \partial / \partial\left[\mathcal{R}(\mathbf{z}) \mathbf{v}_{2}\right]\right\} . \tag{B7}
\end{align*}
$$

If $\varphi$ transforms as a scalar under the rotation group, $\mathfrak{T}$ vanishes. If $\varphi=\mathrm{V}$, where V transforms as a
vector under the rotation group, then
$\mathfrak{M}=\left[1+\left(1-z^{2}\right)^{\frac{2}{2}}\right]^{-1}(\delta \Omega \mathrm{z}-\mathrm{z} \delta \Omega) \cdot[\mathcal{Q}(\mathrm{z}) \mathrm{V}]$. (B8)
If $\varphi=D$, where $D$ transforms as a dyadic under the rotation group, then

$$
\begin{gather*}
\mathfrak{M}=\left[1+\left(1-z^{2}\right)^{\frac{1}{1}}\right]^{-1}\{(\delta \Omega \mathrm{z}-\mathrm{z} \delta \beta) \cdot(\mathfrak{R}(\mathrm{z}) \mathrm{D}) \\
+[\Omega(\mathbf{z}) \mathrm{D}] \cdot(\mathrm{z} \delta \Omega-\delta \Omega \mathrm{z})\} . \tag{B9}
\end{gather*}
$$

If we perform the two transformations in the opposite order and let $\alpha=\delta \boldsymbol{\beta}, \boldsymbol{\beta}=\mathrm{z}$ in ( B 1 ), we derive, in the same manner, the result
$\delta \boldsymbol{\beta} \cdot \boldsymbol{G}(\mathrm{z})\left(\mathrm{L}_{\varphi}\right)$

$$
\begin{equation*}
=-\left(1-z^{2}\right)^{\frac{1}{2}} \delta 3 \cdot J^{-1}(\mathbf{z}) \cdot \frac{\partial}{\partial z} \mathfrak{R}(\mathbf{z}) \varphi-\mathfrak{M} . \tag{B10}
\end{equation*}
$$

Both (B6) and (B10) can be verified directly without making use of the group-theoretic argument.

If $\mathrm{f}_{1}^{(0)}\left(\mathbf{x}_{12}, \mathbf{v}_{1}, \mathbf{\nabla}_{2}\right)$ is the approximation to the acceleration $a_{1}$ of particle 1 reckoned on the assumption of straight-line motion for particle $2\left(f_{2}=0\right)$, then (38a) implies

$$
\begin{equation*}
\delta \boldsymbol{\beta} \cdot \mathbf{L} f_{1}^{(0)}+2 \delta \beta \cdot \mathbf{v}_{1} \mathbf{f}_{1}^{(0)}+\delta \boldsymbol{\beta} \cdot \mathbf{f}_{1}^{(0)} \mathbf{v}_{1}=\mathbf{0} \tag{B11}
\end{equation*}
$$

By operating on this with $R(z)$ and multiplying the result on the right by $K\left(z, \nabla_{1}\right)$, we obtain

$$
\begin{align*}
& {\left[\delta \boldsymbol{G} \cdot \mathcal{R}(\mathbf{z})\left(\mathrm{Lf}_{1}^{(0)}\right)\right] \cdot \mathrm{K}\left(\mathbf{z}, \mathbf{v}_{\mathbf{1}}\right)} \\
& +\left[\mathscr{R}(\mathbf{z}) \mathrm{f}_{1}^{(0)}\right]\left[2 \delta \boldsymbol{\beta} \cdot \mathbb{R}(\mathbf{z}) \mathbf{v}_{1}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right) \\
& +\left[\Omega(z) f_{1}^{(0)}\right] \cdot \delta ß \nabla_{1} \cdot K\left(z, \nabla_{1}\right)=0 . \tag{B12}
\end{align*}
$$

Since (B11) is the statement of the vanishing of the infinitesimal transformation on $f_{1} \cdot K$ in straight-line approximation, we should be able to show that $\left[\mathcal{R}(\mathbf{z}) \mathbf{f}_{\mathrm{i}}^{(0)}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{\mathbf{1}}\right)$ is independent of $\mathbf{z}$ from (B12) by using (B10). From this we infer the existence of the identity

$$
\begin{align*}
&\left(1-z^{2}\right)^{\frac{3}{3}} \delta \beta \cdot J^{-1}(z) \cdot \frac{\partial}{\partial z} K(z, v) \\
&= {\left[1+\left(1-z^{2}\right)^{\frac{2}{2}}\right]^{-1}(z \delta \zeta-\delta \Omega z) \cdot K(z, v) } \\
&-[2 \delta \Omega \cdot R(z) v] K(z, v)-\delta \beta[R(z) v] \cdot K(z, v), \tag{B13}
\end{align*}
$$

which can be verified (with either $\nabla=\nabla_{1}$ or $\nabla=\nabla_{2}$ ) by direct computation. Hence, (B11) implies

$$
\begin{equation*}
\left[\mathfrak{Q}(\mathbf{z}) \mathbf{f}_{1}^{(0)}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right)=\mathbf{f}_{1}^{(0)} . \tag{B14}
\end{equation*}
$$

If we now place (B14) back into (B11), we obtain
$(\delta \boldsymbol{G} \cdot \mathbf{L})\left\{\left[\boldsymbol{q}(\mathbf{z}) \mathbf{f}_{1}^{(0)}\right] \cdot \mathbf{K}\left(\mathbf{z}, \mathbf{v}_{1}\right)\right\}$

$$
\begin{equation*}
+\left[R(z) f_{1}^{(0)}\right] \cdot K\left(z, v_{1}\right) \cdot\left[2\left(\delta \zeta \cdot v_{1}\right) I+\delta \Omega \nabla_{1}\right]=0 . \tag{B15}
\end{equation*}
$$

We use (B6) and $\partial / \partial z\left\{\left[\mathcal{R}(\mathbf{z}) \mathbf{f}_{1}^{(0)}\right] \cdot K\left(\mathbf{z}, \mathbf{v}_{\mathbf{1}}\right)\right\}=0$ in (B15) and remark that $f_{1}^{(0)}$ is arbitrary except for the restriction (B11) to derive the identity

$$
\begin{align*}
& \delta 3 \cdot L K(z, v)+\delta \Omega \cdot[I-z z] \cdot \frac{\partial}{\partial z} K(z, v) \\
&+2(v \cdot \delta \beta) K(z, v)+K(z, v) \cdot \delta \Omega \mathbf{v} \\
& \quad+\left[\left(1+\left(1-z^{2}\right)^{\frac{3}{2}}\right]^{-1}(z \delta \Omega-\delta \Omega z) \cdot K(z, v)=0\right. \tag{B16}
\end{align*}
$$

which holds for either $\boldsymbol{v}=\boldsymbol{\nabla}_{\mathbf{1}}$ or $\mathbf{v}=\mathbf{v}_{\mathbf{2}}$. Equation (B16), which is needed in Appendix D, can also be verified directly.

## APPENDIX C. PATH INDEPENDENCE

In this Appendix, we show that, if

$$
\begin{align*}
& L f_{1}^{(n)}+2 \mathbf{v}_{\mathbf{1}} \mathbf{f}_{1}^{(n)}+\mathbf{f}_{1}^{(n)} \mathbf{\nabla}_{\mathbf{1}} \\
& =-\mathbf{x}_{12} \sum_{i=1}^{n-1} f_{2}^{(l)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(n-l)},  \tag{C1}\\
& \tilde{\mathbf{L}}_{2}^{(m)}+2 \mathbf{v}_{2} \mathrm{f}_{2}^{(m)}+\mathbf{f}_{2}^{(m)} \mathbf{V}_{2} \\
& =\mathbf{X}_{12} \sum_{i=1}^{m-1} \mathrm{f}_{1}^{(l)} \cdot \frac{\partial}{\partial \mathbf{v}_{1}} \mathbf{f}_{2}^{(m-l)} \tag{C2}
\end{align*}
$$

hold, then

$$
\int_{0}^{\hat{s}(0)} d z \cdot T^{(m, n)}(z)
$$

which appears at the $(m+n)$ th stage of the iteration of (68), is independent of path, where

$$
\begin{align*}
& \mathrm{T}^{(m, n)}(\mathrm{z}) \\
& \quad=\left(1-z^{2}\right)^{-\frac{1}{\mathrm{t}}} \mathrm{~J}(\mathrm{z}) \cdot\left\{\mathfrak{R}(\mathbf{z})\left[\mathrm{x}_{12} \mathrm{f}_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} \mathrm{f}_{1}^{(n)}\right]\right\} \cdot K\left(\mathrm{z}, \mathbf{v}_{1}\right) . \tag{C3}
\end{align*}
$$

Path independence in the original "correction formula" is a consequence of the fact that, since $t_{z}-t_{0}=-\mathrm{z} \cdot \mathrm{x}_{2}$ [Eq. (35)], only the component of $z$ in the direction of $x_{z}$ matters as far as moving along the world line of particle 2 is concerned. Thus, path independence can be expected to follow from considering infinitesimal Lorentz transformations in a direction perpendicular to $\mathbf{x}_{12}$. We therefore cross
$\mathbf{x}_{12}$ into (C1) and (C2) from the left (remembering that $\mathbf{x}_{12} \times \mathbf{L}=\mathbf{x}_{12} \times \mathbf{L}$ ) to obtain

$$
\begin{align*}
& \mathbf{x}_{12} \times\left[\mathrm{Lf}_{1}^{(n)}+2 \mathbf{v}_{1} f_{1}^{(n)}+\mathrm{f}_{1}^{(n)} \mathbf{v}_{1}\right]=0  \tag{C4}\\
& \mathbf{x}_{12} \times\left[L f_{2}^{(m)}+2 \mathbf{v}_{2} \mathrm{f}_{2}^{(m)}+\mathrm{f}_{2}^{(m)} \mathbf{v}_{2}\right]=0 \tag{C5}
\end{align*}
$$

We now procede to show that the path-independence condition $(\partial / \partial \mathbf{z}) \times \mathbf{T}^{(m, n)}(\mathbf{z})=0$ follows from (C4) and (C5). We use the identities
$\left.\partial / \partial z \times\left(\left(1-z \cdot v_{2}\right)^{-1}\left\{\left[\Omega(z) x_{12}\right) \cdot J(z)\right]\right\}\right)=0$, $\partial / \partial z\left[\left(1-z \cdot \nabla_{2}\right)\left(1-z^{2}\right)^{-\frac{1}{2}}\right]$

$$
=-\left(1-z^{2}\right)^{-1}\left(1-z \cdot \mathbf{v}_{2}\right) J(\mathbf{z}) \cdot R(\mathbf{z}) \mathbf{v}_{2}
$$

to obtain

$$
\begin{align*}
& \frac{\partial}{\partial z} \times T^{(m, n)}(z)=\frac{\left[\mathcal{R}(\mathbf{z}) \mathbf{x}_{12}\right] \cdot J(\mathbf{z})}{1-z \cdot \mathbf{v}_{2}} \\
& \times\left(\left\{\frac{1-\mathbf{z} \cdot \mathbf{v}_{2}}{1-z^{2}}\right](\mathbf{z}) \cdot\left[\mathfrak{R}(\mathbf{z}) \mathbf{v}_{2}\right]-\frac{\partial}{\partial \mathbf{z}}\right\} \\
& \times {\left.\left[\left(\mathfrak{R}(\mathbf{z}) \mathrm{f}_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(n)}\right) \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right)\right]\right) . } \tag{C6}
\end{align*}
$$

For arbitrary vectors $\alpha$ and $\boldsymbol{\beta}, \boldsymbol{\alpha} \cdot \mathrm{J}(\mathrm{z}) \times \boldsymbol{\beta}=$ $\left(1-z^{2}\right)^{-\frac{1}{2}} \alpha \times \mathrm{J}^{-1}(z) \cdot \Omega$. We use this, together with (B10) and (B13), to reduce (C6) to the form

$$
\begin{align*}
& \frac{\partial}{\partial z} \times T^{(m, n)}(z)=\left(1-z^{2}\right)^{-\frac{1}{2}} \\
& \quad \times\left\{\mathfrak{R}(\mathbf{z}) \mathbf{x}_{12} \times\left[f_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(n)}+L\left(f_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(n)}\right)\right.\right. \\
& \left.\left.\quad+f_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}}\left(2 \mathbf{v}_{1} f_{1}^{(n)}+f_{1}^{(n)} \mathbf{v}_{1}\right)\right]\right\} \cdot K\left(\mathbf{z}, \mathbf{v}_{1}\right) . \tag{C7}
\end{align*}
$$

If we now use the identity

$$
\begin{align*}
\mathbf{x}_{12} & \times L\left(f_{2}^{(m)} \cdot \frac{\partial}{\partial \mathrm{v}_{2}} f_{1}^{(n)}\right) \\
= & \mathbf{x}_{12} \times\left[\left(L \mathrm{f}_{2}^{(m)}\right)+\mathrm{v}_{2} f_{2}^{(m)}+f_{2}^{(m)} \mathbf{v}_{2}\right] \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f_{1}^{(n)} \\
& +f_{2}^{(m)} \cdot \frac{\partial}{\partial \mathbf{v}_{2}}\left[\mathbf{x}_{12} \times L f_{1}^{(n)}\right] \tag{C8}
\end{align*}
$$

and then employ (C4) and (C5), we conclude that $(\partial / \partial z) \times T^{(m, n)}(\mathbf{z})=0$.

APPENDIX D. LORENTZ COVARIANCE
In this Appendix, we show that, if

$$
\begin{equation*}
\mathbf{f}_{1}^{(n)}=-\sum_{i=1}^{n-1} \int_{0}^{\hat{\mathbf{s}}(0)} d z \cdot T^{(l, n-l)}(\mathbf{z}) \tag{D1}
\end{equation*}
$$

[where T is defined in (C3) and $n \neq 0$ ] holds, and
if $(\partial / \partial z) \times T^{(l, n-l)}(\mathbf{z})=0$ so that the integral is path independent, then $f_{1}^{(n)}$ satisfies

$$
\begin{align*}
L f_{1}^{(n)}+2 \nabla_{1} f_{1}^{(n)} & +f_{1}^{(n)} \mathbf{v}_{1} \\
& =-\mathbf{x}_{12} \sum_{i=1}^{n-1} f_{2}^{(l)} \cdot \frac{\partial}{\partial \nabla_{2}} f_{1}^{(n-l)} . \tag{D2}
\end{align*}
$$

From (D1) it follows immediately that
$\delta \boldsymbol{\rho} \cdot\left(\mathbf{L f}_{1}^{(n)}+2 \nabla_{1} \mathbf{f}_{1}^{(n)}+\mathbf{f}_{1}^{(n)} \mathbf{V}_{1}\right)$

$$
\begin{align*}
= & -\sum_{i=1}^{n-1}\left\{\delta \boldsymbol{\Omega} \cdot[\mathbf{L} \hat{\mathbf{S}}(0)] \cdot \mathrm{T}^{(l, n-l)}[\hat{\mathbf{S}}(0)]\right. \\
& +\int_{0}^{\hat{\mathbf{S}}(0)} d \mathbf{z} \cdot\left[(\delta \Omega \cdot \mathbf{L}) \mathrm{T}^{(l, n-l)}(\mathbf{z})\right. \\
& \left.\left.+2\left(\mathbf{\nabla}_{1} \cdot \delta \Omega\right) \mathrm{T}^{(l, n-l)}(\mathbf{z})+\mathrm{T}^{(l, n-l)}(\mathbf{z}) \cdot \delta \Omega \mathbf{v}_{\mathbf{1}}\right]\right\} . \tag{D3}
\end{align*}
$$

If we use (B6), (B9), (B16), and the identity

$$
\begin{align*}
\delta \beta \cdot[ & {[1-z z] \cdot \partial / \partial z\left[\left(1-z^{2}\right)^{-\frac{1}{2}} \mathrm{~J}(\mathrm{z})\right] } \\
= & {\left[1+\left(1-z^{2}\right)^{\frac{1}{-1}}\right]^{-1} \mathrm{~J}(\mathrm{z}) \cdot(\mathrm{z} \delta \beta-\delta \Omega \mathrm{z}) } \\
& \quad[1(\delta \Omega \cdot z)+\delta \beta \mathrm{z}] \cdot \mathrm{J}(\mathrm{z}), \tag{D4}
\end{align*}
$$

which can be verified by direct computation, the integral appearing in (D3) takes the form

$$
\begin{align*}
\int_{0}^{\hat{\mathbf{s}}(0)} d z \cdot\{ & -\delta \Omega \cdot[1-\mathrm{zz}] \cdot \frac{\partial}{\partial z} \mathbf{T}^{(l, n-l)}(\mathbf{z}) \\
& \left.+[1(\mathbf{z} \cdot \delta \Omega)+\delta \Omega \mathbf{z}] \cdot \mathbf{T}^{(l, n-l)}(\mathbf{z})\right\} . \tag{D5}
\end{align*}
$$

For any dyadic function $D(z)$,
$\delta \beta \cdot[1-\mathrm{zz}] \cdot \frac{\partial}{\partial \mathrm{z}} \mathrm{D}=\partial / \partial \mathrm{z}[\delta \beta \cdot(1-\mathrm{zz}) \cdot \mathrm{D}]$
$+[1(z \cdot \delta \Omega)+\delta \rho z] \cdot D-\delta \rho \cdot[1-z z] \times[\partial / \partial z \times D]$.

Using (D6) and the path-independence condition $(\partial / \partial z) \times T(z)=0$, (D5) becomes

$$
\begin{equation*}
-\int_{0}^{\hat{s}(0)} d z \cdot \frac{\partial}{\partial z}\left[\delta \beta \cdot(1-z z) \cdot T^{(l, n-l)}(z)\right] \tag{D7}
\end{equation*}
$$

Performing the integration and using

$$
\mathbf{L} \hat{\mathbf{S}}(0)=1-\hat{\mathbf{S}}(0) \hat{\mathbf{S}}(0)
$$

we obtain (D2).

## APPENDIX E. RADIATION REACTION

The radiation reaction term given by Dirac takes the form
$\Gamma_{1 \mu}=\frac{2}{3}\left[d^{2} u_{1 \mu} / d \tau_{1}^{2}-\left(d u_{1 \lambda} / d \tau_{1}\right)\left(d u_{1}^{\lambda} / d \tau_{1}\right) u_{1 \mu}\right]$.

By rewriting this in 3 -vector form, we obtain the radiation reaction contribution $f_{1}^{f r}$ to $a_{1}$ :
$\mathbf{f}_{1}^{r r}=\frac{2}{3}\left(1-v_{1}^{2}\right)^{-\frac{1}{2}}\left[D \mathbf{f}_{1}+3\left(1-v_{1}^{2}\right)^{-1}\left(\boldsymbol{v}_{1} \cdot \mathbf{f}_{1}\right) \mathbf{f}_{1}\right]$,
where

$$
\begin{equation*}
D \equiv\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right) \cdot \frac{\partial}{\partial \mathbf{x}_{12}}+\mathrm{f}_{1} \cdot \frac{\partial}{\partial \mathbf{v}_{1}}+\mathrm{f}_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} \tag{E3}
\end{equation*}
$$

is the total time derivative operator. We define the operators $\boldsymbol{\Gamma}$ and $\tilde{\Gamma}$ by

$$
\begin{aligned}
& \Gamma f \equiv 2 \mathbf{v}_{1} f+f \mathbf{v}_{1}+L f+x_{12} f_{2} \cdot \frac{\partial}{\partial \mathbf{v}_{2}} f \\
& \tilde{\Gamma} \mathbf{f} \equiv 2 \mathbf{v}_{2} \mathbf{f}+\mathbf{f v}_{2}+\tilde{L} \mathbf{f}-\mathbf{x}_{12} f_{1} \cdot \frac{\partial}{\partial v_{1}} f
\end{aligned}
$$

for $f$ any function of $\mathbf{x}_{12}, \mathbf{v}_{1}$, and $\mathbf{v}_{2}$. Direct computation then shows that

$$
\begin{align*}
\boldsymbol{\Gamma} \mathbf{f}_{1}^{r r}= & \frac{2}{3}\left(\mathbf{1}-v_{1}^{2}\right)^{-\frac{1}{2}}\left\{D\left(\boldsymbol{\Gamma} \mathbf{f}_{1}\right)\right. \\
& +\left(\tilde{\boldsymbol{\Gamma}} \mathbf{f}_{2}\right) \cdot \partial \mathbf{f}_{1} / \partial \mathbf{v}_{2}+\left(\boldsymbol{\Gamma} \mathbf{f}_{1}\right) \cdot \partial \mathbf{f}_{1} / \partial \mathbf{v}_{1} \\
& \left.+\left(\mathbf{1}-v_{1}^{2}\right)^{-1}\left(\boldsymbol{\Gamma} \mathbf{f}_{1}\right) \cdot\left[1\left(\mathbf{v}_{1} \cdot \mathbf{f}_{1}\right)+\mathbf{v}_{1} \mathbf{f}_{1}\right]\right\} \tag{E5}
\end{align*}
$$

An expansion of (E5) in inverse powers of $\left|\mathbf{x}_{12}\right|$ and application of the result of Appendix D, order by order, on the right-hand side, shows that each successive approximation to $f_{1}^{r r}$ satisfies $\Gamma f_{1}^{r r}=0$ to the order of the approximation at each stage of the approximation. Hence, the path-independence and Lorentz-covariance conditions continue to hold when $f_{1}^{r r}$ is included in $f_{1}$.
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#### Abstract

A new approach to classical non-equilibrium statistical mechanics is considered. The essential idea is to solve Bogoliubov's functional-differential equation for the generating functional embracing all distribution functions for the particle system with the aid of the technique of functional integration. It becomes possible with a minor modification of his formalism. A general solution is given. The solution for our state functional is reduced to the Hopf characteristic functional for the Vlasov selfconsistent field when the interaction energy of particles is relatively small in each s-body Hamiltonian $H_{s}$.


## 1. INTRODUCTION

AT present there seems to be two general methods for approaching nonequilibrium statistical mechanics; one deals with the so-called BBGKY hierarchy ${ }^{1}$ and the other was developed by Prigogine $^{2}$ and his school. The starting point for both is the Liouville equation for the $N$-body system and hence perfectly reliable from the mechanical point of view. In either method, however, no exact general solutions for distribution functions or correlations with any number of particles have been found without using an infinite-series expansion, e.g., in powers of an appropriate parameter like the density of particles. Such an expression, however, always includes the question of convergence, so that various statements based on this type of solution undergo considerable restriction of their applicability; they become already doubtful for too dense a gas, etc. We therefore still have a reason to seek for another general method, if any, which can yield closed-form general solutions, valid irrespectively of the magnitude of the parameters involved.

For this reason a functional approach to nonequilibrium statistical mechanics is sketched in this paper. The idea of using a functional to describe a statistical state is not new, since Bogoliubov ${ }^{3}$ introduced it in 1946 to reform the BBGKY hierarchy into a single closed equation for the generating functional; his aim was to achieve the formalistic convenience in describing the state, but no more. But, if it is possible to directly integrate a functionaldifferential equation, it is evident that a new scope of development in statistical mechanics will emerge, since the general solution may be given in closed

[^41]form for the generating functional, without treating the question of convergence. The present author shows here that this is possible with a necessary minor modification of the Bogoliubov functional formalism; a special type of complex-valued functional is introduced anew (Sec. 2). The modification, of course, holds the equivalence between our new formalism and the BBGKY hierarchy (for the limit $N \rightarrow \infty$ ). The general solution for our state functional is given in terms of a kind of functional integration (Sec. 3). As this mathematical tool may be somewhat novel, the Appendix is devoted to it.

Although our solution expressed in a functional integral is apparently sophisticated, we stress that the Monte Carlo approach makes its practical utility possible, since we can have the approximation scheme in which it is estimated by a multiple integral (cf. Appendix); the situation is similar to the case with the Feynmann integral. Finally, it is mentioned that the general solution may be approximated by the Hopf characteristic functional ${ }^{4}$ for the turbulent one-body distribution function governed by the Vlasov kinetic equation if the potential energy is much less than the kinetic energy in each $s$-body Hamiltonian $H_{s}(s=2,3, \cdots)$ (Sec. 4).

In this paper we treat the system of identical particles governed by classical mechanics. We assume (1) that the Liouville equation holds valid in the limit $N \rightarrow \infty$ with the condition that $N / V$ remains a positive finite constant in such a limit ( $V$ is the volume which involves the total system), and (2) that more than one particle cannot occupy the same spatial location at the same time, or equivalently that a particle always has a hard repulsive core. At the same time it is natural to assume that the wall encircling $V$ has a hard repulsive (potential) layer. Moreover, our $N$-body distribution function should be symmetric with the interchange between particles, as also assumed by

[^42]Bogoliubov. ${ }^{3}$ This premise makes it necessary for us to essentially treat an ensemble of the 6 N -dimensional phase points; even if we exactly specify a configuration of $N$ bodies in the six-dimensional phase space at the initial time, we must start from not one but $N$ ! points in the $6 N$-dimensional phase space on the basis of assumption (2). That is to say, in this formalism we have, in principle, no chance of specifying only one point in the 6 N -dimensional phase space for any real physical state, although the situation is more amplified on the basis of indeterminism of the system observation or coarsegraining procedure. An interesting topological picture is given: the state functional introduced here, which corresponds to an ensemble of these phase points, is considered as a point in the new space consisting of a certain class of regular functionals; in this picture a possible steady (e.g., equilibrium) state must correspond to a fixed point for the automapping of this space, which represents the time development of the ensemble.

## 2. STATE FUNCTIONAL AND BASIC EQUATION

The essence of Bogoliubov's functional formalism for non-equilibrium statistical mechanics is that any ( $s$-body generic) distribution function $F$, should be embraced in one generating functional as a coeffcient function in its functional Taylor series ${ }^{5}$ (times a numerical factor) and that the functional should be governed by a single functional-differential ${ }^{3,5}$ equation of the type

$$
\begin{equation*}
\partial \psi(y, t) / \partial t=\mathscr{L} \psi(y, t) \tag{2.1}
\end{equation*}
$$

where $y$ is a function on the one-body phase space $X$, $y \in A$ (cf. Appendix), $t$ the time variable, and $\mathfrak{L}$ a linear operator on functionals including functional differentiation; this operator is given in such a way that (2.1) should be equivalent to the BBGKY hierarchy. Now that we know the technique of a functional integration as defined in the Appendix, it is natural to expect the integrated form, i.e., general solution of (2.1), to be

$$
\begin{align*}
& \psi(y, t)=\int_{A} K\left(y, t / y^{\prime}, t^{\prime}\right) \\
& \times \psi\left(y^{\prime}, t^{\prime}\right) \delta y^{\prime}, \quad t \geq t^{\prime} \tag{2.2}
\end{align*}
$$

where $K$ is the kernel functional which is absolutely integrable. [Absolute integrability of $K$ is the essential property for the mapping on $\psi\left(y^{\prime}, t^{\prime}\right)$ defined by (2.2) to be continuous, as is seen from (2.9).] If so, in order for the integral in (2.2) to be mathematically meaningful, it is sufficient that

[^43]\[

$$
\begin{equation*}
\max _{v \in A}\left|\psi\left(y^{\prime}, t^{\prime}\right)\right|<\infty . \tag{2.3}
\end{equation*}
$$

\]

If we consider our functional as an element of a norm space by introducing the norm

$$
\begin{equation*}
\|\psi(y, t)\|=\max _{v \in A}|\psi(y, t)| \tag{2.4}
\end{equation*}
$$

(2.3) means that $\psi$ should have a finite norm. Unfortunately Bogoliubov's original form of the functional cannot satisfy this condition, because his functional is expressed by the functional Taylor series with (nonvanishing) positive coefficients and increase endlessly as $y \rightarrow+\infty$. Moreover, for Bogoliubov's original functional to converge, the function space $\{y(x)\}$ should be limited in a complicated way, ${ }^{3}$ over which we cannot make a meaningful functional integration of the type (2.2). Thus it is desirable for us to find a new form of the generating functional on $A$ with a finite norm and still governed by the equation of the type (2.1).

Keeping in mind that we are going to treat the limiting state in which both the number of particles $N$ and the spatial volume $V$ containing them tend to infinity, holding the relation $N / V=$ const, let us consider the complex-valued functional

$$
\begin{align*}
\psi(y, t)=1 & +\sum_{s=1}^{\infty} \frac{i^{s}}{s!} \int_{X} \cdots \int_{X} F_{s}\left(x_{1}, \cdots, x_{s}, t\right) \\
& \times y\left(x_{1}\right) \cdots y\left(x_{s}\right) d x_{1} \cdots d x_{s} \tag{2.5}
\end{align*}
$$

Here $F_{s}$, as the $s$-body generic distribution function, is a real-valued symmetric function with respect to an interchange of $x_{1}, \cdots, x_{1} \in X$ and should obey

$$
F_{s}\left(x_{1}, \cdots, x_{e}, t\right)
$$

$$
\begin{array}{r}
=\lim _{V \rightarrow \infty} \int_{X} F_{s+1}\left(x_{1}, \cdots, x_{t}, x_{s+1}, t\right) d x_{s+1} / V \\
s \geq 1 . \tag{2.6}
\end{array}
$$

Apart from the factors $i^{\circ}$, this is in complete agreement with Bogoliubov's generating functional. ${ }^{3}$ As $\psi$ embraces all generic distribution functions and hence represents a state of our particle system exactly in the statistical sense, it may be called the state functional. Now, it is very possible that the state functional $\psi$ in (2.5) has a finite form, since each coefficient in the series (2.5) is not always positive. (By definition $F_{s} \geq 0$.) For example, we consider the limit situation where all particles are independent; then

$$
\begin{equation*}
F_{s}\left(x_{1}, \cdots, x_{s}, t\right)=F_{1}\left(x_{1}, t\right) \cdots F_{1}\left(x_{t}, t\right) \tag{2.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
\psi(y, t)=\exp \left\{i \int_{x} F_{1}(x, t) y(x) d x\right\} \tag{2.8}
\end{equation*}
$$

the norm of which is unity. We may here have to
answer the problem of convergence of the series expression (2.5). We may assume that every realizable state of our particle system should have a finite norm. This is a reasonable assumption, because, first, we can see from (2.2) that if the initial functional $\psi\left(y^{\prime}, t^{\prime}\right)$ is given with a finite norm, at any time later the functional $\psi(y, t)$ continues to have a finite norm; that is,

$$
\begin{equation*}
\|\psi(y, t)\| \leq \max _{y \in A} \int_{A}|K| \delta y^{\prime}\left\|\psi\left(y^{\prime}, t^{\prime}\right)\right\| . \tag{2.9}
\end{equation*}
$$

Second, once our functional has a finite norm, the series in (2.5) should be bounded in absolute magnitude.

While all regular functionals (which can be everywhere Taylor-expanded) with a finite norm and satisfying (2.6) constitute a linear norm space, state functionals do not. A linear combination of state functionals $\alpha \psi_{1}+\beta \psi_{2}$ can be another state functional only with $\alpha+\beta=1$, since we have the condition

$$
\begin{equation*}
\psi(0, t)=1, \tag{2.10}
\end{equation*}
$$

as is seen from (2.5). If we denote the norm space by $\Psi$, we may say that a state functional is a point in $\Psi$ which in particular satisfies (2.10). The condition (2.6) may be expressed by the following functional equation:

$$
\begin{equation*}
\psi=\lim _{V \rightarrow \infty} \int_{X} \frac{\delta \psi}{i \delta y(x)} d x / V, \tag{2.11}
\end{equation*}
$$

which does not necessarily ensure (2.10).
Since (2.5) is a minor modification of Bogoliubov's functional, it is easy to establish the basic equation which governs $\psi$, i.e., the explicit form of (2.1); we have only to change the real argument in his theory ${ }^{3}$ into the imaginary argument. Thus, we have

$$
\begin{align*}
\frac{\partial \psi}{\partial t} & =i \int_{X} y(x)\left[H_{1}(x) ; \frac{\delta \psi}{i \delta y(x)}\right] d x \\
& -\frac{1}{2} \int_{X} \int_{X}\left\{y(x) y\left(x^{\prime}\right)-i n y(x)-i n y\left(x^{\prime}\right)\right\} \\
& \times\left[\phi\left(\left|q-q^{\prime}\right|\right) ; \frac{\delta^{2} \psi}{i^{2}} \frac{\delta y(x) \delta y\left(x^{\prime}\right)}{}\right] d x d x^{\prime} \tag{2.12}
\end{align*}
$$

where $H_{1}(x)$ is the Hamiltonian for one body, $\phi\left(\left|q-q^{\prime}\right|\right)$ the potential of interaction between two particles, $x=(q, p), q$ and $p$ being the position and momentum vector, respectively, $n=N / V$, and [;] denotes the Poisson bracket. To identify the equivalence of (2.12) and the BBGKY hierarchy, one may directly substitute (2.5) into (2.12).

Finally we show that only if the initial state functional obeys (2.11), the solution of (2.12) does so at any successive time. First, functional dif-
ferentiation of (2.12) gives

$$
\begin{align*}
& \frac{\partial}{\partial t} \frac{\delta \psi}{i \delta y(x)} \\
& \quad=\left[H_{1}(x) ; \frac{\delta \psi}{i \delta y(x)}\right]+\int_{x}\left\{i y\left(x^{\prime}\right)+n\right\} \\
& \quad \times\left[\phi\left(\mid q-q^{\prime}\right) ; \frac{\delta^{2} \psi}{i^{2} \delta y(x) \delta y\left(x^{\prime}\right)}\right] d x^{\prime}+\mathcal{L} \frac{\delta \psi}{i \delta y(x)} . \tag{2.13}
\end{align*}
$$

Here and hereafter $\mathfrak{L}$ represents the whole operation in the right-hand side of (2.12). Next, if we integrate (2.13) over the phase space $X$, we can see that the first two terms should vanish provided that any distribution function vanishes at the boundary points (including the infinity) of $X$; this condition is ensured by the assumption described in Sec. 1 (that the boundary of the container has a hard repulsive layer) and the fact that the mean kinetic energy of particles should be finite. In fact, as for the first term, we have

$$
\begin{align*}
\int_{X}[ & \left.H_{1}(x) ; \frac{\delta \psi}{i \delta y(x)}\right] d x \\
& =\int_{X} d x\left(\frac{\partial H_{1}}{\partial q} \frac{\partial}{\partial p}-\frac{\partial H_{3}}{\partial p} \frac{\partial}{\partial q}\right) \\
& \times \sum_{s=1}^{\infty} \frac{i^{\bullet-1}}{(s-1)!} \int_{X} \cdots \int_{X} F_{s}\left(x, x_{2}, \cdots x_{s}, t\right) \\
& \times y\left(x_{2}\right) \cdots y\left(x_{s}\right) d x_{2} \cdots d x_{u}, \tag{2.14}
\end{align*}
$$

which, on this condition, vanishes by the integration by parts with respect to $d x=d q d p$, as is easily checked. The same is true for the second term in (2.13). Thus, we establish

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{x} \frac{\delta \psi}{i \delta y(x)} d x / V=\mathfrak{\&} \int_{x} \frac{\delta \psi}{i \delta y(x)} d x / V \tag{2.15}
\end{equation*}
$$

in the limit $V \rightarrow \infty$. Comparing this with (2.1), we may have the integrated form based on the same kernel:

$$
\begin{align*}
\lim _{\nabla \rightarrow \infty} \int_{X} \frac{\delta \psi}{i \delta y(x)} & d x / V=\int_{A} K\left(y, t / y^{\prime}, t^{\prime}\right) \\
& \times \lim _{V \rightarrow \infty} \int_{x} \frac{\delta \psi}{i \delta y^{\prime}(x)} d x / V \delta y^{\prime} . \tag{2.16}
\end{align*}
$$

If (2.11) holds at time $t^{\prime}$, this can be rewritten as

$$
\begin{align*}
\lim _{\nabla \rightarrow \infty} \int_{\Sigma} \frac{\delta \psi}{i \delta y(x)} & d x / V \\
& =\int_{A} K\left(y, t / y^{\prime}, t^{\prime}\right) \psi\left(y^{\prime}, t^{\prime}\right) \delta y^{\prime}  \tag{2.17}\\
& =\psi(y, t)
\end{align*}
$$

which shows that the relation (2.11) is conserved
at any time $t$ after $t^{\prime}$. As a result, the associative condition (2.11) has only to be taken into account on the initial state functional.

Now, it is evident that the mapping (2.2) always maps the space $\Psi$ into itself. Thus, [with the aid of (3.10)] we may understand that our state functional $\psi$ moves in $\Psi$, drawing a line trajectory according to the dynamical rule (2.12). If we have the unique steady (e.g., equilibrium) state for the system considered, it is expected that all such trajectories in $\Psi$ converge to the point corresponding to that state. As is known from (2.5), always

$$
\begin{equation*}
\|\psi\| \geq 1 \tag{2.18}
\end{equation*}
$$

so that any trajectory cannot penentrate into the unit (pseudo) sphere at the origin in $\Psi$.

## 3. GENERAL SOLUTION

We are in a position to solve our basic equation (2.12) [or (2.1) in abridged notation] with the conditions (2.10) and (2.11). A general solution for $\psi(y, t)$ is established by finding the explicit form of $K$ in (2.2) and verifying that (2.2) satisfies (2.10); we already know (in Sec. 2) that the condition (2.11) is automatically satisfied by $\psi(y, t)$ if $\psi\left(y^{\prime}, t^{\prime}\right)$ is a state functional.

In he first place, it is important to examine at few properties of $K$. As is seen from (2.1) and (2.2),
$K$ should obey

$$
\begin{equation*}
\partial K\left(y, t / y^{\prime}, t^{\prime}\right) / \partial t=ء K\left(y, t / y^{\prime}, t^{\prime}\right) \tag{3.1}
\end{equation*}
$$

Equation (2.2) requires

$$
\begin{equation*}
K\left(y, t^{\prime} / y^{\prime}, t^{\prime}\right)=\delta\left[y-y^{\prime}\right] \tag{3.2}
\end{equation*}
$$

[cf. (A17)]. For the solution to be unique,
$K\left(y, t / y^{\prime}, t^{\prime}\right)$

$$
\begin{equation*}
=\int_{A} K\left(y, t / y^{\prime \prime}, t^{\prime \prime}\right) K\left(y^{\prime \prime}, t^{\prime \prime} / y^{\prime}, t^{\prime}\right) \delta y^{\prime \prime} \tag{3.3}
\end{equation*}
$$

for $t^{\prime} \leq t^{\prime \prime} \leq t$. Next, immediately from (3.1) and (3.2), we obtain

$$
\begin{aligned}
K_{\Delta}\left(y / y^{\prime}\right) & \equiv K\left(y, t^{\prime}+\Delta t / y^{\prime}, t^{\prime}\right) \\
& =\delta\left[y-y^{\prime}\right]+\Delta t \& \delta\left[y-y^{\prime}\right]+O\left(\Delta t^{2}\right),
\end{aligned}
$$

which may be called the infinitesimal kernel. Substitution of an appropriate expression of the delta functional into (3.4) leads to an explicit form of $K_{\Delta t}$, and hence $K$ in general is constructed by the property (3.3). This scheme is nothing more than a functional version of the propagation kernel method for a usual differential equation and was recently used by Rosen ${ }^{6}$ to solve the Hopf equation for turbulence. ${ }^{4}$

With (A17) and (2.12) substituted into (3.4), we have

$$
\begin{align*}
K_{\Delta t}\left(y / y^{\prime}\right)= & \int_{A}\left\{1+i \Delta t \int_{X} d x y(x) Q z(x)-\frac{1}{2} \Delta t \int_{X} \int_{X} d x d x^{\prime} y(x) y\left(x^{\prime}\right)\right. \\
& \left.\quad \times\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z(x) z\left(x^{\prime}\right)\right]\right\} \exp \left[i \int_{X} d x z(x)\left\{y(x)-y^{\prime}(x)\right\}\right] \delta z+O\left(\Delta t^{2}\right) \\
= & \int_{A} \exp \left(i \int_{X} d x\left[z(x)\left\{y(x)-y^{\prime}(x)\right\}+\Delta t y(x) Q z(x)\right]\right. \\
& \left.\quad-\frac{1}{2} \Delta t \int_{X} \int_{X} d x d x^{\prime} y(x) y\left(x^{\prime}\right)\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z(x) z\left(x^{\prime}\right)\right]\right) \delta z+O\left(\Delta t^{2}\right) \tag{3.5}
\end{align*}
$$

where

$$
\begin{equation*}
Q z(x) \equiv\left[H_{1}(x) ; z(x)\right]+n \int_{X} d x^{\prime}\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z(x) z\left(x^{\prime}\right)\right] . \tag{3.6}
\end{equation*}
$$

The higher-order terms $O\left(\Delta t^{2}\right)$ may be calculated in an explicit manner but they are not important when $\Delta t$ is sufficiently small; thus they are omitted in every equation below. Now, following the abovedescribed scheme, an explicit form of $K\left(y, t / y_{0}, t_{0}\right)$ is given by the repeated use of (3.3) after dividing the time difference $t-t_{0}$ into infinitely small pieces; that is,

$$
\begin{align*}
& K\left(y, t / y_{0}, t_{0}\right)=\lim _{\Delta t \rightarrow 0} \int_{A} \cdots \int_{A} \prod_{k=1}^{M} K_{\Delta t}\left(y_{k} / y_{k-1}\right) \prod_{k=1}^{M-1} \delta y_{k}  \tag{3.7}\\
&=\lim _{\Delta t \rightarrow 0} \int_{A} \cdots \int_{A} \exp \left(i \int _ { X } d x \sum _ { k = 1 } ^ { M } \left[z_{k}(x)\left\{y_{k}(x)-y_{k-1}(x)\right\}\right.\right. \\
&\left.\left.+\Delta t y_{k}(x) Q z_{k}(x)\right]-\frac{\Delta t}{2} \int_{X} \int_{X} d x d x^{\prime} \sum_{k=1}^{M} y_{k}(x) y_{k}\left(x^{\prime}\right)\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z_{k}(x) z_{k}\left(x^{\prime}\right)\right]\right) \prod_{k=1}^{M} \delta z_{k} \prod_{k=1}^{M-1} \delta y_{k}, \tag{3.8}
\end{align*}
$$

[^44]where $\Delta t=t_{k}-t_{k-1}=\left(t_{M}-t_{0}\right) / M$ and $t_{M}=t$, $y_{M}=y$.

To achieve the other requirement for the general solution we notice from (3.5) that

$$
\begin{equation*}
K_{\Delta t}\left(0 / y^{\prime}\right)=\delta\left[y^{\prime}\right] . \tag{3.9}
\end{equation*}
$$

With the aid of this and (3.7), our general solution (2.2) has the property that

$$
\begin{align*}
\psi(0, t) & =\int_{A} K\left(0, t / y_{0}, t_{0}\right) \psi\left(y_{0}, t_{0}\right) \delta y_{0}  \tag{3.10}\\
& =\psi\left(0, t_{0}\right)=1
\end{align*}
$$

according to the initial condition.
Thus, (2.2) with (3.8) provides a general solution for the state functional, and $F_{s}$ can be related to $\psi$ by

$$
\begin{align*}
F_{s}\left(x_{1}, \cdots,\right. & \left.x_{s}, t\right) \\
& =\left.\frac{\delta^{s}}{i^{s} \delta y\left(x_{1}\right) \cdots \delta y\left(x_{0}\right)} \psi(y, t)\right|_{\nu=0} \tag{3.11}
\end{align*}
$$

according to (2.5). As described in the Appendix, a functional integral itself can be systematically computed. Our main concern may be in economy and accuracy in practically calculating (3.11) by a high-speed computer; with the Monte Carlo schemes this depends on many factors and is now under the author's investigation. The limit operation in (3.8), $\Delta t \rightarrow 0$, may be omitted on the approximate basis. Therefore, there is no reason that the solution we just obtained should remain of formalistic value only. In order to evade the expression in an infinitely repeated functional integral, we may introduce the space $A^{\prime}$ composed of functions with the $X$ cross time argument, ${ }^{6,7}$ a kind of the pathintegral technique. The result is as follows:

$$
\begin{aligned}
& \psi(y, t)=\int_{A^{\prime}} \int_{A^{\prime}, f^{t} \eta_{\tau}=v} \\
& \quad \times \exp \left(\int _ { t _ { 0 } } ^ { t } d \tau \left[i \int_{x} d x\{\eta(x, \tau) \zeta(x, \tau)\right.\right. \\
& \quad+\int_{\eta(x, \sigma) d \sigma Q \zeta(x, \tau)\}}^{\tau}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{1}{2} \int_{x} \int_{x} d x d x^{\prime} \int^{\tau} \eta(x, \sigma) d \sigma \int_{\eta}^{\tau} \eta\left(x^{\prime}, \sigma\right) d \sigma \\
& \left.\left.\times\left[\phi\left(\left|q-q^{\prime}\right|\right) ; \zeta(x, \tau) \zeta\left(x^{\prime}, \tau\right)\right]\right]\right) \\
& \times \psi\left(\int^{t_{0}} \eta(x, \tau) d \tau, t_{0}\right) \delta \eta \delta \zeta \tag{3.12}
\end{align*}
$$

where $\eta, \zeta \in A^{\prime}$, of which the time argument belongs to $\left[t_{0}, t\right] \equiv T, A^{\prime}$ as well as integration over it are defined by replacing $X$ by $X T$ in the Appendix, and the equation subscribed with the integral sign $\int_{A}$, restricts the domain of integration with respect to $\eta$ into the subset of $A^{\prime}$ which satisfies it. This expression is obtained from the previous one by the replacement

$$
\begin{gather*}
\zeta\left(x, t_{k}\right)=z_{k}(x),  \tag{3.13}\\
\int^{t_{k}} \eta(x, \tau) d \tau=y_{k}(x) \tag{3.14}
\end{gather*}
$$

It is remarkable that (3.12) has no such extra normalization factor as usually needed in the pathintegral expression. ${ }^{6}$

The simplest type of initial state functionals which should satisfy (2.10) and (2.11) may be given by the type of (2.8) provided $\int_{X} F_{1}\left(x, t_{0}\right) d x / V=1$. This appears to present only the case where all particles are independent, but after the initial time the correlation of particles does play a role. This is owing to the existence of the second term in the integral of the exponent in (3.8), as is known by comparison with (4.13)-(4.15). This term is considered to be in charge of the effect of short-range collision. In particular, as the state tends to approach the possible steady state, a particular initial condition is meaningless.

## 4. TURBULENT VLASOV FIELD APPROXIMATION

Let us consider the case where the interaction energy of particles is relatively small in each $s$-body Hamiltonian $H_{s}(s \geq 2)$, so that $\phi$ can be factored by the small parameter $\epsilon$. In this case, we can expand the factor with the quadratic term in $y$ in (3.8) in powers of $\epsilon$, and the first approximation is obtained by neglecting all but the first term, unity. That is,

$$
\begin{aligned}
& \psi(y, t)=\lim _{\Delta t \rightarrow 0} \int_{A} \cdots \int_{A} \exp \left(i \int _ { X } d x \sum _ { k = 1 } ^ { M } \left[z_{k}(x)\left\{y_{k}(x)-y_{k-1}(x)\right\}\right.\right. \\
& \\
& \left.\left.+\Delta t y_{k}(x) Q z_{k}(x)\right]\right) \prod_{k=1}^{M} \delta z_{k} \prod_{k=1}^{M-1} \delta y_{k} \psi\left(y_{0}, t_{0}\right) \delta y_{0}
\end{aligned}
$$

[^45]\[

$$
\begin{align*}
& =\lim _{\Delta t \rightarrow 0} \int_{A} \cdots \int_{A} \exp \left(i \int _ { X } d x \left[\sum_{k=1}^{M-1} y_{k}(x)\left\{z_{k}(x)+\Delta t Q z_{k}(x)-z_{k+1}(x)\right\}\right.\right. \\
& \left.\left.\quad+y(x)\left\{z_{M}(x)+\Delta t Q z_{M}(x)\right\}-z_{1}(x) y_{0}(x)\right]\right) \prod_{k=1}^{M-1} \delta y_{k} \prod_{k=1}^{M} \delta z_{k} \psi\left(y_{0}, t_{0}\right) \delta y_{0} \\
& =\lim _{\Delta t \rightarrow 0} \int_{A} \cdots \int_{A} \prod_{k=1}^{M-1} \delta\left[z_{k+1}-(1+\Delta t Q) z_{k}\right] \\
& \quad \times \exp \left[i \int_{X} d x\left\{y(1+\Delta t Q) z_{M}-z_{1} y_{0}\right\}\right] \prod_{k=1}^{M} \delta z_{k} \psi\left(y_{0}, t_{0}\right) \delta y_{0} \\
& =\int_{A} \int_{A} \exp \left[i \int_{X} d x\left\{y(x) T^{t-t o} z(x)-y_{0}(x) z(x)\right\}\right] \delta z \psi\left(y_{0}, t_{0}\right) \delta y_{0}, \tag{4.1}
\end{align*}
$$
\]

where

$$
\begin{equation*}
T^{t-t_{0}} z=\lim _{\Delta t \rightarrow 0}(1+\Delta t Q)^{M} z \tag{4.2}
\end{equation*}
$$

Obviously the mapping $T^{t-t}$ gives the field $z(x)$ a time development governed by the equation

$$
\begin{equation*}
\partial z / \partial t=Q z \tag{4.3}
\end{equation*}
$$

On account of (3.6), this is rewritten as

$$
\begin{align*}
& \partial z / \partial t+(p / m) \partial z / \partial q-(\partial U / \partial q) \partial z / \partial p \\
&=n \int_{X} d x^{\prime} \frac{\partial \phi}{\partial q^{\prime}} \frac{\partial z\left(x^{\prime}\right)}{\partial p^{\prime}} z(x) \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
U=U_{E}(q)+\int_{X} n \phi\left(\left|q-q^{\prime}\right|\right) z\left(x^{\prime}\right) d x^{\prime} \tag{4.5}
\end{equation*}
$$

$U_{E}$ being the potential of the external force. If

$$
\begin{equation*}
z\left(x^{\prime}\right)=0 \quad \text { at } \quad\left|p^{\prime}\right|=\infty, \tag{4.6}
\end{equation*}
$$

the right-hand side of (4.4) vanishes, and then (4.4)-(4.6) constitute the Vlasov self-consistent field equation. ${ }^{3}$

Now, in comparison with the theory of Hopf, ${ }^{4}$ (4.1) can formally be considered as the characteristic functional for the turbulent (stochastic) field $z(x)$. In fact, (4.1) is seen to be in complete agreement with his starting formula for the characteristic functional if we understand the Fourier transformation of functionals on the basis of (A18)-(A19). ${ }^{8}$
The other conditions necessary for a functional to be the characteristic functional are as follows:
$\varphi(0, t)=1, \quad \varphi^{*}(y, t)=\varphi(-y, t), \quad|\varphi(y, t)| \leq 1$,
where * denotes the conjugate complex. They all

[^46]are derived from the equation
\[

$$
\begin{equation*}
\varphi(y, t)=\int_{A} \exp \left(i \int_{X} d x y z\right) \rho(z, t) \delta z \tag{4.8}
\end{equation*}
$$

\]

in which $\rho \delta z$ should be a (differential) probability measure. The first two conditions in (4.7) are common to our state functionals [cf. (2.5)]. The other is interesting in that it requires

$$
\begin{equation*}
\|\varphi(y, t)\|=1 \tag{4.9}
\end{equation*}
$$

which can coexist with (2.17). However, for the characteristic functional to be considered as a state functional, it should obey the further condition (2.11). In terms of (4.8), it can be rewritten as

$$
\begin{gather*}
\int_{A} \exp \left(i \int_{X} d x y z\right) \rho \delta z \\
=\lim _{V \rightarrow \infty} \int_{X} \int_{A} z(x) \exp \left(i \int_{X} d x y z\right) \rho \delta z d x / V \\
\therefore \lim _{V \rightarrow \infty} \int_{X} z(x) d x / V=1 . \tag{4.10}
\end{gather*}
$$

Thus, a characteristic functional $\varphi$ for the turbulence of the Vlasov field associated with (4.10) can be a state functional within the present approximation. Then, $F_{0}\left(x_{1}, \cdots, x_{0}, t\right)$ is approximated by the correlation tensor

$$
\begin{align*}
F_{\&}\left(x_{1}, \cdots, x_{s}, t\right) & \cong\left\langle z\left(x_{1}\right) \cdots z\left(x_{s}\right)\right\rangle_{t} \\
& \equiv \int_{\Delta} z\left(x_{1}\right) \cdots z\left(x_{s}\right) \rho(z, t) \delta z \tag{4.11}
\end{align*}
$$

according to (3.11). In order that $F_{\mathrm{e}} \geq 0$, it is sufficient that

$$
\begin{equation*}
z(x) \geq 0, \tag{4.12}
\end{equation*}
$$

but the usual Vlasov field obeys this condition well. It is noted that (4.10) and (4.12) considerably restrict the type of the measure factor $\rho$; we have
to give exactly zero measure to the $z(x)$, which violates either condition.
Let us take (2.8) as the initial state functional in (4.1). Then,

$$
\begin{align*}
\psi(y, t)= & \int_{A} \exp \left\{i \int_{X} d x y(x) T^{t-t} z(x)\right\} \\
& \times \delta\left[z(x)-F_{1}\left(x, t_{0}\right)\right] \delta z  \tag{4.13}\\
= & \exp \left\{i \int_{x} d x y(x) T^{t-t} F_{1}\left(x, t_{0}\right)\right\}
\end{align*}
$$

Comparing this with (4.8), we obtain

$$
\begin{equation*}
\rho[z, t]=\delta\left[z(x)-T^{t-t_{0}} F_{1}\left(x, t_{0}\right)\right], \tag{4.14}
\end{equation*}
$$

which shows that (4.13) corresponds to the (not turbulent but) laminar field exactly developed from $F_{1}\left(x, t_{0}\right)$ subject to the Vlasov kinetic equations (4.4)-(4.6). In this case, (4.11) becomes

$$
\begin{align*}
& F_{s}\left(x_{1}, \cdots, x_{s}, t\right) \\
& \quad \cong T^{t-t_{0}} F_{1}\left(x_{1}, t_{0}\right) \cdots T^{t-t_{0}} F_{1}\left(x_{s}, t_{0}\right) \tag{4.15}
\end{align*}
$$

which is the same as (2.7); so that not only $F_{1}(x, t)$ but also any distribution function with $s \geq 2$ can be approximately calculated without dealing with any functional integration. From a practical point of view, this fact seems to be very advantageous. Indeed, it is a lucky result due to the twofold action of the weak interaction assumption and the initial condition just adopted. With another initial condition, we have, more or less, turbulence of the Vlasov field. But if the turbulence so obtained is weak, the laminar field approach would be a good approximation. This is analogous to the situation in fluid dynamics that the laminar Navier-Stokes equation can considerably well describe a real fluid flow, while a real fluid includes more or less turbulence. However, for a state with a strong turbulence in which (4.15) fails, the turbulent Vlasov field approximation is more general.

## 5. CONCLUSION

We modified Bogoliubov's formalism of nonequilibrium statistical mechanics to gain a more appropriate formalism, in which the state functional is defined and the basic equation governing it is solvable by means of functional integration. The state functional embraces all generic distribution functions as the coefficient functions in the functional Taylor expansion (except for the numerical factors). In the case where particles interact weakly, the state functional may be approximated by the characteristic functional for the turbulent Vlasov field. Our general solution for the state functional is given
in terms of functional integrals, so that in order to make our solution fully useful for a general practical problem in statistical mechanics, we need the Monte Carlo approach to functional integrals by the use of a high-speed computer. The knowledge given in the Appendix is expected to be working for such a numerical research. Our formulation was given for the system of identical particles governed by classical mechanics. There is no difficulty in extending this to a multicomponent particle system.

Note added in proof: When we have $m$ kinds of particles in the system, the state functional is defined as

$$
\begin{gather*}
\psi\left(y_{1}, \cdots, y_{m}, t\right)=1+i \sum_{a=1}^{m} \int_{X} F_{a}\left(x_{1}, t\right) y_{a}\left(x_{1}\right) d x_{1} \\
+\frac{i^{2}}{2!} \sum_{a, b=1}^{m} \int_{X} \int_{X} F_{a b}\left(x_{1}, x_{2}, t\right) \\
\times y_{a}\left(x_{1}\right) y_{b}\left(x_{2}\right) d x_{1} d x_{2}+\cdots, \tag{5.1}
\end{gather*}
$$

 distribution function for the particles specified by $a, b, \cdots$, which should be symmetric with respect to an interchange of $\left(a, x_{1}\right),\left(b, x_{2}\right), \cdots$. Introducing the one-body Hamiltonian $H_{a}^{1}$ for the $a$ particle and the interaction potential $\phi_{a b}\left(q_{1}, q_{2}\right)=\phi_{b a}\left(q_{2}, q_{1}\right)$ between the $a$ and $b$ particles, we can establish the basic functional-differential equation for $\psi$ as

$$
\begin{align*}
& \frac{\partial \psi}{\partial t}=i \sum_{a} \int_{X} y_{a}(x)\left[H_{a}^{1}(x) ; \frac{\delta \psi}{i \delta y_{a}(x)}\right] d x \\
& \quad-\frac{1}{2} \sum_{a, b} \int_{X} \int_{X}\left\{y_{a}(x) y_{b}\left(x^{\prime}\right)-i n_{b} y_{a}(x)-i n_{a} y_{b}\left(x^{\prime}\right)\right\} \\
& \quad \times\left[\phi_{a b}\left(q, q^{\prime}\right) ; \frac{\delta^{2} \psi}{i^{2} \delta y_{a}(x) \delta y_{b}\left(x^{\prime}\right)}\right] d x d x^{\prime}, \tag{5.2}
\end{align*}
$$

where $n_{a}$ is the mean number density of the $a$ particle. It is quite straight-forward to give a general solution of (5.2). Corresponding to (3.12), it may be formulated as

$$
\begin{align*}
\psi & =\int_{A^{\prime} m} \int_{A^{\prime} m, s^{\prime} \eta_{0} d r-\nu_{a}} \exp \left(\int _ { t _ { 0 } } ^ { t } d \tau \left[i \int_{X} d x\right.\right. \\
& \times \sum_{a}\left\{\eta_{a}(x, \tau) \zeta_{a}(x, \tau)+\int^{\tau} \eta_{a}(x, \sigma) d \sigma Q_{a} \zeta_{a}(x, \tau)\right\} \\
& -\frac{1}{2} \int_{X} \int_{X} d x d x^{\prime} \sum_{a, b} \int^{\tau} \eta_{a}(x, \sigma) d \sigma \int^{\tau} \eta_{b}\left(x^{\prime}, \sigma\right) d \sigma \\
& \left.\left.\times\left[\phi_{a b}\left(q, q^{\prime}\right) ; \zeta_{a}(x, \tau) \zeta_{b}\left(x^{\prime}, \tau\right)\right]\right]\right) \\
& \times \psi\left(\int^{t_{0}} \eta_{1} d \tau, \cdots, \int^{t_{0}} \eta_{m} d \tau, t_{0}\right) \prod_{a}^{m} \delta \eta_{a} \delta \zeta_{a}, \tag{5.3}
\end{align*}
$$

with

$$
\begin{align*}
& Q_{a} z_{a}(x)=\left[H_{a}^{1}(x) ; z_{a}(x)\right] \\
& \quad+\sum_{b} n_{b} \int_{x} d x^{\prime}\left[\phi_{a b}\left(q, q^{\prime}\right) ; z_{a}(x) z_{b}\left(x^{\prime}\right)\right] . \tag{5.4}
\end{align*}
$$
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## APPENDIX

We here try to fix the concept of our functional integration by a systematic method which can open the way to its numerical calculation. First, we introduce the set $A$ of the functions defined by

$$
\begin{equation*}
y(x)=\sum_{i=1}^{\infty} a_{i} s_{i}(x) \tag{A1}
\end{equation*}
$$

where ( $a_{1}, a_{2}, \cdots, a_{n}, \cdots$ ) indicates a point in the infinite-dimensional Euclidean space $R^{\infty}$ and $\left\{s_{i}(x)\right\}$ makes a complete set of real orthonormal functions on the space $X$. If we define the inner product

$$
\begin{equation*}
\left(y_{1}, y_{2}\right)=\int_{x} y_{1}(x) y_{2}(x) d x=\sum_{i=1}^{\infty} a_{1 i} a_{2 i} \tag{A2}
\end{equation*}
$$

and the norm

$$
\begin{equation*}
\|y\|=(y, y)=\sum_{i=1}^{\infty} a_{i}^{2} \tag{A3}
\end{equation*}
$$

$A$ is a linear norm space containing the Hilbert space. We call a mapping from $A$ to the number space a functional.

Let us define an integration of the (complexvalued) functional $F(y)$ over the space $A$ as

$$
\begin{equation*}
I_{F}^{\mu}=\int_{R^{\infty}} F\left[\sum_{i=1}^{\infty} a_{i} s_{i}(x)\right] \prod_{i=1}^{\infty} d \mu\left(a_{i}\right) \tag{A4}
\end{equation*}
$$

where $\mu\left(a_{i}\right)$ is a certain measure of the space $R$ subject to the condition that

$$
\begin{equation*}
\int_{R} d \mu\left(a_{i}\right)=1 \tag{A5}
\end{equation*}
$$

It is proved by Halmos ${ }^{9}$ that the product $\prod_{i=1}^{\infty} d \mu\left(a_{i}\right)$ accompanied with (A5) makes itself a LebesgueStieltjes measure of $R^{\infty}$. Therefore if $F$ is finite and measurable with the measure $\mu$, it is (finitely) integrable with $\mu$. There are typical examples of such a measure; i.e.,
Gaussian measure: $d \mu\left(a_{i}\right)=e^{-\frac{1}{2} a_{i}^{2}} d a_{i} /(2 \pi)^{\frac{1}{2}}$;
delta measure: $d \mu\left(a_{i}\right)=\left[(2 \pi)^{\frac{1}{2}} \delta\left(a_{i}-a_{0 i}\right)\right] d a_{i} /(2 \pi)^{\frac{1}{3}}$.

If $F$ is integrable, with the repeated use of Fubini's theorem factors $e^{-i a^{2}},(2 \pi)^{\frac{1}{2}} \delta\left(a_{i}-a_{0 i}\right)$, etc. may be absorbed in the integrand so as to make the new integrand $F_{1}$,

$$
\begin{align*}
I_{F}^{\mu}=I\left(F_{1}\right) & =\int_{R^{\infty}} F\left(\sum_{i=1}^{\infty} a_{i} s_{i}(x)\right) f_{n}^{\mu}\left(a_{1}, a_{2}, \cdots, a_{n}\right) \prod_{i=1}^{n}\left[d a_{i} /(2 \pi)^{\frac{1}{2}}\right] \prod_{i=n+1}^{\infty} d \mu\left(a_{i}\right)  \tag{A8}\\
& =\lim _{n \rightarrow \infty} \int_{R^{n}} F_{1}\left(\sum_{i=1}^{\infty} a_{i} s_{i}(x) ; a_{1}, a_{2}, \cdots, a_{n}, \cdots\right) \prod_{i=1}^{n}\left[d a_{i} /(2 \pi)^{\frac{1}{2}}\right]
\end{align*}
$$

where $f_{\infty}^{\mu}$ may be called a measure factor in the functional integral. Thus when $F$ is integrable with some measure, there exists the finite limiting value of the $n$-dimensional-Euclidean volume integral of $F_{1}$ as $n \rightarrow \infty$, and if there exists such a value, let us define it as $I\left(F_{1}\right)$. This fact provides a promising way to numerically approach a functional integration with the help of a high-speed computer. A method of truncating an infinitely multiple integral to a finitely multiple one with a sufficiently exact result was given by Cameron, ${ }^{10}$ who treats the Wiener integral. To make a technique like this for the present case is not difficult, with the use of the Monte Carlo method in mind.

[^47]The integral $I\left(F_{1}\right)$ defined by (A8), however, can be rewritten in a more useful form from the theoretical point of view. Let us consider $y(x) \in A$ as the limit of a step-function sequence,

$$
\begin{equation*}
y(x)=\lim _{\Delta x_{k} \rightarrow 0} \sum_{k} y_{k} c_{k}(x), \tag{A9}
\end{equation*}
$$

where $X$ was divided into many small hyperparallelepipeds each specified by a pair of vectors $\left(x_{k}, x_{k+1}=x_{k}+\Delta x_{k}\right)$ and $c_{k}(x)$ is the characteristic function such that it is 1 in the region $\left[x_{k}, x_{k+1}\right)$ and otherwise vanishes. Comparison of (A1) and (A9) suggests the linear transformation of variables from ( $a_{1}, a_{2}, \cdots, a_{n}, \cdots$ ) to ( $y_{1}, y_{2}, \cdots, y_{n}, \cdots$ ) or its equivalent.

If we start from the $n$-dimensional approximation, we have the following $n$ equations:
$\sum_{i=1}^{n} a_{i} s_{i}\left(x_{k}^{\prime}\right)=\sum_{k=1}^{n} y_{k} c_{k}\left(x_{k}^{\prime}\right), \quad x_{k} \leq x_{k}^{\prime}<x_{k+1}$.
Here we divided $X$ into $n$ cells. Multiplied by $s_{i}\left(x_{k}^{\prime}\right) \Delta x_{k}$ and summed up with respect to $k$, they lead to

$$
\begin{equation*}
a_{i}+\sum_{i=1}^{n} \epsilon_{i i} a_{i}=\sum_{k=1}^{n} y_{k} s_{j}\left(x_{k}^{\prime}\right) \Delta x_{k}, \tag{A11}
\end{equation*}
$$

where $\epsilon_{i j} \rightarrow 0$ as $n \rightarrow \infty\left(\Delta x_{k} \rightarrow 0\right)$, on account of the orthonormality of $\left\{s_{i}(x)\right\}$. Hence
$\partial a_{i} / \partial y_{k}\left(\Delta x_{k}\right)^{\frac{1}{2}}=s_{i}\left(x_{k}^{\prime}\right)\left(\Delta x_{k}\right)^{\frac{1}{2}}+O(\epsilon) \equiv t_{i k}$,
which may become the elements of the transformation matrix under consideration. Now,

$$
\begin{align*}
\sum_{k=1}^{n} t_{i k} t_{j k} & =\sum_{k=1}^{n} s_{i}\left(x_{k}^{\prime}\right) s_{j}\left(x_{k}^{\prime}\right) \Delta x_{k}+O(\epsilon) \\
& =\delta_{i j}+\epsilon_{i j}+O(\epsilon) \\
& =\delta_{i j}+O(\epsilon), \tag{A13}
\end{align*}
$$

where $\delta_{i i}$ is the Kronecker delta. This shows that the transformation from $\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ to [ $\left.y_{1}\left(\Delta x_{1}\right)^{\frac{1}{2}}, y_{2}\left(\Delta x_{2}\right)^{\frac{1}{3}}, \cdots, y_{n}\left(\Delta x_{n}\right)^{\frac{3}{3}}\right]$ becomes orthogonal or represents a particular rotation of the Euclidean space about the origin in the limit $n \rightarrow \infty\left(\Delta x_{k} \rightarrow 0\right)$, when the equality of (A1) and (A9) is not approximate but exact.

It is easy to see that the Jacobian of this transformation is unity; $\left|\left(t_{i j}\right)\right|=\left|\left(\sum_{k=1}^{n} t_{i k} t_{i k}\right)\right|^{\frac{2}{2}}=1$ from (A13). Thus (A8) may be re-expressed as

$$
\begin{gather*}
I\left(F_{1}\right)=\lim _{n \rightarrow \infty} \int_{R^{n}} F_{1}\left(y(x) ; a_{1}, a_{2}, \cdots, a_{n}, \cdots\right) \\
\times \prod_{k=1}^{n} d\left[y_{k}\left(\Delta x_{k} / 2 \pi\right)^{\left.\frac{2}{2}\right]}\right. \tag{A14}
\end{gather*}
$$

Since $a_{i}$ is given by $\int_{x} y(x) s_{i}(x) d x, F_{1}$ is perfectly a functional of $y(x)$ so that $a_{1}, a_{2}, \cdots, a_{n}, \cdots$ may be omitted in (A14). It is to be noted here that there are many different ways to take a sequence of partitions which divide the $X$ space into small cells, but one of them (any one) should have been specified while considering the particular transformation (rotation) described above; in some case the simplest one may be to always divide $X$ into equal cells so that $\Delta x_{k} \equiv \Delta x$. But the present result insists that the functional integral of the type of (A14) is uniquely determined irrespective of the ways to take a partition sequence and equal to (A8) by any way. In other words, a particular way to take a partition sequence corresponds to a particular rotation of the Euclidean space, to which the value of $I(F)$ should naturally be invariant. For simplicity, the notation

$$
\begin{equation*}
I\left(F_{1}\right)=\int_{\Delta} F_{1}(y) \delta y \tag{A15}
\end{equation*}
$$

is often used. Since to analyze $y(x)$ by another complete orthonormal set rather than $\left\{s_{i}(x)\right\}$ corresponds to a particular rotation of the space, $I\left(F_{1}\right)$ is invariant also to the way of taking the orthonormal set.

The measure factor $f_{\infty}^{\mu}$ derived from (A6) and (A7) may be rewritten in the following forms:

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \prod_{i=1}^{n} e^{-\frac{1 \pi}{2} a^{2}}=\exp \left[-\frac{1}{2} \int_{x} y(x)^{2} d x\right] ;  \tag{A16}\\
& \lim _{n \rightarrow \infty} \prod_{i=1}^{n}\left\{(2 \pi)^{\frac{1}{2}} \delta\left(a_{i}-a_{0 i}\right)\right\} \\
& \quad=\lim _{n \rightarrow \infty} \prod_{k=1}^{n}\left\{(2 \pi)^{\frac{1}{2}} \delta\left[y_{k}\left(\Delta x_{k}\right)^{\frac{3}{2}}-y_{0 k}\left(\Delta x_{k}\right)^{\frac{3}{3}}\right]\right\}
\end{align*}
$$

(by orthogonality)

$$
\begin{align*}
& =\lim _{n \rightarrow \infty} \int_{R^{n}} \exp \left\{i \sum_{k=1}^{n}\left(y_{k}-y_{0 k}\right) z_{k} \Delta x_{k}\right\} \\
& \quad \times \prod_{k=1}^{n} d\left[z_{k}\left(\Delta x_{k} / 2 \pi\right)^{\frac{1}{2}}\right] \\
& =\int_{A} \exp \left[i \int_{X}\left\{y(x)-y_{0}(x)\right\} z(x) d x\right] \delta z  \tag{A17}\\
& \equiv \delta\left[y-y_{0}\right]
\end{align*}
$$

where, of course,

$$
y_{0}(x)=\sum_{i=1}^{\infty} a_{0 i} s_{i}(x)=\lim _{n \rightarrow \infty} \sum_{k=1}^{n} y_{0 k} c_{k}(x) .
$$

$\delta[]$ may be called a delta functional, which plays a role analogous to a delta function for functionals; a delta functional is symmetric with the argument just like a delta function. When $F_{1}$ has the measure factor (A16), (A14) reproduces the functional integral with the Gaussian measure established by Friedrichs. ${ }^{11}$

In many cases of analyzing functionals, it is useful to introduce the functional Fourier transformation. Let us see
$\psi(y)=\int_{\Delta} \chi(u) \exp \left[i \int_{X} y(x) u(x) d x\right] \delta u$.
If $\int_{A}|\chi(u)| \delta u<\infty, \psi(y)$ is meaningful and on account of (A17)

$$
\begin{align*}
\int_{A} \psi(y) \exp \left[-i \int_{x}\right. & y(x) v(x) d x] \delta y \\
& =\int_{\Delta} \chi(u) \delta[u-v] \delta u \\
& =\chi(v) \tag{A19}
\end{align*}
$$

[^48]
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#### Abstract

A procedure for inverting the spectroscopic integral equation which relates the emission coefficient to the integrated intensity distribution for an optically thin and asymmetrical light source is presented. In this procedure the emission coefficient is expanded in terms of a complete set of orthogonal polynomials which are "invariant in form" to a rotation of axes and use is made of the spectroscopic integral equation to determine the unknown expansion coefficients in terms of known information for the integrated intensity distribution. In order to check its validity, the resultant series representation was summed exactly for a hypothetical example corresponding to an asymmetrical source whose emission coefficient possesses elliptical symmetry and diminishes with position in a Gaussian manner. Also the same hypothetical example was used to test the accuracy of the numerical procedure which was developed for summing the series representation in practical situations where the known information on the integrated intensity distribution is presented in the form of experimental data.


## I. INTRODUCTION

KNOWLEDGE of the spatial distribution of the emission coefficient for a plasma in local thermodynamic equilibrium (LTE) is important because the temperature and particle density profiles are related to this quantity. For an optically thin plasma, this information is measured indirectly in the form of an integrated intensity distribution which is obtained by integrating the emission coefficient along the line of sight in the $y$ direction for a sequence of detector positions along the $x$ axis; i.e.,

$$
\begin{equation*}
g(\xi, x)=\int_{-\infty}^{+\infty} d y f\left(x^{\prime}, y^{\prime}\right) \tag{1.1}
\end{equation*}
$$

where $g(\xi, x)$ is the measured integrated intensity distribution, $f\left(x^{\prime}, y^{\prime}\right)$ is the emission coefficient, and $\xi$ denotes the angle of ratation of the source coordinate system ( $x^{\prime}, y^{\prime}$ ) relative to the fixed laboratory coordinate system $(x, y)$ as shown in Fig. 1. Up to the present time the problem of inverting this integral equation for the special case of circularly symmetric light sources has been treated quite thoroughly in the literature, ${ }^{1-7}$ while Freeman and $\mathrm{Katz}^{8}$ have presented an approximate method for

[^49]Fig. 1. Diagram of source coordinate system $\left(x^{\prime}, y^{\prime}\right)$ rotated by an angle $\xi$ relative to the fixed laboratory coordinate system $(x, y)$.

the case of light sources possessing slight asymmetry. Therefore, it is the purpose of this paper to present a mathematical procedure for inverting Eq. (1.1), which is sufficiently general, so as to account for light sources of arbitrary symmetry and spatial extent as well.

The mathematical procedure is a straightforward one in which the emission coefficient is expanded in terms of a complete orthonormal set of functions and use is made of Eq. (1.1) to evaluate the unknown expansion coefficients in terms of the integrated intensity distribution $g(\xi, x)$. Obviously, there are an infinity of complete orthonormal sets which one can use for this purpose. However, the choice of any particular set must be done with care in order to avoid dealing with a cumbersome set of algebraic equations for the evaluation of the unknown coefficients. The important contribution of this paper is that we were able to circumvent this difficulty by expanding in terms of a set of complete orthogonal functions ${ }^{9}$ which allowed us to obtain a generalized Fourier expression for evaluating the unknown expansion coefficients from known information on the integrated intensity distribution, $g(\xi, x)$. The details of this procedure and the resultant series representation for the emission coefficient are given in Sec. II.

[^50]The validity of this series representation is checked in Sec. III by means of a hypothetical example for an asymmetrical source whose emission coefficient possesses elliptical symmetry and diminishes with position in a Gaussian manner. Finally, a numerical procedure for summing the series representation for the emission coefficient is presented in Sec. IV and applied to the hypothetical example of Sec. III.

## II. SERIES REPRESENTATION

For most laboratory plasma light sources it is reasonable to assume that the emission coefficient is a squared integrable function on the entire twodimensional plane and hence may be expanded in terms of a complete set of functions. As stated previously, there are an infinity of complete sets which span the space of squared integrable functions on the entire plane that could be used for this purpose; however, some care must be given to the choice of any particular set in order to avoid dealing with a cumbersome system of equations for evaluating the unknown expansion coefficients. A set of functions which allowed us to bypass this difficulty was constructed ${ }^{9}$ and in terms of the elements of this set the emission coefficient can be expanded as

$$
\begin{align*}
& f\left(x^{\prime}, y^{\prime}\right)=\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \epsilon_{m}\left[C_{m+2 k}^{m}(\alpha) U_{m+2 k}^{m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)\right. \\
& \left.\quad+C_{m+2 k}^{-m}(\alpha) U_{m+2 k}^{-m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)\right] \exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{2.1}
\end{align*}
$$

where the symbol $\epsilon_{m}$ is equal to $\frac{1}{2}$ for $m=0$ and 1 for $m=1,2,3, \cdots ; \alpha$ is a scale factor; $C_{m+2 k}^{ \pm m}(\alpha)$ are the unknown expansion coefficients; and $U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ are polynomials which are "invariant in form" to a rotation of axes ${ }^{9}$ and are orthonormal with respect to the Gaussian weight function $\exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]$, i.e.,

$$
\begin{gather*}
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d x^{\prime} d y^{\prime} U_{m+2 k}^{m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right) \tilde{U}_{r+2 \beta}^{\prime}\left(\alpha x^{\prime}, \alpha y^{\prime}\right) \\
\times \exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]=\delta_{m+2 k}^{\gamma+2 \beta} \tag{2.2}
\end{gather*}
$$

with $\sim$ denoting complex conjugate. The orthogonal polynomials $U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ are given explicitly by ${ }^{9}$

$$
\begin{align*}
& U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)=(-1)^{k}\left(\alpha / \pi^{\left.\frac{3}{}\right)}[k!/(m+k)!]^{\frac{1}{2}}\right. \\
& \quad \times\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{m / 2} \exp ( \pm i m \varphi) L_{k}^{m}\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{2.3}
\end{align*}
$$

where in this expression

$$
\begin{align*}
L_{k}^{m}[ & \left.\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \\
= & \sum_{t=0}^{k}(-1)^{s}[(m+k)!/(k-s)!(m+s)!s!] \\
& \times\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{\prime} \tag{2.4}
\end{align*}
$$

are the associated Laguerre polynomials ${ }^{10}$ of argument $\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)$, and $\varphi=\tan ^{-1}\left(y^{\prime} / x^{\prime}\right)$.

Now the orthonormal condition for $U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ given by Eq. (2.2) allows us to obtain from Eq. (2.1) the following generalized Fourier expression:

$$
\begin{align*}
& C_{m+2 k}^{ \pm m}(\alpha)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d x^{\prime} d y^{\prime} f\left(x^{\prime}, y^{\prime}\right) \\
& \times \tilde{U}_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right) \tag{2.5}
\end{align*}
$$

for the unknown expansion coefficients provided the emission coefficient is a known quantity. However, in actual practice the emission coefficient is an unknown quantity and the only known information is a series of spectrums for the integrated intensity distribution corresponding to different angles of rotation of the source relative to the fixed laboratory coordinate system. For this situation use must be made of Eq. (1.1) in order to infer information about the unknown expansion coefficients.

To carry out this alternate procedure for obtaining the unknown expansion coefficients, Eq. (2.1) is first introduced into Eq. (1.1), then subsequent use is made of the integral given by Eq. (A13) of Appendix A to write, for the integrated intensity distribution, the following series representation:

$$
\begin{align*}
& g(\xi, x)=\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \epsilon_{m}\left[\frac{1}{k!(m+k)!}\right]^{!}\left[\frac{1}{2^{(m+2 k)}}\right] \\
& \quad \times\left[C_{m+2 k}^{m}(\alpha) \exp (i m \xi)+C_{m+2 k}^{-m}(\alpha) \exp (-i m \xi)\right] \\
& \quad \times H_{m+2 k}(\alpha x) \exp \left(-\alpha^{2} x^{2}\right), \tag{2.6}
\end{align*}
$$

where

$$
\begin{align*}
& H_{m+2 k}(\alpha x) \\
& \quad=\sum_{i=0}^{[\xi(m+2 k)]}(-1)^{t}\left\{\frac{(m+2 k)!}{t![m+2(k-t)]!}\right\}(2 \alpha x)^{m+2(k-t)} \tag{2.7}
\end{align*}
$$

are Hermite polynomials ${ }^{10}$ of order $m+2 k$ with the upper limit $\left[\frac{1}{2}(m+2 k)\right]$ being equal to $\frac{1}{2}(m+2 k)$ or $\frac{1}{2}(m+2 k-1)$ according as $m$ is even or odd. Now, the orthogonality conditions for the Hermite polynomials and harmonic functions given, respectively, by

[^51]\[

$$
\begin{align*}
& \left(\alpha / \pi^{2}\right)\left[\frac{1}{(m+2 k)!(\nu+2 \beta)!2^{m+2 k} 2^{p+2 \beta}}\right]^{\frac{1}{2}} \\
& \quad \times \int_{-\infty}^{+\infty} d x H_{m+2 k}(\alpha x) H_{\nu+2 \beta}(\alpha x) \exp \left(-\alpha^{2} x^{2}\right)=\delta_{m+2 k}^{\nu+2 \beta} \tag{2.8}
\end{align*}
$$
\]

and

$$
\begin{equation*}
\left(\frac{1}{2 \pi}\right) \int_{-\pi}^{\pi} d \xi \exp ( \pm i m \xi) \exp (\mp i \nu \xi)=\delta_{m}^{\nu} \tag{2.9}
\end{equation*}
$$

allow us to obtain from Eq. (2.6)

$$
\begin{align*}
& C_{m+2 k}^{ \pm m}(\alpha)=\left(\frac{\alpha}{2 \pi^{\frac{1}{2}}}\right)\left[\frac{(k!(m+k)!)^{\frac{1}{2}}}{(m+2 k)!}\right] \\
& \quad \times \int_{-\pi}^{\pi} d \xi \exp (\mp i m \xi) \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\alpha x) \tag{2.10}
\end{align*}
$$

as the generalized Fourier expression for the unknown expansion coefficients. In Appendix B we show that Eqs. (2.5) and (2.10) for the unknown expansion coefficients, despite their apparently dissimilar appearance, do yield equivalent results for the hypothetical example of Sec. III.

Finally on combining Eqs. (2.1) and (2.10) we arrive at the important result of this paper, that is, the series representation for the emission coefficient of a completely asymmetrical source,

$$
\begin{align*}
& f\left(x^{\prime}, y^{\prime}\right)=\left(\frac{\alpha}{\pi^{\frac{1}{2}}}\right) \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \epsilon_{m}\left[\frac{[k!(m+k)!]^{\frac{3}{3}}}{(m+2 k)!}\right\} \\
& \quad \times \operatorname{Re}\left\{\left[\int_{-\pi}^{\pi} d \xi \exp (-i m \xi)\right.\right. \\
& \left.\left.\quad \times \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\alpha x)\right] U_{m+2 k}^{m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)\right\} \\
& \quad \times \exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{2.11}
\end{align*}
$$

where $\operatorname{Re}\{$ \} denotes the real part of \{ \}. In writing Eq. (2.11) use has been made of the properties $\widetilde{U}_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)=U_{m+2 k}^{\mp m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ and $\tilde{C}_{m+2 k}^{ \pm m}(\alpha)=$
$C_{m+2 k}^{\mp m}(\alpha)$, where the former follows from Eq. (2.3) and the latter from Eq. (2.10) since $g(\xi, x)$ and $H_{m+2 k}(\alpha x)$ are real quantities.

## III. HYPOTHETICAL EXAMPLE

A mathematical procedure for summing the series representation of Eq. (2.11) corresponding to an asymmetrical source whose emission coefficient possesses elliptical symmetry and diminishes with position in a Gaussian manner as

$$
\begin{equation*}
f\left(x^{\prime}, y^{\prime}\right)=B \exp \left[-\left(\lambda^{2} x^{\prime 2}+\beta^{2} y^{\prime 2}\right)\right] \tag{3.1}
\end{equation*}
$$

with the amplitude $B$ and parameters $\lambda$ and $\beta$ being fixed quantities, are presented here. The ultimate goal of this procedure is to check the validity of the series representation for the emission coefficient by showing that the closed form expression of Eq. (3.1) is recovered when Eq. (2.11) is summed exactly.

The first step in this procedure is to obtain the integrated intensity distribution corresponding to this assumed form for the emission coefficient as given by Eq. (3.1). This one can readily do by first transforming Eq. (3.1) to the unprimed coordinate system by means of the transformation, $x^{\prime}=x \cos \xi+y \sin \xi$ and $y^{\prime}=-x \sin \xi+y \cos \xi$, then introducing the resultant expression for $f\left(x^{\prime}, y^{\prime}\right)$ into Eq. (1.1) and using a tabulated result ${ }^{11}$ to evaluate the resultant integral. This leads to a spectrum for $g(\xi, x)$ of the form

$$
\begin{align*}
& g(\xi, x)=B\left[\pi /\left(\lambda^{2} \sin ^{2} \xi+\beta^{2} \cos ^{2} \xi\right)\right]^{\frac{1}{2}} \\
& \quad \times \exp \left[-\beta^{2} \lambda^{2} x^{2} /\left(\lambda^{2} \sin ^{2} \xi+\beta^{2} \cos ^{2} \xi\right)\right], \tag{3.2}
\end{align*}
$$

which is a Gaussian whose amplitude and spread is a function of the angle of rotation $\xi$.

Next, Eqs. (2.3) and (3.2) are incorporated into Eq. (2.11) and use was made of the property that $g(\xi, x)$ is an even function with respect to $\xi$, that is $g(\xi, x)=g(-\xi, x)$, to rewrite Eq. (2.11) as

$$
\begin{align*}
& f\left(x^{\prime}, y^{\prime}\right)=\left(\frac{\alpha^{2}}{\pi^{4} \lambda}\right) B \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \epsilon_{m}(-1)^{k}\left[\frac{k!}{(m+2 k)!}\right]\left[\int_{-\pi}^{\pi} d \xi\left[\cos (m \xi) /\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)^{\frac{3}{2}}\right]\right. \\
&\left.\times \int_{-\infty}^{+\infty} d x \exp \left[-\beta^{2} x^{2} /\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)\right] H_{m+2 k}(\alpha x)\right] \\
& \times \cos (m \varphi)\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{\frac{1}{2} m} L_{k}^{m}\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] . \tag{3.3}
\end{align*}
$$

The second integral in the above expression vanishes for odd values of $m$; a result which follows from the fact that the spectrum for $g(\xi, x)$ is also an even function of $x$ while $H_{m+2 k}(\alpha x)$ is an odd function of $x$ for odd values of $m$. For the even values of $m$ the explicit evaluation of the double integral in Eq.

[^52](3.3) with $\alpha$ set equal to $\beta$ follows directly from Eqs. (B9) and (B13) of Appendix B and this yields
\[

$$
\begin{align*}
\int_{-\pi}^{\pi} d \xi\left[\frac{\cos (2 p \xi)}{\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)^{\frac{1}{2}}}\right] \int_{-\infty}^{+\infty} d x \exp & {\left[-\frac{\beta^{2} x^{2}}{\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)}\right] H_{2(p+k)}(\beta x) } \\
& =\left(\frac{2 \pi^{3}}{\beta}\right)\left[\frac{(2 p+2 k)!(2 p+2 k)!}{k!(p+k)!(2 p+k)!}\right]\left[\left(\frac{\beta}{2 \lambda}\right)^{2}-\left(\frac{1}{2}\right)^{2}\right]^{p+k}, \tag{3.4}
\end{align*}
$$
\]

with $m$ equal to $2 p$ for $p=0,1,2,3, \cdots$. Now, if we set $\alpha$ equal to $\beta$, replace $m$ by $2 p$, and introduce Eq. (3.4) for the double integral in Eq. (3.3), we obtain

$$
\begin{align*}
f\left(x^{\prime}, y^{\prime}\right)= & 2 B\left(\frac{\beta}{\lambda}\right) \sum_{p=0}^{\infty} \epsilon_{p}\left(\frac{\beta}{2 \lambda}\right)^{2 p}\left[\left(\lambda^{2}-\beta^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{p} \cos (2 p \varphi) \\
& \times \sum_{k=0}^{\infty}\left[\frac{(2 p+2 k)!}{(2 p+k)!(p+k)!2^{2 k}}\right]\left[1-\left(\frac{\beta}{\lambda}\right)^{2}\right]^{k} L_{k}^{2 p}\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[-\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{3.5}
\end{align*}
$$

as the desired series representation for the emission coefficient which we wish to sum exactly.
There is no unique way to sum the series representation of Eq. (3.5) and the one we have chosen for this purpose makes use of the expansion ${ }^{10}$

$$
\begin{equation*}
M\left[a, c ; \frac{z t}{(t-1)}\right]=(1-t)^{a}\left[\frac{\Gamma(c)}{\Gamma(a)}\right] \times \sum_{k=0}^{\infty}\left[\frac{\Gamma(a+k)}{\Gamma(c+k)}\right]_{t^{k} L_{k}^{c-1}(z)} \tag{3.6}
\end{equation*}
$$

for the confluent hypergeometric function, which is valid for $c>0,|t|<1$, and $z>0$ to write the infinite series over the $k$ index in Eq. (3.5) more compactly as

$$
\begin{align*}
& \sum_{k=0}^{\infty}\left[\frac{(2 p+2 k)!}{(2 p+k)!(p+k)!2^{2 k}}\right]\left[1-\left(\frac{\beta}{\lambda}\right)^{2}\right]^{k} L_{k}^{2 p}\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \\
&=\left[\frac{(\lambda / \beta)^{2 p+1}}{p!}\right] M\left[p+\frac{1}{2}, 2 p+1 ;\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{3.7}
\end{align*}
$$

where in the latter expression $(\beta / \lambda)^{2}$ is restricted to the range $0<(\beta / \lambda)^{2}<2$ and $\beta^{2}\left(x^{\prime 2}+y^{\prime} 2\right)>0$. For the set of parameters $a=p+\frac{1}{2}$ and $c=2 p+1$, the confluent hypergeometric function of Eq. (3.7) is related to the modified Bessel's function of the first kind through the relationship ${ }^{10}$

$$
\begin{align*}
M\left[p+\frac{1}{2},\right. & \left.2 p+1 ;\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right] \\
= & {\left[p!2^{2 p} /\left(\beta^{2}-\lambda^{2}\right)^{p}\left(x^{\prime 2}+y^{\prime 2}\right)^{p}\right] } \\
& \times I_{p}\left[\frac{1}{2}\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right] \\
& \times \exp \left[\frac{1}{2}\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right] . \tag{3.8}
\end{align*}
$$

Use of Eqs. (3.7) and (3.8) to replace the infinite series over the $k$ index in Eq. (3.5) yields the result

$$
\begin{align*}
f\left(x^{\prime}, y^{\prime}\right)= & 2 B \sum_{p=0}^{\infty} \epsilon_{p} \cos (2 p \varphi) \\
& \times I_{p}\left[\frac{1}{2}\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right] \\
& \times \exp \left[-\frac{1}{2}\left(\beta^{2}+\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)\right], \tag{3.9}
\end{align*}
$$

which we can rewrite as

$$
\begin{align*}
f\left(x^{\prime}, y^{\prime}\right) & =B \exp \left(-\left\{\beta^{2}[1-\cos (2 \varphi)]\right.\right. \\
& \left.\left.+\lambda^{2}[1+\cos (2 \varphi)]\right\}\left[\frac{1}{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]\right) \tag{3.10}
\end{align*}
$$

when use is made of the generating function ${ }^{10}$

$$
\begin{equation*}
2 \sum_{p=0}^{\infty} \epsilon_{p} \cos (p \psi) I_{p}(z)=\exp (z \cos \psi) \tag{3.11}
\end{equation*}
$$

with $\psi$ set equal to $2 \varphi$ and $z=\frac{1}{2}\left(\beta^{2}-\lambda^{2}\right)\left(x^{\prime 2}+y^{\prime 2}\right)$. Finally, one can readily verify by means of the identities $2 \cos ^{2} \varphi=1+\cos (2 \varphi)$ and $2 \sin ^{2} \varphi=$ $1-\cos (2 \varphi)$ and the transformation from polar to Cartesian coordinates given by $x^{\prime 2}=\left(x^{\prime 2}+y^{\prime 2}\right) \cos ^{2} \varphi$ and $y^{\prime 2}=\left(x^{\prime 2}+y^{\prime 2}\right) \sin ^{2} \varphi$ that Eq. (3.10) is equivalent to the closed form expression of Eq. (3.1).

## IV. NUMERICAL PROCEDURE

For laboratory light sources encountered in plasma research the integrated intensity distribution is never known explicitly but is an experimentally measured quantity. In order for the method of this paper to be of practical value in situations of this type the series representation of Eq. (2.11) must be summed numerically. Therefore, it is the purpose of this section to present such a numerical procedure and to check the accuracy of this procedure by applying it to the hypothetical example of the previous section.

The procedure we wish to consider here, like all
other numerical procedures, is based on the assumption that the series representation of Eq. (2.11) may be approximated to any degree of accuracy by a finite double sum in the following manner:

$$
\begin{align*}
& f\left(x^{\prime}, y^{\prime}\right) \approx\left(\frac{\alpha}{\pi^{\frac{1}{2}}}\right) \sum_{k=0}^{R} \sum_{m=0}^{M} \epsilon_{m}\left[\frac{(k!(m+k))^{\frac{1}{2}}}{(m+2 k)!}\right] \\
& \quad \times \operatorname{Re}\left\{\left[\int_{-\pi}^{\pi} d \xi \exp (-i m \xi) \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\alpha x)\right] U_{m+2 k}^{m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)\right\} \exp -\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{4.1}
\end{align*}
$$

or if use is made of Eq. (2.3) to replace $U_{m+2 k}^{m} \quad\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ as

$$
\begin{align*}
f\left(x^{\prime}, y^{\prime}\right) \approx\left(\frac{\alpha}{\pi}\right)^{2} \sum_{k=0}^{K} \sum_{m=0}^{M} \epsilon_{m}(-1)^{k}\left[\frac{k!}{(m+2 k)!}\right] & {\left[B_{m+2 k}^{m}(\alpha) \cos (m \varphi)+D_{m+2 k}^{m}(\alpha) \sin (m \varphi)\right] } \\
& \times\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{\frac{1 m}{m} L_{k}^{m}\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[-\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]} \tag{4.2}
\end{align*}
$$

where the coefficients $B_{m+2 k}^{m}(\alpha)$ and $D_{m+2 k}^{m}(\alpha)$ are given, respectively, by
$B_{m+2 k}^{m}(\alpha)=\int_{-\pi}^{\pi} d \xi \cos (m \xi) \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\alpha x)$
for $m=0,1,2, \cdots$, and
$D_{m+2 k}^{m}(\alpha)=\int_{-\boldsymbol{r}}^{\pi} d \xi \sin (m \xi) \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\alpha x)$
for $m=1,2,3, \cdots$. Since $g(\xi, x)$ is not an explicitly known quantity, the double integrals of Eqs. (4.3) and (4.4) must be evaluated numerically; and for this purpose we have chosen a crude numerical procedure but one which has yielded excellent results.

The double integrals were evaluated numerically by noting that for every spectrum $g(\xi, x)$ which is encountered experimentally, there is always a circular domain of radius $R$ outside of which $g(\xi, x)$


Fic. 2. Qualitative sketch of a typical step approximation to the surface of $g(\xi, x)$ at the point $\left(\xi=\xi_{j}+\Delta \xi_{i}, x=x_{i}+\Delta x_{i}\right)$ together with symbols and nomenclature that are pertinent to the numerical procedure for evaluating the double integrals of Eqs. (4.3) and (4.4).
can be set equal to zero. This procedure for truncating $g(\xi, x)$ introduces a negligible error and permits us to approximate Eqs. (4.3) and (4.4) by finite integrals as follows:
$B_{m+2 k}^{m}(\alpha) \approx \int_{-\pi}^{\pi} d \xi \cos (m \xi) \int_{-R}^{R} d x g(\xi, x) H_{m+2 k}(\alpha x)$
and
$D_{m+2 k}^{m}(\alpha) \approx \int_{-\pi}^{*} d \xi \sin (m \xi) \int_{-R}^{R} d x g(\xi, x) H_{m+2 k}(\alpha x)$.

The integrals in the latter two equations were evaluated numerically by partitioning the circular domain of radius $R$ into segmented radial sectors, then approximating the surface for $g(\xi, x)$ by constant step values over these sectors. A typical step approximation to the surface for $g(\xi, x)$ at the point $\left(\xi=\xi_{i}+\Delta \xi_{i}, x=x_{i}+\Delta x_{i}\right.$, where $2 \Delta \xi_{i}=\xi_{i+1}-\xi_{i}$ and $2 \Delta x_{i}=x_{i+1}-x_{i}$ ) is illustrated in Fig. 2.

In terms of this numerical approximation for the surface of $g(\xi, x)$ Eqs. (4.5) and (4.6) may be expressed by finite double sums which in accordance with the symbols and nomenclature of Fig. 2 we can write as

$$
\begin{align*}
& B_{m+2 k}^{m}(\alpha) \approx \sum_{i=0}^{x-1} \sum_{i=0}^{J-1} g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right) \\
& \quad \times \int_{\xi_{i}}^{\xi_{i+2}} d \xi \cos (m \xi) \int_{x_{i}}^{x_{i+z}} d x H_{m+2 k}(\alpha x) \tag{4.7}
\end{align*}
$$

and

$$
\begin{align*}
& D_{m+2 k}^{m}(\alpha) \approx \sum_{i=0}^{l-1} \sum_{i=0}^{J-1} g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right) \\
& \quad \times \int_{\xi_{i}}^{\xi_{i+1}} d \xi \sin (m \xi) \int_{x_{i}}^{x i+1} d x H_{m+2 k}(\alpha x) \tag{4.8}
\end{align*}
$$

where $g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right)$ is the value of $g(\xi, x)$ evaluated at the point $\left(\xi=\xi_{i}+\Delta \xi j, x=x_{i}+\Delta x_{i}\right)$,
$\xi_{0}=-\pi, x_{0}=-R, \xi_{J}=\pi$, and $x_{I}=R$. The integrals with respect to $\xi$ are elementary and well known while those with regard to $x$ one can easily evaluate with the aid of the derivative formula for the Hermite polynomials. ${ }^{10}$ When expressed in terms of these evaluated integrals Eqs. (4.7) and (4.8) become

$$
\begin{align*}
B_{m+2 k}^{m}(\alpha) \approx\left[\frac{1}{2 \alpha m(m+2 k+1)}\right] \sum_{i=0}^{I-1} & \sum_{i=0}^{J-1} g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right) \\
& \times\left[\sin \left(m \xi_{i+1}\right)-\sin \left(m \xi_{i}\right)\right]\left[H_{m+2 k+1}\left(\alpha x_{i+1}\right)-H_{m+2 k+1}\left(\alpha x_{i}\right)\right] \tag{4.9}
\end{align*}
$$

and

$$
\begin{align*}
D_{m+2 k}^{m}(\alpha) \approx-\left[\frac{1}{2 \alpha m(m+2 k+1)}\right] & \sum_{i=0}^{I-1} \sum_{i=0}^{J-1} g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta \xi_{i}\right) \\
& \times\left[\cos \left(m \xi_{i+1}\right)-\cos \left(m \xi_{i}\right)\right]\left[H_{m+2 k+1}\left(\alpha x_{i+1}\right)-H_{m+2 k+1}\left(\alpha x_{i}\right)\right] \tag{4.10}
\end{align*}
$$

respectively.

## Numerical Results

The accuracy of the above numerical procedure was checked by applying it to the hypothetical example of the previous section. For this application the computed coefficients for $D_{m+2 k}^{m}(\alpha)$ based on Eq. (4.10) were zero for all allowed values of $m$ ( $m=1,2,3, \cdots$ ); it can be shown that these results are consistent with those predicted theoretically from either Eq. (4.4) or (4.6) when use
is made of the symmetry property that $g(\xi, x)$ is an even function with respect to $\xi$. Also, for the same reason as was given previously with regard to the second integral of Eq. (3.3), the theoretical values for $B_{m+2 k}^{m}(\alpha)$ based on Eq. (4.3) vanish for all odd values of $m$ and these results were shown to be in complete accord with those computed from Eq. (4.9). For the even values of $m$ the finite double sum of Eq. (4.2) with $D_{m+2 k}^{m}(\alpha)$ set equal to zero, $m$ replaced by $2 p$ with $p=0,1,2,3, \cdots, P$, and $\alpha$ set equal to $\beta$; that is,

$$
\begin{align*}
f\left(x^{\prime}, y^{\prime}\right) \approx\left(\frac{\beta}{\pi}\right)^{2} \sum_{k=0}^{K} \sum_{p=0}^{P} \epsilon_{p}(-1)^{k} & {\left[\frac{k!}{(2 p+2 k)!}\right] B_{2(p+k)}^{2 p}(\beta) \cos (2 p \varphi) } \\
& \times\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{D} L_{k}^{2 p}\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[-\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \tag{4.11}
\end{align*}
$$

was evaluated strictly in a numerical manner by making use of the approximate numerical expression

$$
\begin{align*}
B_{2(p+k)}^{2 p}(\beta) \approx\left[\frac{1}{4 \beta p(2 p+2 k+1)}\right] & \sum_{i=0}^{I-1} \sum_{i=0}^{J-1} g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right) \\
& \times\left[\sin \left(2 p \xi_{i+1}\right)-\sin \left(2 p \xi_{i}\right)\right]\left[H_{2(p+k)+1}\left(\beta x_{i+1}\right)-H_{2(p+k)+1}\left(\beta x_{i}\right)\right] \tag{4.12}
\end{align*}
$$

which is Eq. (4.9) with $m$ replaced by $2 p$ and $\alpha$ set equal to $\beta$, to compute the resultant coefficients $B_{2(p+k)}^{2 p}(\beta)$. In computing these coefficients the input data $g\left(\xi_{i}+\Delta \xi_{i}, x_{i}+\Delta x_{i}\right)$ were obtained from the spectrum of Eq. (3.2) and limited to the domain of the unit circle by setting the parameters $\lambda$ and $\beta$ equal to the values of 4.0 and 5.33 , respectively. For simplicity in carrying out the numerical computations the domain of the unit circle was partitioned into segmented radial sections in a uniform manner such that $2 \Delta x_{i}$ and $2 \Delta \xi_{i}$ are fixed quantities for all values of $i$ and $j$. Also actual numerical computations based on Eq. (4.11) revealed that a partitioning of the unit circle no finer than $I=160$ zones of width $2 \Delta x_{i}=0.0125$ along the $x$ axis and
$J=72$ zones of width $2 \Delta \xi_{i}=5^{\circ}$ along the direction of angular position $\xi$, was necessary to ensure sufficient accuracy.

The results of these numerical computations for the spatial distribution of the emission coefficient based on Eq. (4.11) with $K$ and $P$ set equal to 4 and 5, respectively, are tabulated in Table I along with the theoretical values of Eq. (3.1). These results are plotted as a function of radial position in Fig. 3(a) for $\varphi=\tan ^{-1}\left(y^{\prime} / x^{\prime}\right)=0^{\circ}, 45^{\circ}$, and $90^{\circ}$; and for completeness the spectrums for $g(\xi, x)$ from Eq. (3.2) corresponding to $\xi=0^{\circ}, 45^{\circ}$, and $90^{\circ}$, respectively, are illustrated in Fig. 3(b).

For further details with regard to experimental accuracy and number of $g(\xi, x)$ values required,


Fig. 3. For comparison, the computed and theoretical results for the spatial distribution of the emission coefficient for the hypothetical example of Sec. III are shown in (a) for $\varphi=0^{\circ}$, $45^{\circ}$, and $90^{\circ}$. The integrated intensity distribution curves corresponding to $\xi=0^{\circ}, 45^{\circ}$, and $90^{\circ}$, respectively, are also shown in (b).
computer programs, criteria for choosing $K, P, I$, $J, \alpha$, etc., reference is made to a published report ${ }^{12}$ on this subject.

## V. FINAL REMARKS

Recently ${ }^{13}$ the method of this paper was applied to the degenerate case of a circularly symmetric

Table I. Comparison of the computed numerical and theoretical results for the spatial distribution of the emission coefficient for the hypothetical example of Sec. III. ${ }^{\text {a }}$

| $r$ | $\varphi=0^{\circ}$ | $15^{\circ}$ | $30^{\circ}$ | $45^{\circ}$ | $60^{\circ}$ | $75^{\circ}$ | $90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{ll}0 & 3.008^{\circ} \\ \\ 3.007 \\ 0\end{array}$ |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| 0.1 | ${ }_{2}^{2.562}$ | ${ }_{2}^{2.541}$ | 2.484 | ${ }_{2}^{2.408}$ | ${ }_{2}^{2.335}$ | ${ }_{2}^{2.284}$ | ${ }_{2.263}^{2.264}$ |
| 0.2 | 1.589 | 1.535 | 1.399 | 1.236 | 1.093 | 0.998 | ${ }_{0}^{2.966}$ |
| 0.3 | 1.586 | 1.534 | 1.401 | 1.237 | 1.093 | 0.998 | 0.965 |
|  | 0.712 | 0.661 | 0.539 | 0.407 | 0.308 | 0.252 | 0.233 |
|  | 0.712 | 0.661 | 0.539 | 0.408 | 0.308 | 0.251 | 0.233 |
| 0.4 | 0.232 | 0.203 | 0.142 | 0.086 | 0.053 | 0.037 | 0.032 |
| 0.5 | 0.232 0.055 | ${ }_{0}^{0.2045}$ | 0.142 0.025 | ${ }_{0}^{0.086}$ | ${ }_{0}^{0.052}$ | 0.036 0.003 | 0.032 0.002 |
|  | 0.055 | 0.045 | 0.025 | 0.012 | 0.005 | 0.003 | 0.002 |
| 0.6 | 0.010 | 0.007 | 0.003 | 0.001 | 0.000 | 0.000 | 0.000 |
|  | 0.009 | 0.007 | 0.003 | 0.001 | 0.000 | 0.000 | 0.000 |
| 0.7 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | 0.001 | 0.001 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 0.8 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |

[^53]${ }^{12}$ H. N. Olsen, C. D. Maldonado, G. D. Duckworth, and A. P. Caron, "Investigation of the Interaction of an External Magnetic Field with an Electric Arc," Final Report under Contract AF33(615)-1105, ARL 66-0016 (December 1965).
${ }^{13}$ C. D. Maldonado, A. P. Caron, and H. N. Olsen, J. Opt. Soc. Am. 55, 1247 (1965).
plasma light source corresponding to the positive column of a free-burning argon arc. Despite the success which was achieved in that particular application, the initial impetus for the work presented in this paper as stated previously, was motivated by the need of a procedure for inverting Eq. (1.1) which would yield information on the spatial distribution of the emission coefficient from known experimental data on the integrated intensity distribution for completely asymmetrical light sources. We feel that the series representation method of this paper does accomplish this objective and in fact, it is applied ${ }^{14}$ to an asymmetrical plasma light source which is obtained experimentally through the interaction of a free-burning argon arc with a cross magnetic field. The spatial distribution of the emission coefficient corresponding to the atomic spectral line is presented in Ref. 14, which is, as far as we know, the first publication of such information in the open literature.
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## APPENDIX A

The essential steps which are necessary in order to evaluate the integral

$$
\begin{align*}
& I_{m+2 k}^{ \pm m}(\xi, \alpha x) \\
& \quad=\int_{-\infty}^{+\infty} d y U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right) \exp \left(-\alpha^{2} y^{2}\right) \tag{A1}
\end{align*}
$$

[^54]are presented in this Appendix. It follows from this integral that the first and obvious step is to express $U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ in terms of the laboratory coordinate system $(x, y)$. This is readily done by making use of the "invariant in form" property of the orthogonal polynomials to a rotation of axes given $\mathrm{by}^{9} U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)=\exp ( \pm i m \xi) U_{m+2 k}^{ \pm m}(\alpha x, \alpha y)$.

The introduction of this "invariant in form" property for $U_{m+2 k}^{ \pm m}\left(\alpha x^{\prime}, \alpha y^{\prime}\right)$ into Eq. (A1) yields
$I_{m+2 k}^{ \pm m}(\xi, \alpha x)=\exp ( \pm i m \xi)$

$$
\begin{equation*}
\times \int_{-\infty}^{+\infty} d y U_{m+2 k}^{ \pm m}(\alpha x, \alpha y) \exp \left(-\alpha^{2} y^{2}\right) \tag{A2}
\end{equation*}
$$

which we can write as

$$
\begin{align*}
& I_{m+2 k}^{ \pm m}(\xi, \alpha x)=(-1)^{k}\left(\alpha / \pi^{3}\right) \exp ( \pm i m \xi)\left[\frac{k!}{(m+k)!}\right]^{\frac{1}{2}} \sum_{s=0}^{m} \\
&( \pm i)^{s}\left[\frac{m!}{s!(m-s)!}\right](\alpha x)^{m-s}  \tag{A3}\\
& \times \int_{-\infty}^{+\infty} d y(\alpha y)^{s} L_{k}^{m}\left[\alpha^{2}\left(x^{2}+y^{2}\right)\right] \exp \left(-\alpha^{2} y^{2}\right)
\end{align*}
$$

when $U_{m+2 k}^{ \pm m}(\alpha x, \alpha y)$ is replaced by the finite series

$$
\begin{align*}
& U_{m+2 k}^{ \pm m}(\alpha x, \alpha y) \\
&=(-1)^{k}\left(\alpha / \pi^{\frac{1}{2}}\right)\left[\frac{k!}{(m+k)!}\right]^{\frac{1}{s}} L_{k}^{m}\left[\alpha^{2}\left(x^{2}+y^{2}\right)\right] \\
& \times \sum_{s=0}^{m}( \pm i)^{s}\left[\frac{m!}{s!(m-s)!}\right](\alpha x)^{m-s}(\alpha y)^{s} . \tag{A4}
\end{align*}
$$

Equation (A4) is Eq. (2.3) with $\left[\alpha^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{\ddagger^{m}}$ $\exp ( \pm i m \varphi)$ replaced by the binomial expansion for $\left[\alpha\left(x^{\prime} \pm i y^{\prime}\right)\right]^{n}$ and $\left(x^{\prime}, y^{\prime}\right)$ by ( $x, y$ ). The integral in Eq. (A3) is nonzero only for even values of $s$ and for these even values of $s$ we use the finite sum ${ }^{10}$

$$
\begin{equation*}
L_{k}^{m}\left[\alpha^{2}\left(x^{2}+y^{2}\right)\right]=\sum_{r=0}^{k} L_{k-r}^{p}\left(\alpha^{2} x^{2}\right) L_{r}^{q}\left(\alpha^{2} y^{2}\right) \tag{A5}
\end{equation*}
$$

which is valid for $m=p+q+1$, to write Eq. (A3) as

$$
\begin{align*}
& I_{m+2 k}^{ \pm m}(\xi, \alpha x)=(-1)^{k}\left(\frac{\alpha}{\pi^{\frac{1}{4}}}\right) \exp ( \pm i m \xi)\left[\frac{k!}{(m+k)!}\right]^{\frac{1}{2}} \\
& \times \sum_{n=0}^{\left\lfloor\frac{1}{m}\right.}(-1)^{n}\left[\frac{m!}{(2 n)!(m-2 n)!}\right](\alpha x)^{m-2 n} \\
& \times \sum_{r=0}^{k} L_{k-r}^{p}\left(\alpha^{2} x^{2}\right) \int_{-\infty}^{+\infty} d y(\alpha y)^{2 n} L_{r}^{q}\left(\alpha^{2} y^{2}\right) \exp \left(-\alpha^{2} y^{2}\right) \tag{A6}
\end{align*}
$$

where in the latter expression $s$ has been set equal to $2 n$ for $n=0,1,2,3, \cdots$, and the upper limit $\left[\frac{1}{2} m\right]$ on the first sum is equal to $\frac{1}{2} m$ or $\frac{1}{2}(m-1)$ according as $m$ is even or odd.
To evaluate the integral in Eq. (A6) which is equivalent to

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d y(\alpha y)^{2 n} L_{r}^{q}\left(\alpha^{2} y^{2}\right) \exp \left(-\alpha^{2} y^{2}\right) \\
&=\left(\frac{1}{\alpha}\right) \int_{0}^{\infty} d t t^{n-\frac{1}{2}} L_{r}^{q}(t) \exp (-t) \tag{A7}
\end{align*}
$$

use is made of the tabulated result ${ }^{15}$ for the Laplace transform of $t^{n-\frac{t}{3}} L_{r}^{\alpha}(t)$ to write

$$
\begin{align*}
\int_{0}^{\infty} d t t^{n-\frac{t}{t}} L_{r}^{q}(t) & \exp (-t) \\
& =\frac{\pi^{\frac{1}{4}}(2 n)!\Gamma\left(q+r-n+\frac{1}{2}\right)}{n!2^{2 n} \Gamma(r+1) \Gamma\left(q-n+\frac{1}{2}\right)} \tag{A8}
\end{align*}
$$

Combining Eqs. (A7) and (A8) to eliminate the integral in Eq. (A6) and the subsequent use of the finite sum ${ }^{10}$
$L_{k}^{m-n-\frac{1}{t}}\left(\alpha^{2} x^{2}\right)$

$$
\begin{equation*}
=\sum_{r=0}^{k}\left[\frac{\Gamma\left(q+r-n+\frac{1}{2}\right)}{\Gamma(r+1) \Gamma\left(q-n+\frac{1}{2}\right)}\right] L_{k-r}^{p}\left(\alpha^{2} x^{2}\right) \tag{A9}
\end{equation*}
$$

yields

$$
\begin{align*}
I_{m+2 k}^{ \pm m}(\xi, \alpha x) & =(-1)^{k} \exp ( \pm i m \xi)\left[\frac{k!}{(m+k)!}\right] \\
& \times \sum_{n=0}^{||(1) m|}(-1)^{n}\left[\frac{m!}{n!(m-2 n)!2^{2 n}}\right] \\
& \times(\alpha x)^{m-2 n} L_{k}^{m-n-\frac{1}{2}}\left(\alpha^{2} x^{2}\right) \tag{A10}
\end{align*}
$$

Finally with the aid of the following differential expression:

$$
\begin{align*}
& L_{k}^{m-n-\frac{2}{2}}\left(\alpha^{2} x^{2}\right)=(-1)^{k}\left[(\alpha x)^{-(m-2 n)} / k!2^{2 k}\right] \\
& \quad \times \exp \left(\alpha^{2} x^{2}\right)\left[d^{2 k} / d(\alpha x)^{2 k}\right]\left[(\alpha x)^{m-2 n} \exp \left(-\alpha^{2} x^{2}\right)\right], \tag{A11}
\end{align*}
$$

Eq. (A10) may be expressed as

$$
\begin{align*}
I_{m+2 k}^{ \pm m}(\xi, \alpha x)= & \exp ( \pm i m \xi)[k!(m+k)!]^{-\frac{1}{2}} 2^{-(m+2 k)} \\
& \times \exp \left(\alpha^{2} x^{2}\right) \frac{d^{2 k}}{d(\alpha x)^{2 k}}\left\{\exp \left(-\alpha^{2} x^{2}\right) \sum_{n=0}^{\left\lvert\, \frac{1 m \mid}{}\right.}(-1)^{n}\left[\frac{m!}{n!(m-2 n)!}\right](2 \alpha x)^{m-2 n}\right\}, \tag{A12}
\end{align*}
$$

[^55]or more compactly by
\[

\left.$$
\begin{array}{rl}
I_{m+2 k}^{ \pm m}(\xi, \alpha x)= & \exp (
\end{array}
$$+i m \xi\right)[k!(m+k)!]^{-\frac{1}{2}},
\]

since
$H_{m}(\alpha x)=\sum_{n=0}^{13 m 1}(-1)^{n}\left[\frac{m!}{n!(m-2 n)!}\right](2 \alpha x)^{m-2 n}$
and

$$
\begin{align*}
H_{m+2 k}(\alpha x)= & \exp \left(\alpha^{2} x^{2}\right)\left[d^{2 k} / d(\alpha x)^{2 k}\right] \\
& \times\left[\exp \left(-\alpha^{2} x^{2}\right) H_{m}(\alpha x)\right] \tag{A15}
\end{align*}
$$

## APPENDIX B

In this Appendix we use the hypothetical example of Sec. III to show that the Fourier expressions of Eqs. (2.5) and (2.10) for the unknown expansion coefficients yield equivalent results. With no loss in generality the scale factor $\alpha$ is set equal to $\beta$ in order to simplify the calculations. For the time being we restrict our attention to Eq. (2.5) with $\alpha$ set equal to $\beta$. This yields for the unknown expansion coefficients the result

$$
\begin{align*}
& C_{m+2 k}^{ \pm m}(\beta)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d x^{\prime} d y^{\prime} f\left(x^{\prime}, y^{\prime}\right) \\
& \times \tilde{U}_{m+2 k}^{ \pm m}\left(\beta x^{\prime}, \beta y^{\prime}\right) \tag{B1}
\end{align*}
$$

which we can express in terms of Eq. (3.1) and the complex conjugate of Eq. (A4) with $\alpha$ set equal to $\beta$ and $(x, y)$ replaced by $\left(x^{\prime}, y^{\prime}\right)$ as

$$
\begin{align*}
& C_{m+2 k}^{ \pm m}(\beta, \lambda)=(-1)^{k}\left(\beta / \pi^{\left.\frac{1}{3}\right)}\left[\frac{k!}{(m+k)!}\right]^{\frac{1}{2}} B\right. \\
& \quad \times \sum_{s=0}^{m}( \pm i)^{s}\left[\frac{m!}{s!(m-s)!}\right] \\
& \quad \times \int_{-\infty}^{+\infty} d x^{\prime}\left(\beta x^{\prime}\right)^{m-s} \exp \left(-\lambda^{2} x^{\prime 2}\right) \\
& \quad \times \int_{-\infty}^{+\infty} d y^{\prime}\left(\beta y^{\prime}\right)^{s} L_{k}^{m}\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left(-\beta^{2} y^{\prime 2}\right) \tag{B2}
\end{align*}
$$

Replacing $L_{k}^{m}\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]$ in the double integral of Eq. (B2) by the finite series representation ${ }^{10}$

$$
\begin{align*}
L_{k}^{m}\left[\beta ^ { 2 } \left(x^{\prime 2}\right.\right. & \left.\left.+y^{\prime 2}\right)\right] \\
= & \sum_{n=0}^{k}(-1)^{n}\left[\frac{(m+k)!}{(k-n)!(m+n)!n!}\right] \\
& \quad \times\left[\beta^{2}\left(x^{\prime 2}+y^{\prime 2}\right)\right]^{n} \tag{B3}
\end{align*}
$$

and using the binomial theorem to expand $\left[\beta^{2}\left(x^{\prime 2}+\right.\right.$ $\left.\left.y^{\prime 2}\right)\right]^{n}$ we obtain

$$
\begin{align*}
C_{m+2 k}^{ \pm m}(\beta, \lambda) & =(-1)^{k}\left(\frac{\beta}{\pi^{\frac{1}{2}}}\right)\left[\frac{k!}{(m+k)!}\right]^{k} B \sum_{s=0}^{m}(\mp i)^{s}[m!/ s!(m-s)!] \sum_{n=0}^{k}(-1)^{n}\left[\frac{(m+k)!}{(k-n)!(m+n)!n!}\right] \\
& \times \sum_{k=0}^{n}\left[\frac{n!}{q!(n-q)!}\right] \int_{-\infty}^{+\infty} d x^{\prime}\left(\beta x^{\prime}\right)^{2(n-\alpha)+m-s} \exp \left(-\lambda^{2} x^{\prime 2}\right) \int_{-\infty}^{+\infty} d y^{\prime}\left(\beta y^{\prime}\right)^{2 \alpha+s} \exp \left(-\beta^{2} y^{\prime 2}\right) \tag{B4}
\end{align*}
$$

From the integrals in this last expression it follows that the coefficients $C_{m+2 k}^{ \pm m}(\beta, \lambda)$ are nonzero only for even values of $m$ and $s$. And for these even values of $m$ and $s$ which we denote by $m=2 p$ and $s=2 r$ for $p, r=0,1,2,3, \cdots$, Eq. (B4) becomes

$$
\begin{align*}
& C_{2(p+k)}^{ \pm 2 p}(\beta, \lambda)=(-1)^{k}\left(\frac{\pi^{2}}{\lambda}\right)\left[\frac{k!}{(k+2 p)!}\right]^{\frac{1}{2}}\left(\frac{\beta}{2 \lambda}\right)^{2 p} B \sum_{r=0}^{p}(-1)^{r}\left\{\frac{(2 p)!}{(2 r)![2(p-r)]!}\right\}\left(\frac{\lambda}{\beta}\right)^{2 r} \\
& \quad \times \sum_{n=0}^{k}(-1)^{n}\left[\frac{(k+2 p)!}{(k-n)!(n+2 p)!n!}\right]\left(\frac{\beta}{2 \lambda}\right)^{2 n} \sum_{q=0}^{n}\left\{\frac{n![2(q+r)]![2(n-q+p-r)]!}{q!(n-q)!(q+r)!(n-q+p-r)!}\right\}\left(\frac{\lambda}{\beta}\right)^{2 q}, \tag{B5}
\end{align*}
$$

where use has been made of the tabulated results ${ }^{16}$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d x^{\prime}\left(\beta x^{\prime}\right)^{2(n-q+p-r)} \exp \left(-\lambda^{2} x^{\prime 2}\right)=\left(\frac{\pi^{3}}{\lambda}\right)\left\{\frac{[2(n-q+p-r)]!}{(n-q+p-r)!}\right\}\left(\frac{\beta}{\lambda}\right)^{2(n-\theta+p-r)} \tag{B6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d y^{\prime}\left(\beta y^{\prime}\right)^{2(a+r)} \exp \left(-\beta^{2} y^{\prime 2}\right)=\left(\frac{\pi^{\frac{1}{2}}}{\beta}\right)\{[2(q+r)]!/(q+r)!\} \tag{B7}
\end{equation*}
$$

Calculations based on Eq. (B5) were carried out for $k, p=0,1,2$, and 3, and the obtained results for the normalized coefficients $\lambda C_{2(p+k)}^{ \pm 2 p}(\beta, \lambda) / \pi^{\frac{1}{2}} B$ are tabulated in Table II.

To check whether Eq. (2.10), when applied to the hypothetical example of Sec. III, yields results
equivalent to those of Eq. (B5), we now concern ourselves with the evaluation of the integral

$$
\begin{equation*}
C_{m+2 k}^{ \pm m}(\beta)=\left(\frac{\beta}{2 \pi^{\frac{1}{2}}}\right)\left\{\frac{[k!(m+k)!]^{\frac{1}{2}}}{(m+2 k)!}\right\} \int_{-\pi}^{\pi} d \xi \cos (m \xi) \int_{-\infty}^{+\infty} d x g(\xi, x) H_{m+2 k}(\beta x), \tag{B8}
\end{equation*}
$$

which is Eq. (2.10) for a spectrum $g(\xi, x)$ that is an even function of $\xi$ and $\alpha$ set equal to $\beta$. When expressed in terms of the spectrum for $g(\xi, x)$ as given by Eq. (3.2), Eq. (B8) becomes

$$
\begin{align*}
& C_{m+2 k}^{ \pm m}(\beta, \lambda)=\left(\frac{\beta}{2 \pi \lambda}\right)\left\{\frac{[k!(m+k)!]^{\frac{1}{2}}}{(m+2 k)!}\right\} B \int_{-\pi}^{\pi} d \xi\left[\cos (m \xi) /\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)^{4}\right] \\
& \times \int_{-\infty}^{+\infty} d x \exp \left[-\beta^{2} x^{2} /\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)\right] H_{m+2 k}(\beta x) \tag{B9}
\end{align*}
$$

and for the same reason as was given previously with regard to Eq. (3.3), this expression is nonzero only for even values of $m$. And for these even values of $m$ which we denote by $m=2 p$ for $p=0,1,2,3, \cdots$, the second integral in Eq. (B9) is the Gauss transform of $H_{2(p+k)}(\beta x)$ given by the tabulated result ${ }^{10}$

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d x \exp \left[-\frac{\beta^{2} x^{2}}{\left(\sin ^{2} \xi+(\beta / \lambda)^{2} \cos ^{2} \xi\right)}\right] H_{2(p+k)}(\beta x) \\
& =\left(\frac{\pi^{3}}{\beta}\right)\left\{\frac{[2(p+k)]!}{(p+k):}\right\}\left[\left(\frac{\beta}{\lambda}\right)^{2}-1\right]^{p+k} \\
& \quad \times\left[\sin ^{2} \xi+\left(\frac{\beta}{\lambda}\right)^{2} \cos ^{2} \xi\right]^{\frac{1}{2}} \cos ^{2(p+k)}(\xi) . \tag{B10}
\end{align*}
$$

Setting $m=2 p$ in Eq. (B9) and subsequently using Eq. (B10) to eliminate the second integral yield for $C_{2(p+k)}^{ \pm 2 \nu}(\beta, \lambda)$ the expression

Table II. Normalized coefficients $\lambda C_{2(p+k)}^{ \pm 2 p}(\beta \lambda) / \pi^{\frac{1}{3} B}$ for $k, p \leq 3$.

| $p$ | 0 | 1 | $2$ | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | $2 \chi^{\text {a }}$ | $6 \chi^{2}$ | $20 \chi^{8}$ |
| 1 | (2) ${ }^{\frac{1}{2}} x$ | $2(6)^{\frac{1}{4}} \chi^{2}$ | $10(3){ }^{\frac{1}{8}}$ | $28(5){ }^{\frac{1}{4}}{ }^{4}$ |
| 2 | (6) ${ }^{\text {a }}{ }^{2}$ | $2(30)^{\frac{1}{4}} \mathrm{x}^{3}$ | 14(10) ${ }^{\frac{2}{4}} x^{4}$ | $12(210)^{\frac{1}{4}}{ }^{5}$ |
| 3 | $2(5)^{\frac{1}{4}} \chi^{4}$ | $4(35){ }^{\frac{1}{4}} \chi^{4}$ | $18(35)^{\frac{1}{4}} \chi^{5}$ | $22(210){ }^{4} \chi^{6}$ |

$$
\begin{align*}
& C_{2(p+k)}^{ \pm 2 p}(\beta, \lambda) \\
&=\left(\frac{1}{2 \pi^{\hbar} \lambda}\right)\left\{\frac{\left[k!(k+2 p)!^{\frac{1}{2}}\right.}{(p+k)!}\right\}\left[\left(\frac{\beta}{\lambda}\right)^{2}-1\right]^{p+k} \\
& \times B \int_{-\sigma}^{\pi} d \xi \cos (2 p \xi) \cos ^{2(p+k)}(\xi) \tag{B11}
\end{align*}
$$

which we can rewrite in terms of the tabulated result ${ }^{18}$

$$
\begin{align*}
& \int_{-}^{\pi} d \xi \cos (2 p \xi) \cos ^{2(p+k)}(\xi) \\
&=\left\{\frac{2 \pi[2(p+k)]!}{k!(k+2 p)!2^{2(p+k)}}\right\} \tag{B12}
\end{align*}
$$

as

$$
\begin{align*}
& C_{2(p+k)}^{ \pm 2 p}(\beta, \lambda) \\
&=\left(\frac{\pi^{3}}{\lambda}\right)\left\{\frac{[2(p+k)]!}{[k!(k+2 p)!]^{3}(p+k)!}\right\} \\
& \times\left[\left(\frac{\beta}{2 \lambda}\right)^{2}-\left(\frac{1}{2}\right)^{2}\right]^{p+k} B . \tag{B13}
\end{align*}
$$

Finally, we can readily verify by direct computations that the results obtained from Eq. (B13) for the normalized coefficients $\lambda C_{2(\nu+k)}^{ \pm 2 p}(\beta, \lambda) / \pi^{\frac{3}{2}} B$ are equivalent and in complete accord with the results tabulated in Table II based on Eq. (B5).
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#### Abstract

The relaxation of the velocity distribution to equilibrium in an electron plasma in which the dominant collisions are described by the Fokker-Planck operator is studied. It is shown mathematically that the linearized collision operator possesses a continuous spectrum of eigenvalues which extends over the entire real interval from zero to infinity. Consequently the decay to equilibrium is not uniformly exponential. For large values of the time the decay to Maxwellian is shown to be of the order of the inverse power of the time variable. Moreover the rate of decay depends also on the initial perturbation.


## 1. INTRODUCTION

ONE of the fundamental problems in the kinetic theory of gases is the study of the approach to equilibrium. Given an arbitrary initial velocity distribution we know from the $H$ theorem that the collisions among the particles in the gas will in the course of time bring it to an equilibrium distribution. However, the $H$ theorem fails to disclose how rapidly the final equilibrium distribution is attained. A knowledge of this relaxation time is nevertheless essential for the kinetic theoretical derivation of the complete set of hydrodynamic equations describing the fluidlike behavior of the gas.

In this article we are in particular interested in the relaxation problem of a dilute, fully ionized gas consisting of electrons imbedded in a stationary, uniformly smeared-out, neutralizing ion background, in which the dominant collisions are described by a Fokker-Planck collision operator. For simplicity only electron-electron collisions are taken into account. While this problem has attracted the attention of several authors, most of the work was either done numerically ${ }^{1}$ or by assuming a priori that the linearized Fokker-Planck collision operator may be expanded in a series of orthogonal polynomials. ${ }^{2}$ The latter method is equivalent to the a priori assumption that the Fokker-Planck operator possesses a discrete spectrum of eigenvalues bounded away from zero. However, it is well known that

[^56]in the case of neutral gases the eigenvalue spectrum of the Boltzmann collision operator for soft potentials has a continuous part extending from a finite eigenvalue all the way to zero. On the basis of this it is reasonable to suspect that the eigenvalue spectrum of the Fokker-Planck collision operator for a Coulomb potential might have a similar property. Hence it is justified that one makes a careful study of the mathematical nature of the eigenvalue spectrum of the linearized Fokker-Planck operator. It as not until very recently that attempts were made in this direction. Su and also Lewis gave nonrigorous indications of the existence of a continuous eigenvalue spectrum. ${ }^{3}$ In this article we rigorously determine the extent of the continuous spectrum and also show how this influences the decay time of the perturbed velocity distribution function of the particles in the gas.

The argument of this paper is partly physical (or at least formal mathematically) and partly rigorous mathematically. In Sec. 2, which is the former, we deduce the linearized form of the FokkerPlanck equation which we intend to use. It turns out that this can be written as

$$
\begin{equation*}
\left(L_{1}+L_{2}\right) g=-\partial g / \partial t \tag{1.1}
\end{equation*}
$$

where $g=g(c, t), c$ is the velocity variable $(0<c<\infty)$, and $t$ is the time. In (1.1), $L_{1}$ is a second-order differential operator and $L_{2}$ an integral operator, both involving only the variable $c$.

At this point the mathematics becomes rigorous. We start by studying the spectrum associated with the operator $L_{1}+L_{2}$. It turns out that $L_{2}$ is completely continuous, so that the continuous spectrum

[^57]is the continuous spectrum determined by $L_{1}$ alone, and we are able to show that this consists of exactly the positive real axis. This work is done in Sec. 3, although the more complicated mathematics is removed to the Appendix.

We then want to use this in Sec. 4 to examine the decay behavior of solutions of (1.1), and at this point we make two further assumptions. Both these assumptions are physically extremely reasonable, but they are mathematically assumptions which should ideally be proved from Eq. (1.1), and we hope to return to their proof in a later paper. The first assumption is that in discussing the decay behavior of solutions of (1.1) we can in fact ignore $L_{2}$ so that what we are really discussing is the decay behavior of solutions of

$$
\begin{equation*}
L_{1} g=-\partial g / \partial t . \tag{1.2}
\end{equation*}
$$

The second assumption is that $L_{1}$ has no negative eigenvalues. Not only is this physically reasonable, but numerical work on the computer also suggests it most strongly.

With these assumptions we show in Sec. 4 that the solution of (1.1) [or, more accurately of (1.2)] satisfying any reasonable initial conditions decays at least as fast as $O\left(t^{-1}\right)$, and although the rate of decay depends on the initial conditions, we can show that at least "in general" the decay is not as fast as exponential. ${ }^{4}$

## 2. FORMULATION OF THE RELAXATION PROBLEM

Let us consider a spatially homogeneous electron gas in a stationary, neutralizing, uniformly smearedout ion background such that the dominant collision process may be described by the Fokker-Planck collision operator with a cutoff. For simplicity only electron-electron interactions are taken into account. In the absence of external forces the basic equation governing the relaxation problem is

$$
\begin{align*}
& \frac{\partial}{\partial t} \hat{f}(\mathbf{v}, t)=\frac{2 \pi n e^{4} \ln \Lambda}{m^{2}} \int_{-\infty}^{\infty} d \mathbf{v}_{1} \\
& \quad \times \frac{\partial}{\partial \mathbf{v}} \cdot\left[\frac{g^{2} \mathbf{I}-\mathbf{g g}}{g^{3}} \cdot\left(\frac{\partial}{\partial \mathbf{v}}-\frac{\partial}{\partial \mathbf{v}_{1}}\right) \hat{f}(\mathbf{v}, t) \hat{f}\left(\mathbf{v}_{1}, t\right)\right], \tag{2.1}
\end{align*}
$$

[^58]where $\Lambda \equiv \lambda_{D} / r_{L}, \lambda_{D}=\left(K T / 4 \pi n e^{2}\right)^{\frac{1}{t}}$ is the Debye length, $r_{L}=e^{2} / K T$ is the mean distance of closest approach in a Coulomb encounter, $g=\mathbf{v}-\mathbf{\nabla}_{1}$ is the relative velocity, $I$ is the unit dyadic. The other symbols used in (2.1) are those commonly employed in plasma kinetic theory and need no further explanation.

It may be verified by direct substitution that the Maxwell-Boltzmann distribution

$$
\begin{equation*}
\hat{f}_{0}(v)=n(m / 2 \pi K T)^{\frac{3}{2}} \exp \left(-m v^{2} / 2 K T\right), \tag{2.2}
\end{equation*}
$$

where the number density $n$ and the temperature $T$ are constants, causes the right-hand side of Eq. (2.1) to vanish. This shows that $\hat{f}_{0}(v)$ is a solution of the stationary problem. Moreover, from the $H$ theorem it is a well-known fact that eventually the gas will relax to the distribution $\hat{f}_{0}(\mathrm{v})$ and that this is the unique equilibrium distribution.

Let us now suppose that the gas is slightly disturbed from its initial equilibrium state. We wish to know how rapidly $\hat{f}(\mathrm{v}, t)$ relaxes to equilibrium. Accepting the fact that the Maxwell-Boltzmann distribution will be reached eventually, we put in Eq. (2.1)

$$
\begin{equation*}
\hat{f}(\mathrm{v}, t)=\hat{f}_{0}(\mathrm{v})[1+\hat{h}(\mathrm{v}, t)] \tag{2.3}
\end{equation*}
$$

and neglect quadratic terms in $\hat{h}(\mathbf{v}, t)$. We then obtain a linearized Fokker-Planck equation. Since the particle interactions are assumed to be governed by a central force law, it may be shown by direct calculation that the angular dependence of the Fokker-Planck operator in (2.1) is just the spherical harmonic operator. Thus by writing the kinetic equation (2.1) in spherical polar coordinates and letting

$$
\begin{equation*}
\hat{h}(\nabla, t)=\sum_{l, m} g_{l, m}(v, t) Y_{\imath, m}(\theta, \phi) \tag{2.4}
\end{equation*}
$$

the equation for the angular dependence $Y_{l, m}(\theta, \phi)$ of the perturbation distribution function $\hat{h}(\boldsymbol{v}, t)$ may be uncoupled from the equation governing the radial distribution $\hat{g}_{l, m}(\nabla, t)$. Futhermore it is convenient to measure the time in units of the "relaxation time" and the velocity in units of the thermal velocity by means of the transformations
$\tau=(3 / 2 \sqrt{2 \pi})\left(\omega_{\mathcal{p}} \ln \Lambda / \Lambda\right) t, \quad \mathbf{c}=(m / 2 K T)^{\frac{1}{\mathbf{v}} \mathbf{v},}$
where $\omega_{p}=\left(4 \pi n e^{2} / m\right)^{\frac{1}{2}}$ is the electron plasma frequency.
The linearized Fokker-Planck equation for the perturbation in the radial distribution function then
assumes the form

$$
\begin{aligned}
& \frac{\partial}{\partial \tau} g_{l, m}(c, \tau)=\left[\frac{\Phi(c)}{c^{3}}-\frac{e^{-c^{2}}}{c^{2}}\right] \frac{\partial^{2} g_{l, m}}{\partial c^{2}} \\
& \quad+\left[\frac{e^{-c^{2}}}{c^{3}}\left(1+4 c^{2}\right)-\frac{\Phi(c)}{c^{4}}\left(1+2 c^{2}\right)\right] \frac{\partial g_{l, m}}{\partial c} \\
& \quad+\left\{4 e^{-c^{2}}-\frac{l(l+1)}{2 c^{4}}\left[\frac{\Phi(c)}{c}\left(2 c^{2}-1\right)+e^{-c^{2}}\right]\right\} g_{l, m} \\
& \quad+4 \int_{0}^{\infty} c_{1}^{2} e^{-c_{1}^{2}} K_{l}\left(c, c_{1}\right) g_{l, m}\left(c_{1}, \tau\right) d c_{1}
\end{aligned}
$$

where

$$
\begin{aligned}
& \Phi(c) \equiv \int_{0}^{0} e^{-z^{2}} d x, \\
& \left\{\frac { 2 } { 2 l + 1 } \left\{\frac{c_{1}^{l}}{c^{l+1}}\left[\frac{(l+1)(l+2)}{2 l+3} c_{1}^{2}-1\right]\right.\right. \\
& K_{l}\left(c, c_{1}\right)=\left\{\begin{array}{c}
-\frac{l(l-1) c_{1}^{l}}{\left.(2 l-1) c^{l-1}\right\}} \text { for } c_{1}<c, \\
\frac{2}{2 l+i_{2} 1}\left\{\frac{c^{l}}{c_{1}^{l+1}}\left[\frac{(l+1)(l+2)}{2 l+3} c^{2}-1\right]\right. \\
\left.-\frac{l(l-1) c^{l}}{(2 l-1) c^{i-1}}\right\}
\end{array} \text { for } c_{1}>c .,\right.
\end{aligned}
$$

[The independence of (2.6) from $m$ shows that the subscript $m$ in $g_{l, m}$ can be-and is-dropped.] This equation has been obtained also by Su. By direct substitution it may be verified that for $l=0(m=0)$, the functions $g_{0}=1$ and $g_{0}=c^{2}$ make the righthand side of Eq. (2.6) vanish. This corresponds to the conservation of mass and energy, respectively. Similarly, for $l=1(m=0, \pm 1)$, we have $g_{1}=c$ as a solution to the linearized Fokker-Planck equation in three dimensions, which corresponds to the conservation of momentum.

It is now convenient to introduce the transformation

$$
\begin{equation*}
g_{l}(c, \tau)=c e^{-c^{z} / 2} g_{l}(c, \tau) . \tag{2.7}
\end{equation*}
$$

Equation (2.6) then reduces to

$$
\begin{equation*}
-(\partial / \partial \tau) g_{1}=\left(L_{1}+L_{2}\right) g_{1}, \tag{2.8}
\end{equation*}
$$

where

$$
\begin{gathered}
L_{15} \equiv-(\partial / \partial c)[p(c)(\partial / \partial c)]+q(c), \\
L_{2} \equiv-4 \int_{0}^{\infty} c c_{1} e^{-\frac{t}{1}\left(c^{2}+c_{2}\right)} K_{l}\left(c, c_{1}\right) d c_{1}, \\
p(c) \equiv\left(1 / c^{3}\right)\left(\Phi[c]-c e^{-c^{2}}\right), \\
q(c) \equiv\left(3 / c^{5}\right)\left(\frac{2}{3} c^{3} e^{-c^{4}}+c e^{-c^{2}}-\Phi[c]\right)+\left(1 / c^{2}\right) q^{*}(c),
\end{gathered}
$$

$$
\begin{aligned}
& q^{*}(c) \equiv c\left(\Phi[c]-7 c e^{-c^{2}}\right) \\
&+\frac{1}{2} l(l+1)\left\{\left[\Phi(c) / c^{3}\right]\left(2 c^{2}-1\right)+\left(e^{-c^{2}} / c^{2}\right)\right\} \\
& \Phi(c) \equiv \int_{0}^{c} e^{-\nu^{2}} d y
\end{aligned}
$$

## 3. ASSOCLATED EIGENVALUE PROBLEM

In order to study the behavior of the distribution function we first consider the spectral behavior of the operator $L_{1}+L_{3}$ in the space $L^{2}(0, \infty)$. This square integrability condition imposed on the distribution function is in a sense connected with the existence of the entropy as was shown by Waldmann. ${ }^{5}$ We first note that $L_{2}$ is a symmetric HilbertSchmidt operator, since it is an integral operator with a kernel $H\left(c, c_{1}\right)$, say, which is symmetric and satisfies

$$
\int_{0}^{\infty} \int_{0}^{\infty} H^{2}\left(c, c_{1}\right) d c d c_{1}<\infty
$$

Hence $L_{2}$ is certainly compact and by a well-known theorem due to Weyl (p. 367 of Ref. 6) the set of limit points of the spectrum of $L_{1}+L_{2}$ (provided $L_{1}$ is self-adjoint) will be the same as that for $L_{1}$ alone. What we are going to do in the present section is to show that the spectrum of $L_{1}$ is continuous over $(0, \infty)$ and is otherwise at most discrete, and then that the same must hold also for $L_{1}+L_{2}$.

To make $L_{1}$ essentially self-adjoint, we have to introduce a boundary condition at $c=0$, at least when $l=0$, and in view of (2.7), we take the boundary condition to be $g_{l}(0, \tau)=0$. We can then verify that $L_{1}$ is essentially self-adjoint, or, what amounts to the same thing, that we have the limitpoint case at both ends of the $c$ interval $[0, \infty)$.

That the problem is limit point at $c=\infty$ means that there is only one linearly independent solution of $L_{1} y=\lambda y$ which is $L^{2}(A, \infty), A$ being a positive constant and $\lambda$ a nonreal number. This implies that an eigenvalue problem is properly defined without the need for any further boundary conditions at $c=\infty$. Similarly for $c=0$ (cf. Ref. 7, Chap. II).

To verify this at $c=0$, we note that near $c=0$ we have

$$
\begin{aligned}
& p(c)=\frac{2}{3}+O\left(c^{2}\right), \\
& q(c)=\frac{2}{3} l(l+1) / c^{2}+O(1) .
\end{aligned}
$$

Hence if $l=0$, there is no singularity of the equation

[^59]at $c=0$, and there is thus one (and apart from an unimportant multiplicative constant) only one solution which satisfies the boundary condition $g_{l}(0)=0$. Hence the problem is limit point.

If $l \neq 0$, it is once again standard work to see that there are two linearly independent solutions which for small $c$ are of order $c^{l+1}$ and $c^{-l}$. Only multiples of the former can vanish at $c=0$, or indeed ever belong to the Hilbert space $L^{2}(0, \infty)$. Hence if $l \neq 0$, the problem is limit point at $c=0$ even without the boundary condition.

For the behavior for large values of $c$, and also for the purpose of discussing the nature of the spectrum, it is best to simplify the differential operator by applying the Liouville transformation:

$$
U_{l}=p^{\frac{1}{2}} g_{l}, \quad x=\int_{0}^{e}\{p(\xi)\}^{-\frac{1}{2}} d \xi
$$

The equation $L_{1} g_{i}=-\lambda g_{i}$ then takes the form

$$
\begin{equation*}
\left(d^{2} u_{t} / d x^{2}\right)+\{\lambda-Q(x)\} u_{t}=0 \quad(0<x<\infty), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
Q(x)= & \frac{3}{c^{5}}\left(\Phi[c]-c e^{-c^{2}}\right)-\frac{2}{c^{2}} e^{-c^{2}}-e^{-c^{2}} \\
& -\frac{c}{16} \frac{\left\{2 e^{-c^{2}}-\left(3 / c^{3}\right)\left(\Phi[c]-c e^{-c^{2}}\right)\right\}^{2}}{\Phi(c)-c e^{-c^{2}}}+q(c)
\end{aligned}
$$

Both $x$ and $c$ become large together. In fact, for large $c, x \sim c^{5 / 2}$ and so we see that $Q(x) \rightarrow 0$ as $x \rightarrow \infty$. This at once implies that the eigenvalue problem associated with (3.1) is limit point at $x=\infty$, and furthermore that the spectrum is discrete for $\lambda<0$ and continuous for $\lambda \geq 0$ (cf. Sec. 5.5 of Ref. 7).

However, for the purpose of the next section, we need to know more than just that the spectrum is continuous for $\lambda \geq 0$. We need to show also that the "spectral density" (an intuitive idea that is defined explicitly in the Appendix) is bounded for small positive value of $\lambda$, and this we prove in the Appendix using the fact that not only does $Q(x) \rightarrow 0$, but it does so very smoothly.

## 4. DECAY TO EQUILIBRIUM

The existence of the continuous spectrum extending to the origin influences the relaxation process a great deal. We cannot expect a uniform exponential decay to equilibrium. Of particular importance are the $\lambda \approx 0$ modes, since they dominate the behavior of the relaxation process for large values of time. For these values of $\lambda$ near zero it is plausible to
assume that the relaxation process is dominated by the continuous spectrum of the differential operator $L_{1}$. To estimate the decay time corresponding to these very small values of $\lambda$, we therefore study the behavior as $\tau \rightarrow \infty$ of the solution $u_{l}(x, \tau)$ of the partial differential equation
$(\partial / \partial \tau) u_{l}(x, \tau)$

$$
\begin{equation*}
=\left[\left(\partial^{2} / \partial x^{2}\right)-Q(x)\right] u_{l}(x, \tau) \quad(x, \tau \geq 0) \tag{4.1}
\end{equation*}
$$

which satisfies the boundary condition

$$
\begin{equation*}
u_{\imath}(x, 0)=w(x) \tag{4.2}
\end{equation*}
$$

where $w(x)$ is the initial perturbation of the radial distribution function. We suppose, as is physically perfectly reasonable, that $w(x)$ satisfies the following conditions:
(i) $w(x)$ is twice differentiable and $L(0, \infty)$, while both $w(x)$ and $Q(x) w(x)-w^{\prime \prime}(x)$ are $L^{2}(0, \infty)$.
(ii) $w(0)=0$.
(iii) For every $\alpha>0$, as $x \rightarrow \infty$

$$
w(x)=o\left(e^{\alpha x}\right) ; \quad w^{\prime}(x)=o\left(e^{\alpha x}\right)
$$

We then have the following result.
Theorem: If $Q(x)$ satisfies the conditions (i)-(iv) in the Appendix, and if $w(x)$ satisfies the conditions (i)-(iii) above, and if the eigenvalue problem associated with the equation

$$
\begin{equation*}
\left(d^{2} y / d x^{2}\right)+[\lambda-Q(x)] y=0 \tag{4.3}
\end{equation*}
$$

and the boundary condition $y(0)=0$ (the boundary condition being required only in the case $l=0$ ) has no negative eigenvalues, then we can construct a solution of (4.1) and (4.2) which has the property that, for fixed $x$ and as $\tau \rightarrow \infty$, the solution decays at least as fast as $\tau^{-1}$.

Before giving the proof of the theorem, we remember that the assumption that (4.3) has no negative eigenvalues has not been proved for the particular $Q(x)$ of (3.2), although it is physically reasonable. We remark also that we say nothing about the uniqueness of the solution. There is no reason to suppose that there is only one solution satisfying (4.1) and (4.2), although the solution would be unique if we imposed further conditions. Since, however, the solution we do obtain is the physically relevant one, we leave the question of uniqueness for the moment.

Proof: We give this for the case $l=0$, since this is the case that is discussed in detail in the

Appendix. There is no difficulty in extending the arguments to $l \neq 0$.

We first show the existence of a solution. By the spectral theorem given in Chap. III of Ref. 7 we can express $w(x)$ in terms of eigenfunctions of (4.3) by

$$
\begin{equation*}
w(x)=\frac{1}{\pi} \int_{0}^{\infty} \phi(x, \lambda) d F(\lambda) \tag{4.4}
\end{equation*}
$$

the integral is taken only over positive values of $\lambda$ because we are assuming no negative spectrum. Here

$$
\begin{gathered}
F(\lambda)=\int_{0}^{\infty} \chi(y, \lambda) w(y) d y \\
\chi(y, \lambda)=\int_{0}^{\lambda} \phi(y ; \mu) d k(\mu)
\end{gathered}
$$

where the functions $\phi$ and $k$ are defined in the Appendix. From the continuity properties of the spectral density given there, we can write

$$
x(y, \lambda)=-\int_{0}^{\lambda} \phi(y, \mu) \operatorname{Im} m(\mu) d \mu
$$

and so

$$
\begin{gathered}
F(\lambda)=-\int_{0}^{\lambda} \operatorname{Im} m(\mu)\left[\int_{0}^{\infty} \phi(y, \mu) w(y) d y\right] d \mu \\
F^{\prime}(\lambda)=-\operatorname{Im} m(\lambda)\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right]
\end{gathered}
$$

and (4.4) appears as

$$
\begin{align*}
w(x)= & -\frac{1}{\pi} \int_{0}^{\infty} \phi(x, \lambda) \\
& \times\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right] \operatorname{Im} m(\lambda) d \lambda \tag{4.5}
\end{align*}
$$

Now consider the function

$$
\begin{align*}
u_{l}(x, \tau) & =-\frac{1}{\pi} \int_{0}^{\infty} e^{-\lambda \tau} \phi(x, \lambda) \\
\times & {\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right] \operatorname{Im} m(\lambda) d \lambda } \tag{4.6}
\end{align*}
$$

In view of the convergence of (4.5) we know that (4.6) must be absolutely convergent if $\tau>0$, and from the absolute convergence of the integral obtained by differentiating with respect to $\tau$ under the integral sign we obtain

$$
\begin{aligned}
\frac{\partial u_{l}}{\partial \tau}= & -\frac{1}{\pi} \int_{0}^{\infty} e^{-\lambda \tau}[-\lambda \phi(x, \lambda)] \\
& \times\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right] \operatorname{Im} m(\lambda) d \lambda
\end{aligned}
$$

$$
\begin{align*}
= & -\frac{1}{\pi} \int_{0}^{\infty} e^{-\lambda \tau}\left[\phi^{\prime \prime}-Q(x) \phi\right] \\
& \times\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right] \operatorname{Im} m(\lambda) d \lambda \\
= & -Q(x) u_{l}+\partial^{2} u_{l} / \partial x^{2} . \tag{4.7}
\end{align*}
$$

[To justify the last step, we can derive from the Appendix, although it is not specifically stated there, that, for large $\lambda,|\operatorname{Im} m(\lambda)| \leq \lambda^{\frac{1}{2}}$, while

$$
\int_{0}^{\infty} \phi(y, \lambda) w(y) d y
$$

is uniformly bounded for all $\lambda$. The necessary differentiations under the integral are then easily justified.]

We have therefore found a solution, and next show that this solution vanishes at least as fast as $\tau^{-1}, x$ being fixed. For by the remarks justifying (4.7), and the fact that $m(\lambda)$ is continuous for $\lambda \geq 0$, we have

$$
\left|u_{l}(x, \tau)\right| \leq c\left[\int_{0}^{1} e^{-\lambda \tau} d \lambda+\int_{1}^{\infty} \lambda^{\frac{1}{2}} e^{-\lambda \tau} d \lambda\right]
$$

where $c$ is some constant, and this implies that, for large $\tau$,

$$
u_{\imath}(x, \tau)=O\left(\tau^{-1}\right)
$$

The decay of $u_{l}(x, \tau)$ may, of course, be faster than $\tau^{-1}$. If, for example, $\operatorname{Im} m(\lambda)=O(\lambda)$ as $\lambda \rightarrow 0$ then we could conclude that $u_{l}(x, \tau)=O\left(\tau^{-2}\right)$. But in order that $u_{l}(x, \tau)$ should vanish exponentially, so that $u_{l}(x, \tau)=O\left(e^{-\sigma \tau}\right)$ for some $\sigma>0$, we should have in (4.6) that

$$
\phi(x, \lambda)\left[\int_{0}^{\infty} \phi(y, \lambda) w(y) d y\right] \operatorname{Im} m(\lambda)
$$

vanish identically for $0 \leq \lambda \leq \sigma$, and for "general" $w(y)$, this is possible only if $\operatorname{Im} m(\lambda)=0$ for $0 \leq$ $\lambda<\sigma$, which implies that the spectrum is empty for the interval $0 \leq \lambda<\sigma$. However, we know this to be untrue. This concludes the proof of the theorem.
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## APPENDIX

Our object is to consider the spectral density associated with the operator

$$
\begin{equation*}
Q(x)-d^{2} / d x^{2} \tag{A1}
\end{equation*}
$$

in the Hilbert space $L^{2}(0, \infty)$. We impose the following conditions on $Q(x)$, and it is trivial to verify that these conditions are in fact satisfied by the specific function $Q(x)$ given by (3.2).
(i) $Q(x)$ is continuous for $x>0$ and three times continuously differentiable if $x$ is sufficiently large, say $x \geq A$.
(ii) $Q(x) \geq x^{-2+\epsilon}$ for some $\epsilon>0$ if $x \geq A$, and $Q(x) \rightarrow 0$ as $x \rightarrow \infty$.
(iii) For $x \geq A$,
$\frac{Q^{\prime}(x)}{Q(x)} \sim-\frac{1}{x}, \quad \frac{Q^{\prime \prime}(x)}{Q^{\prime}(x)}=O\left(\frac{1}{x}\right), \quad \frac{Q^{\prime \prime \prime}(x)}{Q^{\prime}(x)}=O\left(\frac{1}{x^{2}}\right)$.
(iv) For small $x$,

$$
Q(x)=\left[l(l+1) / x^{2}\right]+Q^{*}(x)
$$

where $Q^{*}(x)$ is continuous for $x \geq 0$. (It is possible to allow $Q^{*}(x)$ to have singularities of a limited kind at $x=0$, but this is unnecessary for the present paper.)

It has already been pointed out in Sec. 3 that the eigenvalue problem associated with (A1) is limit point at both ends of the interval $[0, \infty)$ if $l \neq 0$, so that the spectral problem is well defined. If $l=0$, we have to impose the additional condition that the situation vanishes at $x=0$. The analysis is slightly different in the two cases $l=0, l \neq 0$. We follow in detail the case $l=0$, indicating where necessary the slight changes required to deal with the case when $l \neq 0$.

Titchmarsh's analysis of this sort of problem assures us that, if $\operatorname{Im} \lambda \neq 0$, then the equation

$$
\begin{equation*}
d^{2} y / d x^{2}+[\lambda-Q(x)] y=0 \tag{A2}
\end{equation*}
$$

has just one linearly independent solution which is $L^{2}(0, \infty) .{ }^{7}$ If we define $\vartheta(x, \lambda), \phi(x, \lambda)$ to be the solutions of (A2) which satisfy

$$
\begin{array}{ll}
\phi(0, \lambda)=0, & \phi^{\prime}(0, \lambda)=-1 \\
\vartheta(0, \lambda)=1, & \vartheta^{\prime}(0, \lambda)=0,
\end{array}
$$

and if we define $m(\lambda)$ by saying that the $L^{2}$ solution must take the form

$$
\psi(x, \lambda)=\vartheta(x, \lambda)+m(\lambda) \phi(x, \lambda),
$$

then Titchmarsh's form of the spectral theorem is made to depend upon $m(\lambda)$, which we now investigate.
\{If $l \neq 0$, we have to set up two eigenvalue problems associated with (A2), one for [1, $\infty$ ) with the boundary condition $y(1)=0$; and the other for the interval $[0,1]$, with the boundary condition $y(1)=0$. We then have two functions $m_{1}(\lambda), m_{2}(\lambda)$ defined in a similar way to $m(\lambda)$ above; $m_{1}(\lambda)$ for the problem over [ 0,1 ] and $m_{2}(\lambda)$ for the problem $[1, \infty)$. Since the problem over $[0,1]$ certainly has a discrete spectrum, $m_{1}(\lambda)$ is a meromorphic function of $\lambda$, all its poles lying on the real axis and being otherwise real on the real axis. And $m_{2}(\lambda)$ will behave very much like $m(\lambda)$ in the case $l=0$. Titchmarsh gives the spectral theorem in terms of $m_{1}(\lambda), m_{2}(\lambda)$, and using this form in place of that involving $m(\lambda)$ alone, we are able to conclude, as we do for $m(\lambda)$, that the spectral density is bounded.\}

We know that $m(\lambda)$ exists and is analytic for $\operatorname{Im} \lambda>0$. It is our object to show that under the condition we have, the function can be extended by continuity to the whole first quadrant $\operatorname{Re} \lambda \geq 0$, $\operatorname{Im} \lambda \geq 0$.

Let $\lambda=\mu+i \nu ; \mu \geq 0, \nu>0$. To find $m(\lambda)$ we look for the $L^{2}(0, \infty)$ solution of (A2), and to do this, we make the change of variable

$$
\xi(x)=\int_{0}^{x}[\lambda-Q(t)]^{\frac{1}{2}} d t, \quad \eta=[\lambda-Q(x)]^{\frac{1}{2}} y
$$

\{We can choose the sign of $[\lambda-Q(t)]^{\frac{1}{2}}$ to be such that $0<\arg [\lambda-Q(t)]^{\frac{1}{2}}<\frac{1}{2} \pi$.\} Then Eq. (A2) reduces to
$\frac{d^{2} \eta}{d \xi^{2}}+\eta=-\left\{\frac{1}{4} \frac{Q^{\prime \prime}(x)}{[\lambda-Q(x)]^{2}}+\frac{5}{16} \frac{Q^{2}(x)}{[\lambda-Q(x)]^{3}}\right\} \eta$,
and, formally at least, this is satisfied by a solution of the integral equation

$$
\begin{align*}
& \eta(x)=e^{i \xi(x)}+\int_{\xi}^{\infty} \sin (\xi-\tau) \\
& \quad \times\left\{\frac{1}{4} \frac{Q^{\prime \prime}(t)}{\{\lambda-Q(t)\}^{2}}+\frac{5}{16} \frac{Q^{\prime 2}(t)}{[\lambda-Q(t)]^{3}}\right\} \eta(\tau) d \tau \tag{A4}
\end{align*}
$$

where $\tau=\xi(t)$. This integral equation can be solved by iteration following the method of Titchmarsh (Paragraph 22.26 of Ref. 8), provided that we solve for $x \geq B$, say, and that

$$
\begin{equation*}
\int_{B}^{\infty}\left[\frac{\left|Q^{\prime \prime}(t)\right|}{|\lambda-Q(t)|^{3 / 2}}+\frac{Q^{\prime 2}(t)}{|\lambda-Q(t)|^{5 / 2}}\right] d t \tag{A5}
\end{equation*}
$$

exists. This is so if $B$ is sufficiently large, depending on $\lambda$, since then $|\lambda-Q(t)| \geq \frac{1}{2}|\lambda|$ for $t \geq B$, and

[^60]the integral converges by comparison with $\int_{B}^{\infty} d t / t^{2}$, using conditions (ii) and (iii) on $Q(x)$. Further, if we denote by $S_{3}$ the region in the closed first quadrant for which $|\lambda| \geq \delta, \delta$ being some fixed positive number, then one value of $B$ will do uniformly for all $\lambda$ in $S_{\mathrm{\delta}}$, and so the iterative process converges uniformly in $\lambda$ and the limit function is continuous in $\lambda$. (Note that though we started thinking of Im $\lambda=\nu>0$, the above argument does allow us to include $\nu=0$.) Finally, for $\lambda$ in $S_{s}$ and $x \geq B$, the iterative process shows that the solution satisfies
\[

$$
\begin{equation*}
\eta(x)=e^{i \xi(x)}\left[1+O\left(\int_{B}^{\infty} d t / t^{2}\right)\right] \tag{A6}
\end{equation*}
$$

\]

which, with $y=[\lambda-Q(x)]^{-\frac{1}{\eta}} \eta$, leads to an $L^{2}(0, \infty)$ solution of (A2) if $\operatorname{Im} \lambda>0$, since $e^{i \xi(x)}$ is exponentially small as $x \rightarrow \infty$.

We now have a solution $y(x, \lambda)$ of (A2) which is continuous in $\lambda$ for any $x \geq B, \lambda$ being in $S_{\delta}$, and which, if $\operatorname{Im} \lambda>0$, is the $L^{2}(0, \infty)$ solution. Hence, for $\operatorname{Im} \lambda>0$, this must be a constant multiple of $\vartheta(x, \lambda)+m(\lambda) \phi(x, \lambda)$ and so we have, using the boundary condition at $x=0$, that

$$
m(\lambda)=-y^{\prime}(0, \lambda) / y(0, \lambda) .
$$

Since $y(B, \lambda)$, and similarly $y^{\prime}(B, \lambda)$, are continuous functions of $\lambda$ in $S_{\delta}$, and since there are no singularities of the differential equation for $x$ in $[0, B]$, it follows by standard theorems on differential equations that $y(0, \lambda)$ and $y^{\prime}(0, \lambda)$ are also continuous functions of $\lambda$ in the same region, and therefore so must $m(\lambda)$, provided that $y(0, \lambda) \neq 0$.

In fact, $y(0, \lambda) \neq 0$ if $\operatorname{Im} \lambda>0$, for this would imply that $\lambda$ is an eigenvalue and the problem is a self-adjoint one which can have no complex eigenvalues. Nor can $y(0, \lambda)=0$ if $\lambda$ is real, for then $y(x, \lambda)$ would be a constant multiple of $\phi(x, \lambda)$, which is real if $\lambda$ is real, and $y(x, \lambda)$ is certainly not a multiple of a real-valued function, as we see by looking at the asymptotic behavior given by (A6). Hence $m(\lambda)$, originally defined for $\operatorname{Im} \lambda>0$, can be extended by continuity to $\lambda$ in $S_{8}$.

Now the expansion of an arbitrary function is given as a Stieltjes integral with respect to $k(\lambda)$ where, for real $\lambda$,

$$
k(\lambda)=\lim _{\epsilon \rightarrow 0} \int_{L}^{\lambda}-\operatorname{Im} m(u+i \epsilon) d u
$$

Since we are interested only in $d k(\lambda)$, the precise value of $L$ is unimportant, but it is convenient to suppose it positive. Then, in view of the continuity properties of $m(\lambda)$ just found, if $\lambda>0$, we have

$$
\begin{gathered}
k(\lambda)=\int_{L}^{\lambda}-\operatorname{Im} m(u) d u \\
k^{\prime}(\lambda)=-\operatorname{Im} m(\lambda)
\end{gathered}
$$

This implies that $-\operatorname{Im} m(\lambda)$, which we call the spectral density, will appear in the expansion of an arbitrary function, so that it becomes important to estimate the value of this as $\lambda \rightarrow 0$.

To do this, we have to look at the $L^{2}(0, \infty)$ solution of (A2) more carefully. Let $p(\lambda)$ be the solution [guaranteed unique by conditions (ii) and (iii)] of $\lambda-Q(x)=0$. Define

$$
\zeta(x)=\int_{p(x)}^{x}[\lambda-Q(t)]^{\frac{1}{y}} d t, \quad \eta=[\lambda-Q(x)]^{\dagger} h .
$$

(Until further notice $\lambda$ is small and positive.) Then as before (A2) transforms to

$$
\left(d^{2} \eta / d \zeta^{2}\right)+\left[1+\left(5 / 36 \zeta^{2}\right)\right] \eta=g(x) \eta
$$

where

$$
g(x)=\frac{5}{36 \zeta^{2}}-\frac{Q^{\prime \prime}(x)}{4[\lambda-Q(x)]^{2}}-\frac{5}{16} \frac{Q^{\prime 2}(x)}{[\lambda-Q(x)]^{3}}
$$

and, formally at least, this is satisfied by a solution of the integral equation

$$
\begin{align*}
\eta(x)= & \left(\frac{1}{2} \pi \zeta\right)^{\frac{3}{3}} H_{3}^{(1)}(\zeta) \\
& +i \frac{\pi}{2} \int_{x}^{\infty}\left[H_{4}^{(1)}(\zeta) J_{\frac{3}{2}}(\vartheta)-J_{\frac{3}{}}(\zeta) H_{4}^{(1)}(\vartheta)\right] \\
& \times \zeta^{\frac{1}{3}} \vartheta^{\frac{3}{2}} g(t) \eta(t)[\lambda-Q(t)]^{\frac{3}{2}} d t, \tag{A7}
\end{align*}
$$

where $\vartheta=\zeta(t)$ (cf. Paragraph 22.27 of Ref. 8).
This integral equation can be solved by iteration, as in Ref. 9, Paragraph 4. In Ref. 9, $\lambda$ is small and negative and the function $U(t)$, corresponding to $Q(t)$ here, is negative, but this does not alter the proof that, in the present notation,

$$
\int_{P(k \lambda)}^{\infty}|g(t)||\lambda-Q(t)|^{\frac{1}{1}} d t=O\left\{\lambda^{-\frac{1}{2}}[p(\lambda)]^{-1}\right\}
$$

where $k$ is some fixed constant exceeding unity; and $\lambda^{-\frac{1}{2}}[p(\lambda)]^{-1} \rightarrow 0$ as $\lambda \rightarrow 0$ since $Q(x) \geq x^{-2+e}$, and so $p(\lambda) \geq \lambda^{-1} /(2-\epsilon)$. Also,

$$
\begin{aligned}
& \int_{A}^{p(k \lambda)}|g(t)||\lambda-Q(t)|^{\frac{1}{2}} d t \\
& \quad \leq C \int_{A}^{p(k \lambda)}\left[\frac{\left|Q^{\prime \prime}(t)\right|}{Q^{3 / 2}(t)}+\frac{Q^{\prime 2}(t)}{Q^{5 / 2}(t)}\right] d t \\
& \quad \leq C \int_{\Lambda}^{\infty} t^{-1-\frac{1}{2}} d t,
\end{aligned}
$$

[^61]by conditions (ii) and (iii),
\[

$$
\begin{equation*}
\leq C A^{-\frac{1}{2}} \tag{A8}
\end{equation*}
$$

\]

for positive constants $C$ not necessarily the same at each appearance.

The iteration process of Ref. 9 now assures us that the solution of (A7) satisfies, uniformly for $x \geq A$ and $\lambda>0$,

$$
\begin{equation*}
\eta(x)=\left(\frac{1}{2} \pi \zeta\right)^{\frac{1}{4}} H_{\ddagger}^{(1)}(\zeta)+O\left(A^{-\frac{1}{2}} \cdot e^{-\mathrm{Im} \zeta}\right) \tag{A9}
\end{equation*}
$$

with an expression for $\eta^{\prime}(x)$ which is obtained by formal differentiation. Further, for any fixed $\lambda>0$, and $x \rightarrow \infty, \eta(x)$ satisfies

$$
\eta(x)=\left(\frac{1}{2} \pi \zeta\right)^{\frac{1}{2}} H_{i}^{(1)}(\zeta)+o(1),
$$

which from the asymptotic expansion for Bessel functions, assures us that $[\lambda-Q(x)]^{-\frac{1}{2}} \eta(x)$ is a constant multiple of $\lim _{p \rightarrow 0} y(x, \lambda+i v)$, where $y(x, \lambda)$ is the $L^{2}(0, \infty)$ solution previously discussed. Hence

$$
\begin{array}{rl}
\lim _{r \rightarrow 0} & m(\lambda+i \nu) \\
& =\lim _{x \rightarrow 0}\left[-\frac{y^{\prime}(0, \lambda+i \nu)}{y(0, \lambda+i \nu)}\right] \\
& =-\left.\frac{(d / d x)\left\{[\lambda-Q(x)]^{\left.-\frac{1}{\eta} \eta(x, \lambda)\right\}}\right.}{[\lambda-Q(x)]^{-\frac{1}{2}} \eta(x, \lambda)}\right|_{x=0} . \tag{A10}
\end{array}
$$

But $\eta^{\prime}(A, \lambda) / \eta(A, \lambda)$ is a continuous function of $\lambda$ for $\lambda>0$, from the uniform nature of (A9), and
we can see also quite easily that $\eta^{\prime}(A, \lambda) / \eta(A, \lambda)$ tends to a limit as $\lambda \rightarrow 0$. Hence we can extend the definition of $\eta^{\prime}(A, \lambda) / \eta(A, \lambda)$ to include $\lambda=0$ by continuity, and deduce, as we did for $y^{\prime}(0, \lambda) / y(0, \lambda)$ previously that the last member in (A10) will also be continuous for $\lambda \geq 0$, provided that the denominator does not vanish at $\lambda=0$. This last possibility can be excluded as it was when we discussed $y^{\prime}(0, \lambda) / y(0, \lambda)$.

We have thus established the continuity and boundedness of $m(\lambda)$ for $\lambda \geq 0$, and so, for $\lambda>0$,

$$
k^{\prime}(\lambda)=-\operatorname{Im} m(\lambda)
$$

and $-\operatorname{Im} m(\lambda) \rightarrow a$ as $\lambda \rightarrow 0$, for some constant $a$. The only remaining question is whether there is a jump in $k(\lambda)$ at $\lambda=0$. This possibility can be excluded by returning to (A4). If $\lambda \leq 0$, there is no difficulty in carrying through the original iteration process for $x \geq A$, since we cannot then have $\lambda-Q(x)=0$. The relevant integral (A5) involved in the iteration process converges even when $\lambda=\mathbf{0}$ as in (A8). Hence we can solve (A3) for $\lambda=0$ by solving (A4) with $e^{i \xi(x)}$ replaced by

$$
C e^{i \zeta(x)}+D e^{-i \zeta(x)}
$$

$C, D$ being arbitrary constants, and this shows that the solutions are oscillatory and hence no solution is $L^{2}(0, \infty)$, which would not be the case if $k(\lambda)$ had a jump at $\lambda=0$ (cf. Ref. 7).
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#### Abstract

The linearized Fokker-Planck collision integral with coulomb interaction is expanded in terms of surface spherical harmonics. The radial part of the distribution function is shown to be governed by a set of decoupled differential-integral equations. The differential operators are shown to be self-adjoint while the integral operators are symmetric and completely continuous. The spectrum of the eigenvalues contains, on top of discrete points, a continuous part ranging from zero to minus infinity. The discrete part of the spectrum is obtained by requiring that the corresponding eigenvectors have a definite asymptotic behavior at large velocity. A variation principle is constructed for the computation of the discrete spectrum.


## I. INTRODUCTION

SINCE the discovery of the eigenspectrum of the linearized Boltzmann collision operator by Wang-Chang and Uhlenbeck, ${ }^{1}$ and independently by Waldmann ${ }^{2}$ for the intermolecular force equal to $\mathrm{Kr}^{-5}$ (Maxwell molecules), there is considerable interest in studying the spectrum of the same operator with other intermolecular forces. Recently, $\mathrm{Grad}^{3}$ studied the spectrum for general intermolecular forces. He found, with the assumption of a cutoff in potential, that the spectrum for general intermolecular forces consists of two parts: a discrete spectrum and a continuous spectrum. The latter is bounded away from zero for hard potentials (with the force exponent $>5$ ), but approaches zero for soft potentials (with the force exponent $<5$ ). In both cases the potentials are cut off at large intermolecular distance to avoid the divergence of distant collisions. The result of soft potentials is of special interest. It indicates that the decay of an arbitrary initial disturbance is not necessary exponential. Since the case of soft potentials includes gases with the coulomb interaction, it is of interest to investigate the spectrum of the Fokker-Planck collision integral directly. It is known that, as long as $\ln \Lambda$ ( $\Lambda$ is the ratio of Debye length to minimum impact parameter) is much greater than unity, the unshielded Fokker-Planck collision integral gives an accurate description of the effect of collisions between par-

[^62]ticles interacting with coulomb potential. Since the Fokker-Planck equation is structurally simpler than the Boltzmann equation, we feel that much light can be shed on the nature of the eigenspectrum and hence the relaxation phenomena in ionized gases by a careful analysis of the Fokker-Planck collision operator.

We consider a spatially homogeneous electron plasma in a uniformly neutralizing positive background. Extension to include discrete ions can be easily made by taking advantage of the small mass ratio between electrons and ions.

In Sec. II, we make all possible simplifications of the Fokker-Planck collision integral, which includes the linearization around the thermal equilibrium and the use of surface spherical harmonies. We then obtain a set of second-order differentialintegral equations for the radial functions of the distribution function. In Sec. III, we show that the obtained differential operator is self-adjoint and the integral operators are symmetric and completely continuous, i.e., the kernels are square integrable. The continuous part of the spectrum of the FokkerPlanck collision operator is then displayed by the study of the continuous spectrum of the second-order differential operator (Strum-Liouville operator). This is possible because the integral operators in the final equations are completely continuous. It is found that the eigenvalues are continuous and extends throughout the half-axis from 0 to $-\infty$. The corresponding eigenfunctions oscillate very fast at large velocity and they are not vectors in a Hilbert space. The latter is a basic feature of the eigenvectors associated with continuous eigenvalues. They are not normalizable, but must be included in order to make the set of the eigenfunctions complete. In Sec. IV, we study the nature of the discrete eigenvalues by converting the dif-
ferential-integral equation into fourth-order differential equations. By studying the behavior of the solutions near the singular points of these fourth-order equations, it is found that, if we require the eigenfunctions to go to zero sufficiently fast as the velocity tends to infinity, the eigenvalues become discrete. A variational principle is constructed and used to compute these discrete eigenvalues and eigenfunctions by choosing the trial functions which tend to zero as

$$
\exp \left(-\frac{1}{2} c^{2}\right)
$$

in the limit of $c \rightarrow \infty$ (where $c$ is the normalized velocity as defined below).

## II. LINEARIZED FOKKER-PLANCK OPERATION

We start our discussion by writing down the Fokker-Planck equation in the following form:

$$
\begin{gather*}
\frac{\partial f}{\partial t}=(2 \pi)^{3} \frac{n \pi}{m^{2}} \int d \mathbf{v}_{2} \frac{\partial}{\partial \mathbf{v}_{1}} \cdot\left\{\left(\frac{\partial}{\partial \mathbf{v}_{1}}-\frac{\partial}{\partial \mathbf{v}_{2}}\right) f(1) f(2)\right. \\
\left.\cdot \int d \mathbf{K}|\phi(K)|^{2} \mathbf{K} \mathbf{K} \delta\left[\mathbf{K} \cdot\left(\mathbf{v}_{1}-\mathbf{v}_{2}\right)\right]\right\} . \tag{1}
\end{gather*}
$$

Here, we have assumed the spatial homogeneity. The positive ions are assumed to play the role as neutralization background only. The dynamies of the ions are completely neglected. The collision integral involving identical particles are much more difficult than the collision between ions and electrons, because, in the latter case, there is a great simplification due to the smallness of the mass ratio.

Equation (1) can be obtained from the plasma kinetic equation by putting the dielectric function equal to unity (no screening) in the Lenard-Balescu equation. ${ }^{4.5}$ It can also be derived from the Liouville's equation by making the usual weak coupling approximation. ${ }^{6,7}$ The presence of the $\delta$ function in Eq. (1) indicates that the collisions are weak, i.e., the exchange of momentum during a collision is small and in the direction perpendicular to the velocity of approach of the colliding particles. In the cases we are interested in, where

$$
\phi(K)=\left[4 \pi e^{2} /(2 \pi)^{3}\right] K^{-2} \quad \text { (coulomb potential) }
$$

the $K$ integration in Eq. (1) diverges both at $K=0$ and $\infty$. Following Spitzer, ${ }^{8}$ we cut the integration off at $K=1 / \lambda_{D}$ (inverse Debye length) and
$K=3 k T / 2 e^{2}$ (inverse minimum impact parameter).

[^63]We then obtain the more familiar form of the Fokker-Planck collision integral, i.e.,

$$
\begin{align*}
\frac{\partial f}{\partial t}= & \frac{2 \pi e^{4} n \ln \Lambda}{m^{2}} \int d \mathbf{v}_{2} \frac{\partial}{\partial \mathbf{v}_{1}} \\
& \cdot\left[\frac{v_{12}^{2} I-\mathbf{v}_{12} \mathbf{V}_{12}}{v_{12}^{3}} \cdot\left(\frac{\partial}{\partial \mathbf{v}_{1}}-\frac{\partial}{\partial \mathbf{v}_{2}}\right) f(1) f(2)\right], \tag{2}
\end{align*}
$$

where

$$
\Lambda=3 \lambda_{D} k T / 2 e^{2}
$$

This form of the Fokker-Planck collision integral can also be obtained by expanding Boltzmann integral in term of the smallness of the momentum exchange during collisions. It was done first by Landau ${ }^{9}$ and sometimes referred to as Landau's collision integral.

We now linearize around the Maxwellian distribution $f_{M}$, i.e., we let

$$
\begin{equation*}
f(\mathrm{v})=f_{M}(v)[1+\phi(\mathrm{v})] \tag{3a}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{M}(v)=n(m / 2 \pi k T)^{\frac{3}{2}} \exp \left(-m v^{2} / 2 k T\right) \tag{3b}
\end{equation*}
$$

in Eq. (2). By making the following change of notations,

$$
\mathrm{v}_{1}-\mathrm{v}_{2}=\mathrm{v}_{12} \rightarrow \mathrm{~g}, \quad \mathrm{v}_{1} \rightarrow \mathbf{v}, \quad \mathbf{v}_{2} \rightarrow \mathrm{v}_{1}
$$

we obtain the linearized Fokker-Planck equation as follows:

$$
\begin{align*}
\frac{m^{2} f_{M}}{2 \pi e^{4} \ln \Lambda} \frac{\partial \phi}{\partial t}=J(\phi) & \equiv \int d \mathbf{v}_{1} \frac{\partial}{\partial \mathbf{v}} \cdot\left[f_{M}(v) f_{M}\left(v_{1}\right)\right. \\
& \left.\times \frac{g^{2} 1-\mathbf{g g}}{g^{3}} \cdot\left(\frac{\partial \phi}{\partial \mathbf{v}}-\frac{\partial \phi}{\partial \mathbf{v}_{1}}\right)\right] . \tag{4}
\end{align*}
$$

We choose the nondimensional velocity as

$$
c=(m / 2 k T)^{\frac{1}{2}} \mathbf{v}
$$

With a certain amount of manipulation we obtain

$$
\begin{equation*}
\partial \phi / \partial t=\left[3 / 2(2 \pi)^{\frac{1}{2}}\right]\left(\omega_{p} \ln \Lambda / \Lambda\right) J_{1}(\phi), \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& J_{1}(\phi) \equiv\left\{\left[\frac{\operatorname{erf}(c)}{2 c^{3}}\left(2 c^{2}-1\right)\right.\right. \\
& \left.+\frac{\exp \left(-c^{2}\right)}{2 c^{2}}\right] 1-\left[\frac{\operatorname{erf}(c)}{2 c^{3}}\left(2 c^{2}-3\right)\right. \\
& \left.\left.+\frac{3 \exp \left(-c^{2}\right)}{2 c^{2}}\right] \frac{\mathbf{c c}}{c^{2}}\right\}:\left[\frac{1}{2} \frac{\partial^{2} \phi}{\partial \mathbf{c} \partial \mathbf{c}}-\mathbf{c} \frac{\partial \phi}{\partial \mathbf{c}}\right] \\
& +\left(\frac{\exp \left(-c^{2}\right)}{c^{2}}-\frac{\operatorname{erf}(c)}{c^{3}}\right) \mathbf{c} \cdot \frac{\partial \phi}{\partial \mathbf{c}}+2 \exp \left(-c^{2}\right) \phi(\mathbf{c}) \\
&  \tag{6}\\
& +\frac{1}{\pi} \int d \mathbf{c}_{1} \exp \left(-c_{1}^{2}\right) \frac{\left(c^{2}-1\right) g^{2}-(\mathbf{c} \cdot \mathbf{g})}{g^{3}} \phi\left(\mathbf{c}_{1}\right)
\end{align*}
$$

[^64]and
\[

$$
\begin{equation*}
\operatorname{erf}(c)=\int_{0}^{c} \exp \left(-x^{2}\right) d x \tag{7}
\end{equation*}
$$

\]

The characteristic time in Eq. (5) is given by

$$
\begin{equation*}
\tau=\left[\frac{2}{3}(2 \pi)^{\frac{2}{2}}\right]\left(\Lambda / \omega_{p} \ln \Lambda\right) \quad \text { with } \quad \omega_{p}^{2}=4 \pi n e^{2} / m \tag{8}
\end{equation*}
$$

This time should be of the order of the mean free time. It is related to the "deflection time $t_{D}$ " defined by Spitzer ${ }^{8}$ as

$$
\tau=\left[2.8(2 \pi)^{\frac{1}{2}} / 9\right] t_{D}
$$

Except for the zero eigenvalue, we expect that the first discrete eigenvalue of the operator defined in Eq. (6) will have the same order of magnitude as $1 / \tau$. Therefore, we normalize the time by $\tau$, i.e., $t=\tau t_{1}$, then Eq. (5) reduces to

$$
\begin{equation*}
\partial \phi / \partial t_{1}=J_{1}(\phi) \tag{9}
\end{equation*}
$$

We then express the vector c in a spherical polar coordinate system, i.e., $c(c, \theta, x)$. The collision integral $J_{1}(\phi)$ in this coordinate takes the following form:

$$
\begin{align*}
& J_{1}(\phi)=\frac{1}{2}\left[\frac{\operatorname{erf}(c)}{c^{3}}-\frac{\exp \left(-c^{2}\right)}{c^{2}}\right] \frac{\partial^{2} \phi}{\partial c^{2}} \\
& + \\
& +\frac{1}{2}\left[\frac{\exp \left(-c^{2}\right)}{c^{3}}\left(1+4 c^{2}\right)-\frac{\operatorname{erf}(c)}{c^{4}}\left(1+2 c^{2}\right)\right] \frac{\partial \phi}{\partial c} \\
& \quad+\frac{1}{2}\left[\frac{\operatorname{erf}(c)}{2 c^{3}}\left(2 c^{2}-1\right)+\frac{\exp \left(-c^{2}\right)}{2 c^{2}}\right] \\
& \quad \times\left[\frac{1}{c^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \phi}{\partial \theta}\right)+\frac{1}{c^{2} \sin ^{2} \theta} \frac{\partial^{2} \phi}{\partial \chi^{2}}\right] \\
& \quad+2 \exp \left(-c^{2}\right) \phi(c)+\frac{1}{\pi} \int c_{1}^{2} \sin \theta^{\prime} d c_{1} d \theta^{\prime} d \chi^{\prime}  \tag{10}\\
& \quad \times \exp \left(-c_{1}^{2}\right) \frac{\left(c^{2}-1\right) g^{2}-(c \cdot g)}{g^{3}} \phi\left(\mathrm{c}_{1}\right)
\end{align*}
$$

where $(\theta, \chi)$ and $\left(\theta_{1}, \chi_{1}\right)$ are angles used to specify the direction of $c$ and $c_{1}$, respectively, in a given spherical-polar coordinate system, while ( $\theta^{\prime}, \chi^{\prime}$ ) are polar angles of $c_{1}$ in the spherical coordinate system with $c$ as the polar axis.

We now expand $\phi\left(c, t_{1}\right)$ in terms of the surface spherical harmonics, i.e.,

$$
\begin{equation*}
\phi\left(\mathbf{c}, t_{1}\right)=\sum_{l} \psi_{l}(c, t) Y_{l m}(\theta, \chi) \tag{11}
\end{equation*}
$$

where, by definition, $Y_{l m}$ satisfies the following equation:
$\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial Y_{l m}}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} Y_{l_{m}}}{\partial \chi^{2}}$

$$
\begin{equation*}
=-l(l+1) Y_{l m} \tag{12}
\end{equation*}
$$

The integral term in Eq. (10) can be simplified by the use of the addition theorem of the spherical harmonics, i.e.,
$\int_{0}^{2 \pi} d \chi^{\prime} Y_{l_{m}}\left(\theta_{1}, \chi_{1}\right)=2 \pi P_{\imath}\left(\cos \theta^{\prime}\right) Y_{l m}(\theta, \chi)$,
where $P_{t}$ is the Legendre's polynomials.
After separating out the angular dependence of $\phi\left(c, t_{1}\right)$, we obtain a set of equations governing the radial function $\psi_{l}\left(c, t_{1}\right)$ as follows:

$$
\begin{align*}
& \frac{\partial \psi_{l}}{\partial t_{1}}=\frac{1}{2}\left[\frac{\operatorname{erf}(c)}{c^{3}}-\frac{\exp \left(-c^{2}\right)}{c^{2}}\right] \frac{\partial^{2} \psi_{l}}{\partial c^{2}} \\
& \quad+\frac{1}{2}\left[\frac{\exp \left(-c^{2}\right)}{c^{3}}\left(1+4 c^{2}\right)-\frac{\operatorname{erf}(c)}{c^{4}}\left(1+2 c^{2}\right)\right] \frac{\partial \psi_{l}}{\partial c} \\
& \quad+2 \exp \left(-c^{2}\right) \psi_{l}-\frac{l(l+1)}{4 c^{4}} \\
& \quad \times\left[\frac{\operatorname{erf}(c)}{c}\left(2 c^{2}-1\right)+\exp \left(-c^{2}\right)\right] \psi_{l} \\
& \quad+2 \int_{0}^{\infty} c_{1}^{2} \exp \left(-c_{1}^{2}\right) K_{l}\left(c, c_{1}\right) \psi_{l}\left(c_{1}\right) d c_{1} \tag{14}
\end{align*}
$$

where

$$
\begin{align*}
& K_{l}\left(c, c_{1}\right) \\
& \quad=\int_{0}^{\pi} \sin \theta^{\prime} d \theta^{\prime} \frac{\left(c^{2}-1\right) g^{2}-(c \cdot g)^{2}}{g^{3}} P_{l}\left(\cos \theta^{\prime}\right) \\
& \quad=\int_{-1}^{1} d \mu P_{l}(\mu) \frac{c^{2} c_{1}^{2}\left(1-\mu^{2}\right)-g^{2}}{g^{3}} \tag{15}
\end{align*}
$$

with $\mu=\cos \theta^{\prime}$ and $g=\left(c^{2}+c_{1}^{2}-2 c c_{1} \mu\right)^{\frac{1}{2}}$.
The integral in Eq. (15) can be carried out explicitly by making use of the properties of Legendre's polynomials. We then have

$$
\begin{align*}
K_{l}\left(c, c_{1}\right)= & \frac{2}{2 l+1}\left\{\frac{c_{1}^{l}}{c^{l+1}}\left[\frac{(l+1)(l+2)}{2 l+3} c_{1}^{2}-1\right]\right. \\
& \left.-\frac{l(l-1)}{2 l-1} \frac{c_{1}^{l}}{c^{l-1}}\right\}, \text { for } c_{1}<c \tag{16}
\end{align*}
$$

interchange $c$ and $c_{1}$ for $c_{1}>c$. We can make Eq. (14) more symmetric by letting

$$
\begin{equation*}
\psi_{l}=\exp \left(c^{2} / 2\right) \hat{\psi}_{l} \tag{17}
\end{equation*}
$$

we then have

$$
\begin{align*}
\partial \psi_{l} / \partial t_{1}=L \hat{\psi}_{l}=\left(2 c^{2}\right)^{-1}\left(L_{1}+L_{2}\right) \hat{\psi}_{l} & \\
& l=0,1, \cdots \tag{18}
\end{align*}
$$

where
$L_{1}=\frac{\partial}{\partial c}\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right] \frac{\partial}{\partial c}\right\}+q(c)$,

$$
\begin{align*}
& L_{2}=4 \int_{0}^{\infty} d c_{1} c^{2} c_{1}^{2} \exp \left(-\frac{c^{2}+c_{1}^{2}}{2}\right) K_{l}\left(c, c_{1}\right),  \tag{20}\\
& q(c)=7 c^{2} \exp \left(-c^{2}\right)-c \operatorname{erf}(c) \\
& \quad-\frac{l(l+1)}{2}\left[\frac{\operatorname{erf}(c)}{c^{3}}\left(2 c^{2}-1\right)+\frac{\exp \left(-c^{2}\right)}{c^{2}}\right] . \tag{21}
\end{align*}
$$

Equation (18) is the decoupled differential-integral equation for the radial functions $\hat{\psi}_{l}$ we have set out to find. It differs structurally from the linearized Boltzmann collision integral by the presence of the differential operator $L_{1}$. In the latter case, it is known that the eigenfunctions corresponding to the continuous eigenvalues are delta functions. For the Fokker-Planck collision operator [Eq. (18)], we show in the next section that there is a continuous spectrum for the operator $L$ and the corresponding eigenfunctions are oscillatory waves at large $c$. In this respect, we see the sensitivity of the spectrum to the perturbation, i.e., even though the FokkerPlanck collision operator is considered to be an approximation to the Boltzmann collision integral for weak collisions, the natures of the eigenfunctions in both cases are quite different!

## III. PROPERTIES OF THE OPERATOR L-CONTINUOUS SPECTRUM

Before we discuss the properties of $L$, we show the functions $\hat{\psi}_{l}$, which satisfy Eq. (18), are vectors of a Hilbert space. This comes about because of our desire to define a physical quantity entropy, or the Boltzmann's $H$ function. It is readily shown that the relevant $H$ for $\phi(\mathbf{c})$ is

$$
\begin{align*}
H & =\int d \mathbf{c} F_{M} \phi^{2}(\mathbf{c}) \\
& =\sum_{i} \int Y_{l m}^{2}(\theta, \chi) \sin \theta d \theta d \chi \int_{0}^{\infty} \hat{\psi}_{i}^{2} c^{2} d c \tag{22}
\end{align*}
$$

From this, it is obvious that, in order to have $H$ defined, we must choose the functions $\hat{\psi}_{l}$ from a Hilbert space with the norm defined by the inner product

$$
\begin{equation*}
\int_{0}^{\infty} \hat{\psi}_{1}^{2} c^{2} d c<\infty \tag{23}
\end{equation*}
$$

We now study the properties of the operators $L_{1}$ and $L_{2}$. Since $K\left(c, c_{1}\right)$ is symmetry with respect to the interchange of $c$ and $c_{1}$, the integral operator $L_{2}$ is self-adjoint. We have for $L_{1}$

$$
\begin{aligned}
\int_{0}^{\infty} & \left(\hat{\chi} L_{1} \hat{\psi}-\hat{\psi} L_{1} \hat{\chi}\right) d c \\
\quad & =\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\left[\left.\left(\hat{\chi} \frac{\partial \psi}{\partial c}-\hat{\psi} \frac{\partial \chi}{\partial c}\right)\right|_{c-0} ^{\infty}=0\right.\right.
\end{aligned}
$$

since

$$
\begin{align*}
& \lim _{c \rightarrow \infty}\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right] \\
& \quad=\lim _{c \rightarrow 0}\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]=0 \tag{24}
\end{align*}
$$

Therefore, $L_{1}$ is a self-adjoint and thus ( $L_{1}+L_{2}$ ) is self-adjoint. One concludes that the eigenfunctions corresponding to different eigenvalues must be orthogonal to one another with respect to the weighting function $c^{2}$. The negative definiteness of the operator $L$ is difficult to show directly. However, from Eq. (1) or Eq. (2), it is easily shown that

$$
\begin{equation*}
\frac{d H}{d t}=\frac{d}{d t} \int d \mathbf{c} f(\mathbf{c}) \ln f(\mathbf{c})<0 . \tag{25}
\end{equation*}
$$

From this and Eq. (22), we see that the operator $L$ is indeed negative definite, and thus all the eigenvalues of $L$ cannot be positive.
Furthermore, it is an easy matter to show that the kernel of the integral operator $L_{2}$ is square integrable, i.e.,

$$
\begin{equation*}
\left|\int_{0}^{\infty} \int_{0}^{\infty} c^{2} c_{1}^{2} \exp \left(-c^{2}-c_{1}^{2}\right) K_{l}^{2}\left(c, c_{1}\right) d c d c_{1}\right|<\infty \tag{26}
\end{equation*}
$$

thus the operator $L_{2}$ is a completely continuous operator. ${ }^{10}$ Therefore, our operator in Eq. (18) is a sum of a self-adjoint operator $L_{1}$ and a completely continuous operator $L_{2}$. Now, the addition of a completely continuous operator $L_{2}$ to a self-adjoint operator $L_{1}$ does not alter the limit points (which include the continuous eigenvalue) of the latter. ${ }^{11}$ Hence, in order to study the continuous eigenvalues of $L_{1}+L_{2}$, it is only necessary to investigate the continuous eigenvalue of $L_{1}$. This amounts to the study of the eigenvalue problems of the following Strum-Liouville equation;

$$
\begin{align*}
& \frac{d}{d c}\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right] \frac{d \hat{\psi}_{1}}{d c}\right\} \\
&  \tag{27}\\
& +\left(q-2 c^{2} \lambda\right) \hat{\psi}_{1}=0
\end{align*}
$$

It is quite difficult to obtain the exact solution of Eq. (27) because of its complicated coefficients. However, in order to investigate the nature of its eigenvalue, we need only to study the behavior of its solution around its singular points. Now, the

[^65]linear differential equation (27) has a regular singularity point at $x=0$ and an irregular singularity point at $c \rightarrow \infty$. The behavior of its solutions around these two points can be readily obtained.

At $\boldsymbol{c} \rightarrow 0$ Eq. (27) reduces to
$\hat{\psi}_{\imath}^{\prime \prime}+\frac{2}{c} \hat{\psi}_{\imath}^{\prime}+\left[9-\frac{3}{2} \lambda-\frac{l(l+1)}{c^{2}}\right] \hat{\psi}_{l}=0$.
The two independent solutions of Eq. (28) are

$$
\begin{equation*}
\hat{\psi}_{l}=A c^{l}+\left(B / c^{l+1}\right) \tag{29}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants.
At $c \rightarrow \infty$, Eq. (27) becomes

$$
\begin{equation*}
\hat{\psi}_{l}-\frac{1}{c} \hat{\psi}_{l}+\left(a^{2} c^{3}-c^{2}\right) \hat{\psi}_{l}=0 \tag{30}
\end{equation*}
$$

where $a^{2}=-4 \lambda / \pi^{\frac{1}{2}}>0$. After introducing the following transformation:

$$
\begin{equation*}
c=x^{2 / 5}, \quad \hat{\psi}_{l}=x^{1 / 10} y \tag{31}
\end{equation*}
$$

into Eq. (30), we obtain

$$
\begin{equation*}
y+(4 / 25)\left(a^{2}-x^{-2 / 5}\right) y=0 \tag{32}
\end{equation*}
$$

The solutions of this equation at large $x$ are oscillatory, i.e.,

$$
\begin{equation*}
Y=A \sin \frac{2}{5} a x+B \cos \frac{2}{5} a x, \tag{33}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. Transforming back to the old variables, we have

$$
\begin{equation*}
\hat{\psi}_{l} \simeq(c)^{-\frac{1}{2}} \exp \left[ \pm \frac{2}{5} a i c^{3 / 2}\right] \tag{34}
\end{equation*}
$$

Equation (32) can be looked upon as the equation for the scattering of a particle with an energy $(4 / 25) a^{2}$ by a potential which goes to $(4 / 25) x^{-2 / 5}$ asymptotically. It is apparent that the incoming particle can assume any momentum or energy. This implies that the eigenvalue $a^{2}=-4 \lambda / \pi^{\frac{3}{2}}>0$ is continuous and $\lambda$ can range from zero to minus infinity. For $a^{2}<0$, the eigenvalues are discrete. Since only the continuous eigenvalues of Eq. (27) are relevant to that of Eq. (18), we disregard the discrete part of the spectrum of Eq. (27).

We see that, asymptotically, the eigenfunction corresponding to the continuous eigenvalues in our problem is very similar to the eigenfunction of a free particle in quantum-mechanical problems. They are not the vectors of the Hilbert space. However, by using the continuous normalization one can express any vector in the Hilbert space as the sum over the discrete eigenfunctions plus the integral over the continuous eigenfunctions.

In the linearized Boltzmann equation, the collision
integral is a pure integral operator. The continuous spectrum there comes solely from an algebraic operator $\nu(c)$. It is seen that the corresponding eigenfunctions are Dirac's delta functions. They are also not square integrable, but quite different from the continuous eigenfunctions for the linearized FokkerPlanck operator which are circular functions asymptotically. This demonstrates the sensitivity of the eigenspectrum caused by perturbation of the operator. Even though the Fokker-Planck operator is an approximation of the Boltzmann collision integral, the natures of the spectra (at least their continuous spectra) in the two cases are dramatically different.

## IV. DISCRETE EIGENVALUES OF THE OPERATOR L

In the above section, we found that the operator $L$ has the continuous eigenvalues ranging from zero to minus infinity. In the present section, we investigate the nature of its discrete eigenspectrum and thus establish a scheme which enables us to construct the discrete part of the spectrum of the operator $L$.

For the sake of simplicity, we focus our attention on the case where $l=0$. Extension to $l=1,2 \cdots$ can be readily made. For $l=0$, the eigenvalue problem of Eq. (18), i.e.,

$$
\begin{equation*}
\left(L_{1}+L_{2}\right) \hat{\psi}_{0}=2 c^{2} \lambda \hat{\psi}_{0} \tag{35}
\end{equation*}
$$

can be transformed into a pure fourth-order differential equation by proper differentiations of Eq. (35). The resulting equation with the omission of the subscript 0 at $\hat{\psi}_{0}$ is as follows:

$$
\begin{aligned}
\frac{1}{c} & {\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right] \hat{\psi}^{I V}+\left\{6 \exp \left(-c^{2}\right)\right.} \\
& \left.+\left(2-\frac{5}{c^{2}}-\frac{4}{2 c^{2}-1}\right)\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]\right\} \hat{\psi}^{\prime \prime \prime} \\
& +\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]\left(\frac{12}{c^{3}}-\frac{7}{c}+\frac{10}{c} \frac{1}{2 c^{2}-1}\right)\right. \\
& \left.-\left(\frac{8}{c}-2 c\right) \exp \left(-c^{2}\right)-\frac{16 c \exp \left(-c^{2}\right)}{2 c^{2}-1}-2 \lambda c\right\} \hat{\psi}^{\prime \prime} \\
& +\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]\right. \\
& \times\left(-\frac{12}{c^{4}}+\frac{8}{c^{2}}-\frac{9}{c^{2}} \frac{1}{2 c^{2}-1}+1-2 c^{2}\right) \\
& \left.+\left(2-14 c^{2}+\frac{8}{c^{2}}\right) \exp \left(-c^{2}\right)+\frac{4 \lambda}{2 c^{2}-1}-4 \lambda c^{2}\right\} \hat{\psi}^{\prime} \\
& +\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]\right.
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\frac{1}{c}+c-c^{3}+\frac{1}{c} \frac{1}{2 c^{2}-1}\right) \\
& +\left(2 c-10 c^{3}-\frac{8 c}{2 c^{2}-1}\right) \exp \left(-c^{2}\right) \\
& \left.+\frac{12 \lambda c}{2 c^{2}-1}-2 \lambda c\left(1+c^{2}\right)\right\} \hat{\psi}=0 \tag{36}
\end{align*}
$$

We first study the solutions of Eq. (36) around its singular points which are at $c=0,1 / \sqrt{2}, \infty$.

At $c \rightarrow 0$, the singularity is a regular one and the equation around $c=0$ has the following form:

$$
\begin{align*}
& \hat{\psi}^{\text {Iv }}+\frac{4}{c} \hat{\psi}^{\prime \prime \prime}+\left(\frac{74}{5}-\frac{3 \lambda}{2}\right) \hat{\psi}^{\prime \prime} \\
& \quad+\left(\frac{76}{5}-\frac{3 \lambda}{2}\right) \frac{1}{c} \hat{\psi}^{\prime}+\left(15-\frac{21 \lambda}{2}\right) \hat{\psi}=0 \tag{37}
\end{align*}
$$

It is readily shown that there are three analytic solutions and the fourth solution is of the form of $1 / c$ (bad solution).

At $c \rightarrow 1 / \sqrt{2}$ Eq. (36) reduces to

$$
\begin{align*}
& \left(c-\frac{1}{\sqrt{2}}\right) \hat{\psi}^{\mathrm{IV}}-\hat{\psi}^{\prime \prime \prime} \\
& \quad+F_{1}(c) \hat{\psi}^{\prime \prime}+F_{2}(c) \hat{\psi}^{\prime}+F_{3}(c) \hat{\psi}=0 \tag{38}
\end{align*}
$$

where $F_{1}, F_{2}$, and $F_{3}$ are analytic functions of $c$ around $c=1 / \sqrt{2}$. It can be shown that Eq. (38) has three analytic solutions and one bad solution of the form of $\ln (c-1 / \sqrt{2})$.

At $c \rightarrow \infty$, the singularity is irregular, we expect the solutions to have exponential forms. The equation for large $c$ is
$\hat{\psi}^{\mathrm{IV}}+2 c \hat{\psi}^{\prime \prime \prime}+a^{2} c^{3} \hat{\psi}^{\prime \prime}+2 a^{2} c^{4} \hat{\psi}^{\prime}+a^{2} c^{8} \hat{\psi}=0$,
and its four independent solutions are
$\hat{\psi} \sim(c)^{-\frac{1}{2}} \exp \left[ \pm \frac{2 a i}{5} c^{5 / 2}\right], \exp \left[-\frac{1}{2} c^{2} \pm c\right]$.
We see that the first two oscillatory solutions are exactly the same as the one we have found for the differential operator. If we admit these oscillatory waves as the possible eigenfunctions we have continuous eigenspectrum which is the same as the one given by Eq. (27). However, if we restrict ourselves to functions which tend to zero at least as fast as $\exp \left(-\frac{1}{2} c^{2}\right)$ for large $c$, the first two solutions in Eq. (40) have to be ruled out as bad solutions. Now, for a fourth-order differential equation, we have three degrees of freedom (four arbitrary integration constants minus one scale factor) to satisfy various restrictions on the solution of the equation imposed by the regularity of the solutions throughout
the whole range of integration. In our present problem, there are four restrictions [for functions to decay as $\exp \left(-\frac{1}{2} c^{2}\right)$ as $\left.c \rightarrow \infty\right]$ : one at $c=0$, one at $c=1 / \sqrt{2}$, and two at $\infty$. In order to satisfy all these restrictions, we must make use of the parameter $\lambda$ in Eq. (36). Therefore, the eigenvalue $\lambda$ in Eq. (36) cannot take arbitrary values; they must be discrete. This also proves that the eigenfunctions which correspond to the discrete eigenvalues must go to zero as fast as $\exp \left(-\frac{1}{2} c^{2}\right)$ in the limit of $c \rightarrow \infty$.

The asymptotic property of the discrete eigenfunction discussed in the previous paragraph enables us to construct the discrete part of the spectrum of $L$. First, we construct a variational principle for the operator $L$ by defining the following two functionals:

$$
\begin{align*}
I & =(\chi, L \chi)  \tag{41}\\
R & =(\chi, \chi) \tag{42}
\end{align*}
$$

The inner products in (41) and (42) are defined with the weighting function $c^{2}$, i.e.,

$$
\begin{equation*}
(\chi, \chi)=\int_{0}^{\infty} d c c^{2} \chi^{2}(c) \tag{43}
\end{equation*}
$$

It can be shown (see Appendix) that the first nonzero eigenvalue of the operator $L$ is the maximum value of the following functionals

$$
\begin{equation*}
\lambda(\chi)=-\frac{1}{2}[I(\chi) / R(\chi)] \tag{44}
\end{equation*}
$$

In choosing trial functions to maximize $\lambda(\alpha)$, we adopt the Ritz method by expression trial functions as linear combination of Ritz manifold, i.e.,

$$
\begin{equation*}
\chi(c)=\sum_{i=1}^{n} a_{n} q_{n}(c) \tag{45}
\end{equation*}
$$

where $q_{n}$ 's are chosen to be orthogonal polynomials with the convergent factor $\exp \left(-\frac{1}{2} c^{2}\right)$. For our present problem, we take the polynomials to be the Laguerre's polynomials (or equivalently Sonnine polynomials). Furthermore, to make the computation most economic, we make the vectors $q_{i}(c)$ orthonormal, i.e.,

$$
\begin{equation*}
\int_{0}^{\infty} d c c^{2} q_{i}(c) q_{i}(c)=\delta_{i i} \tag{46}
\end{equation*}
$$

It can be shown that the original eigenvalue problem of the operator $L$ is then equivalent (up to the order of approximation, $n$ ) to the eigenvalue problem of the following determinant:

$$
\begin{equation*}
\left|A_{i j}+2 \lambda \delta_{i j}\right|=0 \tag{47}
\end{equation*}
$$

where

$$
\begin{align*}
A_{i i} & =\int_{0}^{\infty} d c\left\{\left[\frac{\operatorname{erf}(c)}{c}-\exp \left(-c^{2}\right)\right]\right. \\
& \left.\times \frac{d g_{i}}{d c} \frac{d g_{i}}{d c}-q(c) g_{i}(c) g_{i}(c)\right\} \\
& -4 \int_{0}^{\infty} d c \int_{0}^{c} d c_{1} R_{0}\left(c, c_{1}\right)\left[g_{i}(c) g_{i}\left(c_{1}\right)+g_{i}\left(c_{1}\right) g_{i}(c)\right] \tag{48}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{K}_{0}\left(c, c_{1}\right)=c_{1}^{2} c^{2} \exp \left(-\frac{c^{2}+c_{1}^{2}}{2}\right) K_{0}\left(c, c_{1}\right) \tag{49}
\end{equation*}
$$

By choosing $q_{i}(c)$ as the properly normalized Laguerre's polynomials, one can get better and better approximation to the eigenvalues of the operator $L$. A numerical computation of the eigenvalues and their corresponding eigenfunctions is under way. The results will be reported in a future publication.

## v. DISCUSSION

We have shown that the spectrum of the FokkerPlanck collision integral consists of two parts: (1) discrete spectrum with the eigenvectors decay asymptotically as $e^{-\frac{3 c^{2}}{}}$ as $c \rightarrow \infty$; (2) continuous spectrum with the eigenvectors oscillating very rapidly for large $c$ and consequently are not vectors in Hilbert space. Since the collision operator is self-adjoint, the eigenfunctions are complete. However, for most physical disturbances, it is reasonable to assume that they have only a finite extent in the velocity space and are cut off as $e^{-\frac{3}{c} 0^{2}}$ for large $c$, because of the finiteness of the energy. One can then investigate this problem by expanding the perturbed function in terms of discrete eigenspectrum alone. This in fact is intimately connected to the possibility of computing transport coefficients of the Fokker-Planck equation by the variational method. In our forthcoming paper, we shall compute
extensively the discrete eigenspectrum and apply the results to study the collisional effect on plasma waves.
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## APPENDIX. VARIATIONAL PRINCIPLE FOR THE DISCRETE EIGENVALUE OF L

Suppose $\chi_{0}(c)$ maximizes the functional

$$
\begin{equation*}
\lambda[\chi(c)]=-\frac{1}{2}\{I[\chi(c)] / R[\chi(c)]\} \tag{Al}
\end{equation*}
$$

we let $\chi(c)=\chi_{0}(c)+\epsilon f(c)$ be any nearby function. Then, by definition, we have
$\frac{\delta}{\delta \epsilon}\left(-\frac{1}{2} \frac{I}{R}\right)=-\frac{1}{2 R}\left[\frac{\delta I}{\delta \epsilon}+2 \lambda \frac{\delta R}{\delta \epsilon}\right]_{\mathrm{c}-0}=0$.
Now,
$\left.\frac{\delta I}{\delta \epsilon}\right|_{\epsilon=0}=-2 \int_{0}^{\infty} d c \frac{\delta \chi(c)}{\delta \epsilon}\left\{\frac{d}{d c}\left[\left(\frac{\mathrm{erf} c}{c}+e^{-c}\right) \frac{d \chi_{0}}{d c}\right]\right.$

$$
\left.+q(c) x_{0}(c)+4 \int_{0}^{\infty} \kappa_{\imath} \chi_{0}\left(c_{1}\right) d c_{1}\right\}
$$

and

$$
\left.\frac{\delta R}{\delta \epsilon}\right|_{0-0}=2 \int_{0}^{\infty} d c c^{2} \frac{\delta \chi}{\delta \epsilon} \chi_{0}(c) .
$$

Substitute these into Eq. (A2) and we obtain

$$
\begin{align*}
\frac{d}{d c}\left[\left(\frac{\operatorname{erf} c}{c}-e^{-c}\right)\right. & \left.\frac{d \chi_{0}}{d c}\right]+\left(q-2 \lambda c^{2}\right) \chi_{0} \\
& +4 \int_{0}^{\infty} \hat{K}_{\imath} \chi_{0}\left(c_{1}\right) d c_{1}=0 \tag{A3}
\end{align*}
$$

This shows that $\chi_{0}(c)$, which maximizes the functional $\lambda[\chi(c)]$, is a solution of our eigenvalue problem, and the corresponding $\lambda\left[\chi_{0}(c)\right]$ is the eigenvalue.

# Relations between Field-Plus Source and Fokker-Type Action Principles 

James L. Anderson*<br>Stevens Institute of Technology, Hoboken, New Jersey<br>AND<br>Samuel Schiminovich $\dagger$<br>City College of the City University of New York, New York

(Received 4 March 1966)


#### Abstract

The problem of constructing a Fokker-type action that will yield equations of motion for the sources of an original field-plus-source system is considered. It is shown that such an action can be constructed for a large class of systems by substituting for the fields appearing in the original field-plus-source action a solution of the field equations in terms of the source variables provided that certain conditions are satisfied. In general, these conditions will be satisfied only by half-advanced, half-retarded-type solutions of the field equations and then only for a field-plus-source Lagrangian that differs from the usual one by a complete divergence. The problem of constructing a Fokker action for a system that possesses a gauge-type covariance is complicated by the existence of differential identities that are satisfied by the left-hand sides of the field equations and that arise as a consequence of the gauge covariance. These difficulties can be overcome by the introduction of gauge conditions on the field variables. The problem of finding solutions to the field equations suitably modified with the help of the gauge conditions that satisfy both the gauge conditions and the conditions for the construction of the Fokker action is discussed. As an application of the method, we have obtained the Fokker action of electrodynamics using a number of different gauge conditions, arriving thereby at several different expressions for this action. We have also considered the construction of a Fokker action when the field equations are solved by an approximation method. In such cases we have shown that to determine the Fokker action up to the $n$th order of the approximation it is only necessary to solve the field equations up to order $1 / 2(n+2)$ or $1 / 2(n+1)$ for $n$ even or odd, respectively. The method is then applied to obtain the Darwin action of electrodynamics.


## I. INTRODUCTION

IN this paper we study the problem of constructing a Fokker action principle for a system of interacting particles by using an extension of the substitution method first introduced by Plebanski and Bazanski. ${ }^{1}$ The results of this study are thus a contribution to the overall problem of the relationship between the two chief ways of describing the interactions of material particles: action-at-a-distance or field-mediated interactions.

While the action-at-a-distance concept preceded the field concept historically and was adequate for the description of static interactions, the field concept appeared to be essential for a description of those interaction processes that involve the emission and transmission of energy. Nevertheless, over the years there has been a continuing effort to eliminate the field, either directly or indirectly, as an essential element in the description of nature. In the case of electrodynamics this approach has been most thoroughly discussed by Feynman and Wheeler, ${ }^{2}$

[^66]who based their work on an old idea of Schwarzschild and Fokker. ${ }^{3}$ They were able to show in this case that the action-at-a-distance description contained all of the physics originally contained in Maxwell's equations when one could neglect retardation effects. These latter effects were then obtained as a consequence of statistical mechanics in a completely absorbing universe. While not its primary goal, a consequence of Dirac's work on the classical theory of radiating electrons ${ }^{4}$ was a set of equations of motion for a number of interacting electrons from which the field elements could be easily eliminated.

In the field of general relativity a large body of literature has grown up which concerns itself with the problem of deriving the equations of motion for material bodies from the field equations of Einstein. Einstein and Grommer ${ }^{5}$ were the first to show that these equations of motion follow directly from the field equations and did not have to be postulated separately from them. The problem of actually obtaining these equations by an iteration scheme was first solved by Einstein, Infeld, and

[^67]Hoffmann ${ }^{6}$ and since that time they have been rederived and studied extensively by many workers, notably Infeld and his school in Poland. Again, in all of these works, the essential idea is to obtain a set of equations of motion for material bodies in which the gravitational field does not appear directly.

The usual procedure employed to eliminate the fields from the description of particle interactions is to start with the field-plus-source equations of motion. One looks first for a solution of the field equations in terms of the particle variables which appear in the source terms of these equations. One then uses this solution to eliminate the field variables that appear in the force terms of the particle equations of motion, obtaining thereby what are called the Fokker equations of motion for the sources of the field. In electrodynamics, such a procedure leads to the action-at-a-distance equations of motion for charged particles.

In attempting to obtain the Fokker equations of motion directly from the field-plus-source equations of motion two types of problems arise. First, the Fokker equations are not unique due to the fact that one must impose boundary conditions in order to obtain solutions of the field equations. Thus, in the case of electrodynamics, one has available for substitution into the particle equations of motion either the retarded or the advanced solutions or some linear combination thereof, each leading to different Fokker equations of motion. In particular, in these equations, one can or cannot obtain a radiative damping term, depending upon the solution chosen. The second problem is not one of principle as is the first, but arises as a consequence of the enormous amount of labor involved in obtaining the Fokker equations when the field equations must be solved by an approximation procedure. As a consequence we have been led to examine the question of when it is possible to construct an action principle from the original field-plus-source action that yields directly a set of Fokker equations of motion.

The main result of our work is that it is indeed possible to construct a Fokker action for a large class of systems that overcomes, at least in part, the above-mentioned problems. While such actions have been given in the past, they were usually presented as a new postulate ${ }^{3}$ or derived in a heuristic manner ${ }^{7}$ from the action for the field-plus-source equations of motion. In this paper we derive the conditions that

[^68]allow one to construct a Fokker action in a rigorous manner from the field-plus-source action. In particular we show that such a construction is possible only if one uses half-advanced, half-retarded solutions of the field equations. Thus, of all possible Fokker equations of motion, we show that only one can be derived from an action principle and that this action is unique.

In this paper, we give particular attention to the important case when the original field-plussource equations of motion possess a gauge-type covariance property as in electrodynamics and general relativity. Here the construction of a Fokker action is complicated by the existence of the socalled Bianchi identities which are satisfied by the field equations and which arise as a consequence of the gauge covariance of the theory. Because of these identities one cannot solve the field equations for arbitrary motions of the sources but only for a subset of such motions, and in general one does not know what this subset is until one has obtained a solution of the field equations. The way out of the difficulty indicated here is to impose gauge conditions (coordinate conditions in general relativity) on the field variables and to use these conditions to obtain a new set of field equations that do not satisfy any identities. One can now look for solutions of these modified equations that both satisfy the gauge conditions and at the same time lead to a Fokker action. In the case of electrodynamics such solutions are shown to exist and lead to various equivalent expressions for the Fokker action, depending on the form of the gauge condition employed.

The last part of this paper is devoted to a discussion of the problems involved in constructing a Fokker action when the field equations are to be solved by some approximation procedure. It is here that the procedural advantage of obtaining Fokker equations of motion via an action principle becomes apparent. If one attempts to find these equations by substituting directly into the equations of motion of the sources for the fields, it is necessary to solve the field equations up to the $n$th order to obtain Fokker equations of motion that are good to this order. However, we show that it is possible to obtain the corresponding Fokker action, and hence the Fokker equations of motion to this order, by solving the field equations only up to order $\frac{1}{2}(n+2)$ or $\frac{1}{2}(n+1)$ for $n$ even or odd, respectively. As an application we apply the method to electrodynamics to obtain the Darwin Lagrangian. Elsewhere we will show that for the gravitational case it leads to particle equations of motion that agree, up to the
order considered, with the Fokker equations of motion obtained by Bertotti and Plebanski ${ }^{8}$ and by Kerr. ${ }^{9}$

There are a number of important questions connected with the construction of Fokker actions that we do not discuss here. Foremost among these are the various self-energy problems and the problem of renormalization. Also, there is the question of the convergence of the method used here when it is necessary to solve the field equations by an approximation procedure.

## II. CONSTRUCTION OF FOKKER ACTIONS

Let us consider a field-source system described by the field variables $\varphi_{A}$ and source coordinates $q_{i}$. We assume that the equations of motion for these quantities follow from a variational principle in the usual manner and that the action has the form ${ }^{10}$

$$
\begin{align*}
S= & S_{F}(\varphi)+S_{M}(q)+S_{I}(\varphi, q), \\
& \equiv \int_{\Omega} d^{4} x\left\{\mathscr{L}_{F}(\varphi)+\mathfrak{L}_{M}(q)+\mathfrak{L}_{I}(\varphi, q)\right\} . \tag{2.1}
\end{align*}
$$

The equations of motion for the field take the form

$$
\begin{equation*}
\left[\delta \mathcal{L}_{F}(\varphi) / \delta \varphi_{A}\right]+\left[\delta \mathscr{I}_{I}(\varphi, q) / \delta \varphi_{A}\right]=0 \tag{2.2}
\end{equation*}
$$

and those of the sources take the form

$$
\begin{equation*}
\left[\delta \mathscr{L}_{M}(q) / \delta q\right]+\left[\delta \mathscr{L}_{I}(\varphi, q) / \delta q_{i}\right]=0 . \tag{2.3}
\end{equation*}
$$

They are obtained from the requirement that the action be stationary when subjected to a set of allowed variations, namely variations that vanish at the boundaries of the domain $\Omega$.

To obtain a set of Fokker equations of motion for the sources alone, one would first solve Eq. (2.2) for the $\varphi_{A}$ in terms of the $q_{i}$ after imposing boundary conditions. When we substitute the solution $\varphi_{A}=$ $\varphi_{A}[q]$ into Eqs. (2.3), we obtain

$$
\begin{equation*}
\left[\delta \mathscr{L}_{M}(q) / \delta q_{i}\right]+\left[\hat{\delta} \mathscr{L}_{I}(\varphi[q], q) / \delta q_{i}\right]=0 \tag{2.4}
\end{equation*}
$$

where $\delta / \hat{\delta}\left(q_{i}\right)$ in the second term indicates that we are to take the variational derivative with respect on'y to those $q$ 's that appeared explicitly in $\mathscr{L}_{I}$ before the substitution for the $\varphi$ 's in terms of the $q$ 's.

The question now arises, do the Fokker equations of motion (2.4) follow from an action principle,

[^69]called a Fokker action principle, and if so what is this action?

One may believe that substitution of our solution of $\varphi_{A}(q)$ directly into the action (2.1) would yield this action. ${ }^{1}$ In this section, we analyze the conditions under which this substitution method does indeed give correct results or, as we often say, "a good Fokker action." By the latter, we understand a Fokker action that is made stationary by trajectories of the $q$ 's as determined by Eqs. (2.4). This analysis may also be considered as a study of the conditions under which the field $\varphi$ is a completely redundant element in the description of our system.

Stationary variation of the substituted action $S^{P}(q)$ implies

$$
\begin{align*}
\delta S^{F} & =\int_{\Omega} d^{4} x\left\{\frac{\delta S_{F}}{\delta \varphi}+\frac{\delta S_{I}}{\delta \varphi}\right\} \delta * \varphi+\int_{\Sigma} d^{3} S_{\mu} P_{\varphi}^{\mu} \delta * \varphi \\
& +\int_{\Omega} d^{4} x\left\{\frac{\hat{\delta} S_{I}}{\delta q}+\frac{\delta S_{M}}{\delta q}\right\} \delta q+\int_{\Sigma} d^{3} S_{\mu} P_{a}^{\mu} \delta q=0 \tag{2.5}
\end{align*}
$$

or

$$
\begin{align*}
\delta S^{P}=\left[\left(\frac{\delta S_{F}}{\delta \varphi}\right.\right. & \left.\left.+\frac{\delta S_{I}}{\delta \varphi}\right) \cdot \delta * \varphi\right] \\
& +\left[\left(\frac{\delta S_{M}}{\delta q}+\frac{\hat{\delta} S_{I}}{\hat{\delta} q}\right) \cdot \delta q\right]=0 \tag{2.6}
\end{align*}
$$

where we have used the symbolic compact notation [ $(\delta S / \delta q) \cdot \delta q]$. It stands for the sum of all the volume and surface integrals that we obtain when the variation of $S$ with respect to $q$ is expressed linearly in terms of only $\delta q$ so that no derivatives of $\delta q$ occur. Thus

$$
\begin{equation*}
[(\delta S / \delta q) \cdot \delta q] \equiv S(q+\delta q)-S(q) \tag{2.7}
\end{equation*}
$$

We have also introduced the notation $\delta * q$, which stands for an induced variation of $\varphi$ when the $q$ 's on which it functionally depends are varied. That is,

$$
\begin{equation*}
\delta * \varphi \equiv \int d^{4} x^{\prime} \frac{\delta \varphi[q(x)]}{\delta q\left(x^{\prime}\right)} \delta q\left(x^{\prime}\right) . \tag{2.8}
\end{equation*}
$$

If the first bracket in (2.6) is equal to zero, the Fokker equations of motion (2.4) follow because $\delta q$ is the set of allowed variations for the $q$ 's in the original action (2.1), namely the set of arbitrary variations that vanish on the boundaries. Conversely, if Eq. (2.4) is satisfied and follows from a variation of $S^{P}$, the first bracket has to vanish. Thus we have

$$
\begin{equation*}
\left[\left(\delta S_{F} / \delta \varphi+\delta S_{I} / \delta \varphi\right) \cdot \delta * \varphi\right]=0 \tag{2.9}
\end{equation*}
$$

as a necessary and sufficient condition that Eqs.
(2.4) follow from a variational principle whose action $S^{F}$ is obtained by the substitution method. Let us note here that condition (2.9) can, with the help of Eqs. (2.5) and (2.2) also be written as

$$
\begin{equation*}
\int_{\mathrm{Q}} d^{3} S_{\mu} P_{\varphi}^{\mu} \delta^{*} \varphi=0 \tag{2.10}
\end{equation*}
$$

Careful consideration of condition (2.9) for each particular case shows that the substitution method gives a good Fokker action for a wide class of field-plus-source actions but then only for very specific solutions of the field equations. In particular, condition (2.9) is satisfied for a solution $\varphi_{A}(q)$ of the field equations whenever the $\delta * \varphi$ are a subset of the allowed variations for the $\varphi$ in the original action (2.1). This is seldom the case, however, because the $\delta * \varphi$ do not vanish, in general, on the boundaries and so we find that condition (2.9) imposes restrictions on the solutions $\varphi_{A}(q)$ that will give rise to a good Fokker action. For example, it is enough that the derivatives of the field solution tend to zero as $1 / r^{2}$ when $r$ goes to infinity and that the motion of the sources be bounded in order to have all surface integrals in (2.10) go to zero in the limit, thus assuring the satisfaction of the condition. It is with this criteria that the usual approaches to the substitution method stop. ${ }^{1}$ By doing this they leave out of consideration important cases like fast motion electrodynamics, for which in fact the original Fokker action was formulated.

We may further discuss the following important example in which we do not assume any asymptotic behavior for the field solutions. Let the original action $S$ be of the form

$$
\begin{equation*}
S=\int_{a} d^{4} x\left\{\varphi \mathscr{D} \varphi-\varphi^{n} j(q)+\mathscr{L}_{M}(q)\right\} \tag{2.11}
\end{equation*}
$$

where $D$ is a self-adjoint differential operator. It then follows that $\varphi$ satisfies

$$
\begin{equation*}
D \varphi=\frac{1}{2} n \varphi^{n-1} j \tag{2.12}
\end{equation*}
$$

while $\delta * \varphi$ in its turn satisfies

$$
\begin{equation*}
\mathscr{D} \delta * \varphi=\frac{1}{2} n(n-1) \varphi^{n-2} \delta^{*} \varphi \cdot j+\frac{1}{2} n \varphi^{n-1} \delta^{*} j . \tag{2.13}
\end{equation*}
$$

With the help of these two relations, condition (2.9) for the action (2.11) becomes

$$
\begin{equation*}
\int_{0} d^{4} x \varphi^{n-1}\left[\varphi \delta^{* j}+(n-2) \delta^{*} \varphi \cdot j\right]=0 \tag{2.14}
\end{equation*}
$$

This shows that for the particular case $n=2$ no solution gives a good Fokker action since $\delta * j$ is arbitrary within the region $\Omega$. This was to be expected because for any solution when $n=2$ we have $S^{F}=S_{M}$. For the usual case $n=1$ Eq. (2.14)
requires symmetric solutions. Indeed, for $n=1$, any solution of the field equations may be written, with the help of a Green's function $D\left(x, x^{\prime}\right)$ associated with the operator $\mathfrak{D}$, as

$$
\begin{equation*}
\varphi(x)=\int_{R} d^{4} x^{\prime} D\left(x, x^{\prime}\right) j\left(x^{\prime}\right)+\varphi^{0}(x) \tag{2.15}
\end{equation*}
$$

where $\varphi^{0}$ is some solution of the homogeneous field equations and the domain of integration $R$ is all of space-time. Substitution of (2.15) into (2.14) leads then, provided the domain of integration $\Omega$ coincides with $R$, to

$$
\begin{equation*}
\varphi^{0}=0 \quad \text { and } \quad D\left(x, x^{\prime}\right)=D\left(x^{\prime}, x\right) \tag{2.16}
\end{equation*}
$$

as sufficient conditions for the satisfaction of the Eq. (2.14). The question of whether they are also necessary depends on the functional dependence of $j$ on the basic variables of the theory. It can be seen that the answer is affirmative for all cases of interest considered below.

It is instructive to consider the following example, where the two previous cases $n=1$ and 2 appear mixed together:

$$
\begin{equation*}
S=\int_{\Omega} d^{4} x\left\{\varphi D \varphi+\varphi \Psi^{2}+\Psi D \Psi\right\} \tag{2.17}
\end{equation*}
$$

Here, both $\varphi$ and $\Psi$ appear to have, at first, the same field status. However, we can eliminate only $\varphi$ in favor of $\Psi$ to get the good Fokker action

$$
\begin{align*}
S^{P}=\int_{R} & d^{4} x\left\{\Psi \mathscr { } \left(\mathbb{1}-\frac{1}{8} \int_{R} d^{4} x^{\prime} \Psi^{2}(x)\right.\right. \\
& \left.\times\left[D\left(x, x^{\prime}\right)+D\left(x^{\prime}, x\right)\right] \Psi^{2}\left(x^{\prime}\right)\right\} \tag{2.18}
\end{align*}
$$

From the physical point of view, one would then tend to consider $\Psi$ as the "particle" or "matter" field, whereas $\varphi$ mediates the interaction of $\Psi$ with itself. The discussion of the general nonlinear cases is difficult except in the framework of an approximation procedure which achieves linearization at each of its stages.

In our example (2.11) we have made a particular choice for the Lagrangian of the $\varphi$ field which differs in fact from the usual one by a complete divergence. The latter is immaterial for the equations of motion of the field but it contributes to the condition (2.9). Hence, for the construction of a good Fokker action it does matter from which particular expression of the action we choose to start. The question then arises as to whether or not the Fokker action obtained for a given field-plus-source theory is unique.
To discuss the question of uniqueness we restrict ourselves to linear theories, since, even in the nonlinear case, one solves a set of linear equations at
each stage of an approximation procedure. Given a Lagrangian in the form (2.11) together with our symmetric solutions, we ask whether condition (2.9) can be satisfied again after adding to the Lagrangian a suitable complete divergence $\partial \mu Q^{\mu}(\varphi ; \varphi$, ) and to the symmetric solution, a solution $\chi$ of the homogeneous field equations that nevertheless depends on the $j$. Because Eq. (2.14) is satisfied by the symmetric solution, it follows that condition (2.9) is satisfied provided that
$\frac{1}{2} \int_{\Omega} d^{4} x\left(\delta^{*} \chi \cdot j-\delta * j \cdot \chi\right)=\int_{\Omega} d^{4} x \delta^{*}\left(\partial_{\mu} Q^{\mu}\right)$.
The following possibilities may now be discussed.
(a) if $\partial_{\mu} Q^{\mu}$ is such that, upon substitution,

$$
\begin{equation*}
\int_{\Omega} d^{4} x \delta *\left(\partial_{\mu} Q^{\mu}\right)=\int_{\Sigma} d^{3} S_{\mu} \delta * Q^{\mu}=0, \tag{2.20}
\end{equation*}
$$

we recover by means of Eq. (2.19) the condition that $\chi$ should again be purely symmetric. Every complete divergence that does not vanish upon substitution gives rise to an expression that differs from the good Fokker action by a complete divergence. Such a term, however, is immaterial for an action principle since its variation is always zero.
(b) We drop the assumption (2.20) in order to ask ourselves whether, by adding a proper $\partial_{\mu} Q^{\mu}$ to the Lagrangian (2.11), solutions other than the symmetric ones could give us a good Fokker action. Those nonsymmetric solutions differ from a symmetric solution by a solution $\chi$ of the homogeneous field equation. It can be written very generally as

$$
\begin{equation*}
\chi(x)=\int_{R} d^{4} x^{\prime} K\left(x, x^{\prime}\right) j\left(x^{\prime}\right)+\chi_{0}(x), \tag{2.21}
\end{equation*}
$$

where $K\left(x, x^{\prime}\right)$ is not symmetric and $\chi_{0}(x)$ is functionally independent of $j$. We assume $\chi_{0}=0$. The complete divergence $\partial_{\mu} Q^{\mu}$ is a function of the $\phi$ 's and derivatives and can be expanded as

$$
\begin{align*}
& \partial_{\mu} Q^{\mu}=\sum_{m=1}^{m-n} \int d^{4} x \int d^{4} x^{\prime} \cdots \\
& \times \int d^{4} x^{m} Q^{(m)}\left(x, x^{\prime} x^{\prime \prime}, \cdots, x^{m}\right) j\left(x^{\prime}\right) j\left(x^{\prime \prime}\right) \cdots j\left(x^{m}\right) \tag{2.22}
\end{align*}
$$

Its contribution to the $\delta^{*}$ variation of $S^{p}$ can be written as

$$
\begin{align*}
\delta * \int_{0} \partial_{\mu} Q^{\mu} & d^{4} x=\sum_{m=1}^{m-n} \int d^{4} x^{\prime} \int d^{4} x^{\prime \prime} \cdots \\
& \times \int d^{4} x^{m} \bar{Q}^{(m)}\left(x^{\prime}, x^{\prime \prime}, \cdots, x^{(m)}\right) \\
& \times \delta \delta^{* j\left(x^{\prime}\right) j\left(x^{\prime \prime}\right) \cdots j\left(x^{m}\right)} \tag{2.23}
\end{align*}
$$

where the important point is that the $\bar{Q}^{(m)}$ are symmetric in their arguments. From Eq. (2.19) and the arbitrariness of the $\delta * j(x)$ we have

$$
\begin{align*}
& \int d x^{\prime \prime}\left[K\left(x^{\prime}, x^{\prime \prime}\right)-K\left(x^{\prime \prime}, x^{\prime}\right)\right] j_{\mu}\left(x^{\prime \prime}\right) \\
& =\sum_{m=1}^{m-n} \int d^{4} x^{\prime \prime} \int d^{4} x^{\prime \prime \prime} \cdots \\
& \times \int d^{4} x^{m} \bar{Q}^{(m)}\left(x^{\prime} x^{\prime \prime}, \cdots, x^{m}\right) j\left(x^{\prime \prime}\right) j\left(x^{\prime \prime \prime}\right) \cdots j\left(x^{m}\right) \tag{2.24}
\end{align*}
$$

Multiplying both sides by $j\left(x^{\prime}\right)$ and integrating, we get
$\sum_{m=1}^{m=n} \int d^{4} x^{\prime} \int d^{4} x^{\prime \prime} \int d^{4} x^{\prime \prime \prime} \ldots$

$$
\begin{align*}
& \times \int d^{4} x^{m} \bar{Q}^{m}\left(x^{\prime}, x^{\prime \prime}, x^{\prime \prime \prime} \cdots, x^{m}\right) \\
& \times j\left(x^{\prime}\right) j\left(x^{\prime \prime}\right) j\left(x^{\prime \prime \prime}\right) \cdots j\left(x^{m}\right)=0 . \tag{2.25}
\end{align*}
$$

Because this relation holds for arbitrary $j(x)$ we conclude that the $\bar{Q}^{(m)}$ have to vanish and hence $\delta^{*} \int \partial_{\mu} Q^{\mu} d^{4} x$ vanishes, thus contradicting our starting assumption. This tells us that there is no way one can add an antisymmetric part to our solution and still obtain a good Fokker action.
(c) The only other non-uniqueness that might arise could occur if the field equations admitted more than one symmetric solution. We can rule out this case if we require that field equations must yield a unique solution for a given set of boundary conditions.

## III. THEORIES WITH GAUGES

A special problem arises when one applies the substitution method to a system of equations that admit a gauge-type covariance group. Because of this gauge covariance, the field equations for the $\varphi$ variables satisfy a set of differential identities equal in number to the number of arbitrary functions needed to define an element of the group. ${ }^{11}$ If now the $\varphi$ field is coupled to sources these identities lead to integrability conditions to be satisfied by the sources. Thus, in electrodynamics they imply the conservation of charge, while in general relativity they form the basis for the Einstein, Infeld, and Hoffmann approximation method. ${ }^{6}$ As a consequence, it is not possible to solve the field equations directly to obtain $\varphi$ as a function of the source

[^70]motions; only a restricted subclass of such motions allows such a solution. But since it is just the motion of the sources that we wish to determine by means of our substitution method we seem to have arrived at an impasse.
To investigate this situation in more detail let us return to the equations of motion (2.2) and (2.3). If we introduce the abbreviation
\[

$$
\begin{equation*}
\mathcal{L}^{A}(\varphi) \equiv \delta \mathscr{L}_{F} / \delta \varphi_{A}, \tag{3.1}
\end{equation*}
$$

\]

then, because of the gauge covariance the $\mathfrak{L}^{A}$ satisfy a number of "Bianchi" identities:

$$
\begin{equation*}
\mathscr{Q}_{\alpha}\left(\mathbb{R}^{A}\right) \equiv 0 . \tag{3.2}
\end{equation*}
$$

[In electrodynamics, $\mathcal{L}^{4} \Rightarrow F^{a \nu}$, , and $\mathscr{B}_{\alpha}\left(\mathcal{L}^{A}\right) \Rightarrow$ $F^{\mu \nu}{ }_{, \mu \nu} \equiv 0$.] When the $\phi$ field is coupled to a source, the field equations take the form (2.2), which we write as

$$
\begin{equation*}
\mathscr{L}^{A}(\varphi)=j^{A}(\varphi, q) \tag{3.3}
\end{equation*}
$$

where the "current" $j^{4}$ is given by

$$
\begin{equation*}
j^{A}(\varphi, q) \equiv \delta \mathcal{R}_{I}(\varphi, q) / \delta \varphi_{A} \tag{3.4}
\end{equation*}
$$

Then, because of the Bianchi identities (3.2), the sources must satisfy

$$
\begin{equation*}
\mathbb{B}_{\alpha}\left(j^{A}\right)=0 \tag{3.5}
\end{equation*}
$$

Only for source motions that satisfy Eqs. (3.5) will it be possible to solve Eqs. (3.3) for $\varphi$ as a function of the $q$. These equations therefore constitute a set of integrability conditions on solutions of the field equations.

In order to solve the field equations (3.3) without having to take account of the integrability conditions, one imposes gauge conditions (coordinate conditions in general relativity) on the $\varphi$. These are a set of local, noncovariant relations

$$
\begin{equation*}
f_{\alpha}(\varphi)=0 \tag{3.6}
\end{equation*}
$$

equal in number to the number of Bianchi identities that can always be satisfied by an appropriate choice of gauge. With their help one then constructs a modified set of field equations

$$
\begin{equation*}
\tilde{\mathscr{L}}^{A}(\varphi)=j^{A}(\varphi, q) . \tag{3.7}
\end{equation*}
$$

Now, the modified $\overline{\mathcal{S}}^{\boldsymbol{A}}(\varphi)$ no longer satisfy Bianchi identities and so it is possible, at least in principle, to solve these modified field equations for arbitrary source motions. Of course, not every solution of the modified equations is a solution of the original field equations (3.3). One must retain only those solutions $\varphi(q)$ that simultaneously satisfy the gauge
conditions (3.6) for motions of the sources that are allowed by the conditions (3.5). In the simple case of electrodynamics this condition is easily met as we shall see. Furthermore, the solutions of the modified equations (3.7) that lead to a good Fokker action are just a subset of such solutions. In the general case the situation is more complicated and the desired solutions must be obtained by an approximation procedure. ${ }^{12}$

Once a solution of the modified equations that satisfies the above-stated requirement is obtained, one can proceed as before and substitute it into the equations of motion (2.3) for the sources to obtain Fokker equations of motion for the sources and to try to construct a Fokker action for them by the method of Sec. II. In order to apply these methods in the present case, we must, of course, first find a modified action that leads to the modified field equations (3.7). The question of whether or not such an action exists must, at present time, be examined in each individual case. One might imagine that the resulting Fokker action principle is complicated by the existence of the integrability conditions (3.5) acting as constraints on allowed variations of the $q$ 's. Fortunately such is not the case. Trautman ${ }^{11}$ has shown that any solution of the Fokker equations of motion automatically satisfies the integrability conditions. Thus, the only additional complication for the construction of a Fokker action principle in the case of a gauge-covariant theory is the construction of solutions of the modified field equations that satisfy the gauge conditions when the integrability conditions are satisfied. In the next section we illustrate the procedure for the case of the electromagnetic field. The general case of constructing a Fokker action for a gauge-covariant theory will be discussed in a future paper.

## IV. FOKKER ACTION FOR THE ELECTROMAGNETIC INTERACTIONS

As an example of the application of the substitution method to a covariant theory, we discuss the case of electrodynamics. In this theory the interactions between sources are mediated by the electromagnetic potential $A_{\mu}$ and described by the action ${ }^{13}$
$S=-\frac{1}{4} \int F^{\mu \nu} F_{\mu \nu} d^{4} x-\int A_{\mu} j^{\mu} d^{4} x+S_{M}$,

[^71]where
\[

$$
\begin{equation*}
F_{\mu \nu} \equiv A_{\mu, \nu}-A_{\nu, \mu} \tag{4.2}
\end{equation*}
$$

\]

The corresponding field equations are

$$
\begin{equation*}
F^{\mu \nu}, \nu=j^{\mu} \tag{4.3}
\end{equation*}
$$

The Bianchi identity $F^{\mu \nu}{ }_{, \nu_{\mu}} \equiv 0$ leads in this case to the single integrability condition

$$
\begin{equation*}
j^{\mu}{ }_{, \mu}=0 . \tag{4.4}
\end{equation*}
$$

Since the fields $A_{\mu}$ do not appear explicitly in this condition as they do in the general case, the problem of constructing a Fokker action is greatly simplified.

In order to solve the field equations (4.3) we must impose a gauge condition on the $A_{\mu}$. If we require that the Lorentz gauge condition

$$
\begin{equation*}
A_{, \mu}^{\mu}=0 \tag{4.5}
\end{equation*}
$$

be satisfied, we may consider instead of Eqs. (4.3) the set of modified field equations

$$
\begin{equation*}
\square \tilde{A}^{\mu}=j^{\mu} \tag{4.6}
\end{equation*}
$$

where we denote by $\widetilde{A}_{\mu}$ the solutions to these equations. As a trial solution let us consider the symmetric solution

$$
\begin{equation*}
\tilde{A}^{\mu}(x)=\int d^{4} x^{\prime} D^{s}\left(x-x^{\prime}\right) j^{\mu}\left(x^{\prime}\right) \tag{4.7}
\end{equation*}
$$

which is valid for an arbitrary $j^{\mu}(x)$. Having obtained such a solution we must now check to see if the gauge condition (4.5) is satisfied when the current is conserved, i.e., when the integrability condition (4.4) is satisfied. Because we have already discarded solutions to the homogeneous wave equations it is sufficient to have a spatially bounded charge distribution. Indeed,

$$
\begin{align*}
{\tilde{A^{\mu}}}_{, \mu}(x)= & \int_{R} d^{4} x^{\prime} D^{s}\left(x-x^{\prime}\right) j^{\mu}{ }_{\mu \mu}\left(x^{\prime}\right) \\
& +\int_{s} d^{3} S_{\mu} D^{S}\left(x-x^{\prime}\right) j^{\mu}\left(x^{\prime}\right)=0 \tag{4.8}
\end{align*}
$$

for any finite $x$, because the contributions of the surface integral are from the points at infinity on the light cone at $x$, and there $j^{\mu}$ vanishes because it is spatially bounded. In order to apply the substitution method, we must find a modified action of the form (2.11) from which Eqs. (4.6) follow. This action is

$$
\begin{equation*}
\tilde{S}=\int_{R} d^{4} x\left\{\frac{1}{2} \tilde{A}_{\mu} \tilde{A}^{\mu}{ }^{v}{ }_{v}-\tilde{A}_{\mu} j^{\mu}\right\}+S_{M} . \tag{4.9}
\end{equation*}
$$

The substitution of the symmetric solution (4.7) into (4.9) gives the well-known expression
$S_{F}=-\frac{1}{2} \iint_{R} d^{4} x d^{4} x^{\prime} D^{S}\left(x-x^{\prime}\right) j^{\mu}(x) j_{\mu}\left(x^{\prime}\right)+S_{M}$,
which is a good Fokker action for (4.6). Because the satisfaction of condition (4.4) is an automatic consequence of the Fokker equations of motion, (4.10) also is a good Fokker action for (4.3). Thus, in the case of a Dirac field coupled minimally to the electromagnetic field the continuity equation for the current

$$
\begin{equation*}
j^{\mu}=i e \bar{\Psi}^{\mu} \Psi \tag{4.11}
\end{equation*}
$$

is satisfied identically for any $A_{\mu}$ when $\Psi$ satisfies the Dirac equations of motion. For this reason, the $\Psi$ determined by the Fokker equations of motion
$\gamma^{\mu} \partial_{\mu} \Psi-m \Psi=e \gamma^{\mu} \Psi \int d^{4} x^{\prime} D\left(x-x^{\prime}\right) \widetilde{\Psi}\left(x^{\prime}\right) \gamma_{\mu} \Psi\left(x^{\prime}\right)$
satisfy the condition (4.4).
It is interesting to apply the substitution method to solutions of the Maxwell equations that satisfy gauge conditions other than the Lorentz condition. In this way one obtains expressions equivalent to (4.10) that may be useful for applications. Gauge conditions may imply differential constraints, algebraic constraints, or a mixture of both. Because the Lorentz gauge condition is an example of the first type of condition, it is instructive to consider the imposition of a pure algebraic constraint like $A_{1}=0$. This leads to a set of modified field equations

$$
\begin{gather*}
\tilde{A}^{e, \mu}{ }_{\mu}-\tilde{A}^{t, 4}=j^{t},  \tag{4.13a}\\
\tilde{A}_{t, 1}^{t, 1}=-j^{1}, \quad s, t \neq 1 . \tag{4.13b}
\end{gather*}
$$

It turns out to be impossible to find a modified action that leads to Eqs. (4.13). For this reason, we consider the equivalent problem in which

$$
\begin{gather*}
\tilde{A}^{\bullet \mu}{ }_{, \mu}-\tilde{A}^{t}{ }_{,}{ }_{t}=j^{*},  \tag{4.14}\\
\tilde{A}^{1}=\text { const }=0, \quad s, t \neq 1
\end{gather*}
$$

are taken to be the set of modified field equations, and

$$
\begin{equation*}
-\tilde{A}_{t, 1}=j^{1} \tag{4.15}
\end{equation*}
$$

is taken to be the gauge condition. For these equations, a modified action exists, given by
$S=\int d^{4} x\left\{\frac{1}{2} \widetilde{A}_{s}\left(\tilde{A}^{\varepsilon, \mu}{ }_{\mu}-\widetilde{A}^{t, k}\right)-\widetilde{A}_{s} j^{s}\right\}+S_{M}$.

We have to proceed likewise in the case of the more useful Coulomb gauge, $A^{r}{ }_{. r}=0 ; r=1,2,3$.

We solve the equivalent problem given by the set of modified field equations
$-\tilde{A}^{0,{ }_{r}}=j^{0} \equiv \rho, \quad \tilde{A}^{r \cdot \mu}{ }_{\mu}=j^{r r}, \quad r=1,2,3$,
with the gauge condition

$$
\tilde{A}^{0} \cdot{ }_{0}^{0}=j^{L L}
$$

We have introduced $j^{r L}$, the longitudinal part of the current and $j^{r}$, the transverse part of the current defined by ${ }^{14}$

$$
\begin{align*}
& j_{r}^{T}(x, t) \\
& \quad \equiv j_{r}-\partial_{r} \int d^{3} x^{\prime} \frac{\partial_{;}^{\prime} j_{0}\left(\mathbf{x}^{\prime}, t\right)}{-4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \equiv j_{r}-j_{r}^{L} \tag{4.19}
\end{align*}
$$

which satisfies $j_{r, r}^{T}=0$. We notice that, once again under our assumptions on the current distribution, $\theta$ defined by

$$
\begin{equation*}
j_{r}^{L} \equiv \partial_{r} \theta=\partial_{r} \partial_{r} \int d^{3} x^{\prime} \frac{j_{s}\left(\mathbf{x}^{\prime}, i\right)}{-4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{4.20}
\end{equation*}
$$

behaves like $R^{-2}$ when $x_{\mu}$ tends to infinity.
Taking now the symmetric solution of (4.17)

$$
\begin{gather*}
\tilde{A}_{0}(x, t)=\int d^{3} x^{\prime} \frac{\rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \\
\tilde{A}_{r}(x)= \\
=\int d^{4} x D^{*}\left(x, x^{\prime}\right) j_{r}^{T}\left(x^{\prime}\right) \\
=\int d^{4} x^{\prime} D^{\prime}\left(x, x^{\prime}\right)\left[j_{r}(x)\right.  \tag{4.21}\\
\\
\left.-\partial_{r}^{\prime} \int d^{3} x^{\prime \prime} \frac{\partial_{8}^{\prime \prime} j_{0}\left(\mathbf{x}^{\prime \prime}, t\right)}{-4 \pi\left|\mathbf{x}^{\prime}-\mathbf{x}^{\prime \prime}\right|}\right]
\end{gather*}
$$

we verify that (4.18) holds only when $j_{\mu, \mu}=0$.
The modified Lagrangian for Eqs. (4.17) is

$$
\left.\begin{array}{rl}
\tilde{S}=-\int d^{4} x^{\prime}\left\{\frac{1}{2} \tilde{A}_{r} \tilde{A}_{r, \mu \mu}+\frac{1}{2} \tilde{A}_{0} \tilde{A}_{0, r r}\right. \\
& -\tilde{A}_{r} j_{r}^{T} \tag{4.22}
\end{array}\right)
$$

From it we can obtain the Fokker action in this gauge provided $j^{\mu}(x)$ satisfies the charge-continuity equation $j^{\mu}{ }_{, \mu}=0$. Such a current is given, for example, for a point charge by

$$
\begin{equation*}
j^{\mu}(x)=\sum_{a} e_{a} \int d \tau_{a} \delta^{4}\left(x-z_{a}\right) \frac{d z_{a}^{\mu}}{d \tau_{a}} \tag{4.23}
\end{equation*}
$$

where $z_{a}^{\prime}\left(\tau_{a}\right)$ are the coordinates of the ath charge and $\tau_{a}$ is its proper time. The charge $e_{a}$ is constant along the ath trajectory. If, in the substitution method, we use this current we can be assured of the satisfaction of the Coulomb gauge for all variations.

Substitution of (4.21) into (4.22) gives for $S_{F}$

$$
\begin{align*}
& S_{F}=\frac{1}{2} \int d^{4} x\left\{\int d^{4} x^{\prime} j_{r}^{T}(x) D^{s}\left(x, x^{\prime}\right) j_{r}^{T}\left(x^{\prime}\right)\right. \\
&\left.-\int d^{3} x^{\prime} \frac{\rho(\mathbf{x}, t) \rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\right\}+S_{\mathbf{K}} \tag{4.24}
\end{align*}
$$

One can easily establish the equivalence of expressions (4.6) and (4.24) by direct computation, keeping in mind the assumption $j^{\mu}{ }_{, \mu}=0$.

The form (4.24) is particularly useful when dealing with problems in which a slow-motion approximation is justified. For example, to get the action to order $v^{2} / c^{2}$, which is Darwin's action, ${ }^{18}$ we notice that $j_{r}^{r}$ is of order $v / c$ and so it is enough to put for $D^{\prime}\left(x, x^{\prime}\right)$ the zero-order term $\delta\left(t-t^{\prime}\right) / 4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|$ of its expansion in powers of $v / c$. We then get ${ }^{16}$

$$
\begin{align*}
{ }^{0+2} S_{F} & =\frac{1}{2} \int d^{4} x \int d^{3} x^{\prime} \\
& \times\left\{\frac{j_{r}^{T}(\mathbf{x}, t) j_{r}^{T}\left(\mathbf{x}^{\prime}, t\right)-\rho(\mathbf{x}, t) \rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\right\}+{ }^{0+2} S_{\mathbf{w}} \tag{4.25}
\end{align*}
$$

which is also equal to

$$
\begin{equation*}
\frac{1}{2} \int d^{4} x \int d^{3} x^{\prime}\left\{\frac{j_{r}(\mathbf{x}, t) j_{r}\left(\mathbf{x}^{\prime}, t\right)-j_{r}^{L}(\mathbf{x}, t) j_{r}^{L}\left(\mathbf{x}^{\prime}, t\right)-\rho(\mathbf{x}, t) \rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\right\}+{ }^{0+2} S_{M} \tag{4.26}
\end{equation*}
$$

because

$$
\begin{equation*}
\int d^{4} x \int d^{3} x^{\prime} \frac{j_{r}^{L}(\mathbf{x}, t) j_{r}{ }^{T}\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}=0 \tag{4.27}
\end{equation*}
$$

by virtue of the definitions and asymptotic properties of $j_{r}^{L}$ and $j_{r}^{r}$.
We may now write

$$
\begin{equation*}
\int d^{4} x \int d^{3} x^{\prime} \frac{j_{r}^{L}(\mathbf{x}, t) j_{r}^{L}\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}=\int d^{4} x \theta(\mathbf{x}, t) \theta(\mathbf{x}, t) \tag{4.28}
\end{equation*}
$$

[^72]which, on account of the relation
\[

$$
\begin{align*}
& \frac{1}{16 \pi^{2}} \int d^{3} x \int d^{3} x^{\prime} \int d^{3} x^{\prime \prime} \partial_{r} \frac{1}{\left|\mathbf{x - \mathbf { x } ^ { \prime }}\right|} \partial_{\cdot} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime \prime}\right|} j_{r}\left(\mathbf{x}^{\prime}, t\right) j_{s}\left(\mathbf{x}^{\prime \prime}, t\right) \\
&=\frac{1}{8 \pi} \int d^{3} x^{\prime} \int d^{3} x^{\prime \prime} \partial_{r} \partial_{\theta}\left|\mathbf{x}^{\prime}-\mathbf{x}^{\prime \prime}\right| j_{r}\left(\mathbf{x}^{\prime}, t\right) j_{A}\left(\mathbf{x}^{\prime \prime}, t\right) \tag{4.29}
\end{align*}
$$
\]

leads us to give, as another form of (4.25)

$$
\begin{align*}
{ }^{0+2} S_{P} & =\int d^{4} x \int d^{3} x^{\prime} \\
\times & \left\{\frac{j_{r}(\mathbf{x}, t) j_{r}\left(\mathbf{x}^{\prime} t\right)-\rho(\mathbf{x}, t) \rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\right.  \tag{4.30}\\
+ & \left.\frac{1}{8 \pi} \partial_{r} \partial_{s}^{\prime}\left|\mathbf{x}-\mathbf{x}^{\prime}\right| j_{r}(\mathbf{x}, t) j_{n}\left(\mathbf{x}^{\prime}, t\right)\right\}+{ }^{0+2} S_{\mathbb{M}} .
\end{align*}
$$

For charge pole singularities, that is, for currents of the form (4.23), this becomes

$$
\begin{align*}
& { }^{0+2} S_{F}=\int d t\left\{\frac { 1 } { 2 } \sum _ { a } \sum _ { b } \left[\frac{e^{(a)} e^{(b)}}{2 R_{a b} c^{2}}\right.\right. \\
& \left.\left.\times\left[v_{r}^{(a)} v_{r}^{(b)}+\left(v_{r}^{(a)} n_{r}\right)\left(v_{\bullet}^{(b)} n_{\dot{f}}\right)\right]-\frac{e^{(a)} e^{(b)}}{R_{a b}}\right]\right\}+S_{M}, \tag{4.31}
\end{align*}
$$

where $n$ is a unit vector from charge $a$ to charge $b$.

## V. THEORIES WITH AN APPROXIMATION PROCEDURE

We now consider an interesting feature of the Fokker action approach to the Fokker equations of motion that results in considerable savings of computational effort whenever it is necessary to solve the field equations by an approximation procedure. Suppose that we want to construct the Fokker equations of motion only up to a given order of accuracy in an expansion

$$
\begin{equation*}
\phi={ }^{0} \phi+{ }^{1} \phi+{ }^{2} \phi+\cdots \tag{5.1}
\end{equation*}
$$

of the field that is being eliminated. If one takes into account this expansion, our Lagrangian in its turn decomposes into a sum of terms of increasing order:

$$
\begin{equation*}
\mathscr{L}={ }^{0} \mathscr{L}+{ }^{1} \mathscr{L}+{ }^{2} \mathscr{L}+\cdots, \tag{5.2}
\end{equation*}
$$

and the same happens with $S$. Given an ${ }^{n} \&$ we notice that the ${ }^{m} \phi$ with $n>m>\frac{1}{2} n$ enter in it only linearly. If we split ${ }^{n} £$ into a part ${ }^{n} \AA^{(m) H}$ linearly homogeneous in ${ }^{m} \phi$ and a part ${ }^{n} \mathcal{L}^{I}$ independent of the ${ }^{m} \phi$, then ${ }^{n} S$ can be written as

$$
\begin{equation*}
{ }^{n} S=\int d^{4} x \sum_{m}\left({ }^{m} \phi \frac{\delta^{n} \mathscr{L}^{(m) H}}{\delta^{m} \phi}\right)+{ }^{n} \mathscr{L}^{I}+{ }^{n} \Sigma, \tag{5.3}
\end{equation*}
$$

where the ${ }^{n} \Sigma$ are surface integrals that contain the ${ }^{m} \phi$ which resulted from the partial integrations performed to eliminate the derivatives of the ${ }^{m} \phi$. Now we have the interesting fact that the $\delta^{n} \delta^{(m) H} / \delta^{m} \phi$ are the field equations for the ${ }^{m} \phi,{ }^{17}$ and so the first term in (5.3) vanishes for any solution (5.1). Thus, there is no need to know these higher-order solutions for the construction of the Fokker action provided we can ignore the surface integrals ${ }^{n} \Sigma$.

We prove that these integrals can indeed be ignored provided we choose our exact Lagrangian so that, to lowest order, it is equal to
${ }^{0+2} S=\int d^{4} x\left[{ }^{1} \phi D^{1} \phi-{ }^{1} \phi^{1} \zeta_{M}(q)\right]+{ }^{0} S_{M}(q)$.
In addition we must require that ${ }^{k} \phi$ and its derivatives approach zero at infinity at least as fast as $r^{-1}$. In this case we should then expect contributions to ${ }^{n} \Sigma$ only from terms of ${ }^{n} S$ that are quadratic in ${ }^{k} \phi$, i.e., from the terms

$$
\begin{equation*}
\int d^{4} x \sum_{k=0}^{n}{ }^{k} \phi \mathscr{D}^{n-k} \phi \tag{5.5}
\end{equation*}
$$

when we perform the integrations by parts necessary to bring (5.5) to the form of (5.3). These surface integrals can be written as a volume integral equal $t^{18}$

$$
\begin{equation*}
\int d^{4} x \sum_{k=0}^{k \leq \frac{1}{n} n}\left(r^{n-k} \phi \mathscr{D}^{k} \phi-{ }^{k} \phi \mathscr{D}^{n-k} \phi\right) . \tag{5.6}
\end{equation*}
$$

This volume integral vanishes for symmetric solutions ${ }^{k} \phi$. So we arrive at the conclusion that the surface integrals ${ }^{n} \Sigma$ of Eq. (5.3) can indeed be disregarded whenever we use symmetric solutions in the substitution method.

One still has to prove that under these conditions a good Fokker action is obtained to all orders of the approximation procedure. The $n$ th-order contribution to the Fokker equations of motion is, by definition,

$$
\begin{equation*}
\delta^{n} \mathcal{L}(\phi[q]) / \delta q, \tag{5.7}
\end{equation*}
$$

[^73]whereas the $\delta *$ variation of ${ }^{n} S^{F}$ leads to
\[

$$
\begin{align*}
& \int d^{4} x\left[\frac{\hat{\delta}^{n} \mathcal{L}(\phi[q])}{\delta q}+\sum_{k=1}^{n}\left\{\frac{\partial^{n} \mathcal{L}(\phi[q]}{\partial^{k} \phi} \frac{\delta *^{k} \phi}{\delta q}\right.\right. \\
& \left.\left.\quad+\frac{\partial^{n} \mathcal{L}(\phi[q])}{\partial^{k} \phi, \mu}\left(\frac{\delta *^{k} \phi}{\delta q}\right)_{. \mu}+\frac{\partial^{n} \mathcal{L}(\phi[q])}{\partial^{k} \phi, \mu \nu}\left(\frac{\delta *^{k} \phi}{\delta q}\right)_{, \mu \nu}\right\}\right] \delta q \tag{5.8}
\end{align*}
$$
\]

or

$$
\begin{align*}
& \int d^{4} x\left[\frac{\delta^{n} \delta(\phi[q])}{\delta q}\right. \\
& \left.\quad+\sum_{k=1}^{n} \frac{\delta^{n} \delta(\phi[q])}{\partial^{k} \phi} \frac{\delta^{k} \phi}{\delta q}\right] \delta q+{ }^{n} \Sigma^{\prime} . \tag{5.9}
\end{align*}
$$

The summation in the volume integral vanishes upon substitution because the $\delta^{n} \& / \delta^{k} \phi$ are the equations of motion for the ${ }^{(n-k)} \phi$. The surface integrals ${ }^{n} \Sigma^{\prime}$ that do not vanish on account of the asymptotic behavior of the $\phi$ turn out to be equal to the volume integral
${ }^{n} \Sigma^{\prime}=\int d^{4} x \sum_{k=1}^{n}\left({ }^{k} \phi \mathscr{D} \frac{\delta^{(n-k)} \phi}{\delta q}-\frac{\delta^{*^{(n-k)} \phi}}{\delta q} \mathscr{D}^{n} \phi\right) \delta q$,
which also vanishes for symmetric solutions. So $S^{F}$, up to any order, is a good Fokker action because the variation (5.8) of each ${ }^{n} S^{P}$ leads to the corresponding contribution (5.7) to the Fokker equation of motion.

As an example of the above discussion let us consider the case where solutions of Maxwell's equations are expanded in a slow-motion approximation, that is, in powers of $v / c$. The field variables are expanded according to ${ }^{19}$

$$
\begin{align*}
& A_{0}={ }^{0} A_{0}+{ }^{2} A_{0}+{ }^{4} A_{0}+\cdots,  \tag{5.11}\\
& A_{r}={ }^{1} A_{r}+{ }^{3} A_{r}+{ }^{5} A_{r}+\cdots,
\end{align*}
$$

whereas $\rho$ is a quantity of zero order and the $j_{r}$ are first order, and each time derivation raises by one the order of a quantity.

If we likewise expand the modified action for the Lorentz gauge

$$
\begin{equation*}
S=\int_{\Omega} d^{4} x\left(\frac{1}{2} A_{\mu} A^{\mu, \eta}-A^{\mu} j_{\mu}\right)+S_{M} \tag{5.12}
\end{equation*}
$$

[^74]we find
${ }^{0} S=-\int d^{4} x\left[\frac{1}{2}\left({ }^{0} A_{0}{ }^{0} A_{0, r r}\right)+{ }^{0} A_{0} \rho\right]+{ }^{0} \Sigma+{ }^{0} S_{M}$,
${ }^{2} S=\int d^{4} x\left[-{ }^{2} A_{0}{ }^{0} A_{0, r r}-{ }^{2} A_{0} \rho+\frac{1}{2}\left({ }^{1} A_{r}{ }^{1} A_{r, s s}\right)\right.$
\[

$$
\begin{equation*}
\left.+\frac{1}{2}\left({ }^{0} A_{0}{ }^{0} A_{0.00}\right)+{ }^{1} A_{r} j_{r}\right]+{ }^{2} \Sigma+{ }^{2} S_{M}, \tag{5.13}
\end{equation*}
$$

\]

${ }^{4} S=\int d^{4} x\left[-{ }^{4} A_{0}{ }^{0} A_{0, r r}\right.$
$-\frac{1}{2}\left({ }^{2} A_{0}{ }^{2} A_{0, r r}\right)-{ }^{4} A_{0} \rho+{ }^{3} A_{r}{ }^{1} A_{r, s}$
$\left.+{ }^{2} A_{0}{ }^{0} A_{0,00}+{ }^{3} A_{r} j_{r}-\frac{1}{2}\left({ }^{1} A_{r}{ }^{1} A_{r, 00}\right)\right]+{ }^{4} \Sigma+{ }^{4} S_{\boldsymbol{L}}$.
It is easy to check that the surface integrals vanish upon substitution of symmetric solutions and that only a knowledge of ${ }^{0} A_{0},{ }^{2} A_{0}$, and ${ }^{1} A_{r}$ is required to get the Fokker action to fourth order. We have indeed

$$
\begin{aligned}
& { }^{0+2+4} S^{F}=\int d^{4} x\left[-\frac{1}{2}\left({ }^{0} A_{0}^{0} A_{0, r r}\right)-{ }^{0} A_{0} \rho\right. \\
& +\frac{1}{2}\left({ }^{1} A_{r}^{1} A_{r, a s}\right)+\frac{1}{2}\left({ }^{0} A_{0}{ }^{0} A_{0,00}\right)+{ }^{1} A_{r} j_{r}-\frac{1}{2}\left({ }^{2} A_{0}{ }^{2} A_{0, r r}\right)
\end{aligned}
$$

$$
\begin{equation*}
\left.+{ }^{2} A_{0}{ }^{0} A_{0,00}-\frac{1}{2}\left({ }^{1} A_{r}{ }^{1} A_{r, 00}\right)\right]+{ }^{0+2+4} S_{M} \tag{5.14}
\end{equation*}
$$

with

$$
\begin{aligned}
& { }^{0} A_{0}=\int d^{3} x^{\prime} \frac{\rho\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}, \\
& { }^{1} A_{r}=\int d^{3} x^{\prime} \frac{j_{r}\left(\mathbf{x}^{\prime}, t\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \\
& { }^{2} A_{0}=\int d^{3} x^{\prime} \frac{{ }^{0} A_{0,00}}{-4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} .
\end{aligned}
$$

Notice that this expression up to second order coincides with the form (4.26) of Darwin's expression, which was derived in the previous section from an expansion of the Fokker action in the Coulomb gauge. On the other hand, we have derived the same expression in this section by using in the substitution method approximate solutions for the Lorentz gauge condition. Indeed, Darwin's formula is determined only by the approximation procedure in a way completely independent of the choice of gauge.

# Maximal Analytic Extension of the Kerr Metric* 

Robert H. Boyer $\dagger$<br>Department of Applied Mathematics, University of Liverpool, Liverpool, England<br>AND<br>Richard W. Lindquist<br>Scott Laboratory of Physics, Wesleyan University, Middletown, Connecticut<br>(Received 19 July 1966)


#### Abstract

Kruskal's transformation of the Schwarzschild metric is generalized to apply to the stationary, axially symmetric vacuum solution of Kerr, and is used to construct a maximal analytic extension of the latter. In the low angular momentum case, $\mathrm{a}^{2}<\mathrm{m}^{2}$, this extension consists of an infinite sequence Einstein-Rosen bridges joined in time by successive pairs of horizons. The number of distinct asymptotically flat sheets in the extended space can be reduced to four by making suitable identifications. Several properties of the Kerr metric, including the behavior of geodesics lying in the equatorial plane, are examined in some detail. Completeness is demonstrated explicitly for a special class of geodesics, and inferred for all those that do not strike the ring singularity.


## I. INTRODUCTION

AFAMILIAR feature of exact solutions to the field equations of general relativity is the presence of singularities. Although long recognized in such special metrics as those of Schwarzschild and Reissner-Nordström, and in the spherically symmetric Friedmann models, these singularities have been dismissed as nonphysical, due perhaps to the high degree of symmetry assumed for the solutions. ${ }^{1}$ Recent work by Penrose and Hawking ${ }^{2}$ suggests that this traditional view may need to be revised; it is quite possible that gravitational collapse leads inevitably to a singular state if trapped surfaces are once formed ${ }^{3}$-provided that one stubbornly persists in applying the classical field equations to regions of arbitrarily high curvature. ${ }^{4}$ Thus there is some point in studying the complete geometry of exact solutions, even though they are idealizations of physically reasonable gravitating systems, in order to learn something about the type of behavior to be

[^75]expected in more realistic models. We here lay the foundations for such a study of stationary axially symmetric models of rotating bodies, by analyzing in some detail the empty space metric of Kerr. ${ }^{5}$

Of course one must be careful to distinguish true singularities, to which the Penrose-Hawking theorems refer, from "pseudosingularities" that reflect merely a poor choice of coordinates. The latter can always be removed by the familiar device of covering the manifold with a family of coordinate patches. It has long been recognized that the singularity at $r=2 m$ in the standard form of the Schwarzschild metric is of this type; transformations to coordinate frames which remove this apparent singularity have been given by several authors. ${ }^{6}$

Closely related to the problem of singularities is that of completeness. ${ }^{7}$ Solutions of the field equa-

[^76]tions are usually presented locally, in terms of a coordinate system adapted to the symmetries of a given problem. Thus the manifold on which the metric is to be defined is left unspecified at the start, and determined only afterwards by imposing various global and topological conditions. Ideally, one would like the resulting manifold to be geodesically complete and free of singularities, but the PenroseHawking theorems show that in many cases these two aims are incompatible. Of course, one can always eliminate singularities from a given metric by redefining the manifold to exclude the singular points; this is not a very satisfactory solution, however, if physical test particles run off the edge of the spacetime so obtained in a finite proper time. It seems preferable, we believe, to require geodesic completeness, insofar as possible, even though this leads in general to singularities. Thus if $\mathfrak{N}$ and $\mathfrak{N}^{\prime}$ are analytic manifolds, with $\mathfrak{N}^{\prime} \supset \mathfrak{N}$, we call $\mathfrak{N}^{\prime}$ a maximal analytic extension of $\mathfrak{N}$ if every geodesic of $\mathfrak{I}^{\prime}$ is either complete or terminates at a singular point. Such an extension need not exist, ${ }^{8}$ and even if it does it will not be unique, because of the freedom available to identify points in $\mathfrak{N}^{\prime}$ in a variety of ways without disturbing analyticity.

## Analytic Extensions of the Schwarzschild and Reissner-Nordström Metrics

Eddington ${ }^{6}$ long ago pointed out that the transformation


Fig. 1. A Kruskal diagram for the Schwarzschild metric, showing a portion of the ( $u, v$ ) coordinate plane. In this plane null curves appear as straight lines of slope $\pm 1$; the null lines $u \pm v=0$ define the horizons. The curves $r=$ const are hyperbolas having these horizons as asymptotes, with the $r=0$ hyperbola a singular surface. The shaded regions show the portion of the ( $u, v$ ) plane in which the Eddington coordinates ( $E$ ) and ( $E^{\prime}$ ) are regular; their overlap is the region of regularity $u>0, u^{2}>v^{2}(r>2 m,-\infty<\bar{i}<\infty)$ for standard Schwarzschild coordinates. The fourth unshaded region, $u<0$ and $u^{2}>v^{2}$, is also asymptotically flat, and represents the second sheet of an Einstein-Rosen bridge.

[^77]\[

$$
\begin{gather*}
r=\bar{r}, \quad \theta=\bar{\theta}, \quad \varphi=\bar{\varphi},  \tag{1.1}\\
d t=d t+2 m d \bar{r} /(\bar{r}-2 m)
\end{gather*}
$$
\]

(where, to agree with our later notation, we use bars to denote the original coordinates of Schwarzschild) leads to a form of the Schwarzschild metric free of singularities at $\bar{r}=2 \mathrm{~m}$ :

$$
\begin{align*}
d s^{2}=d r^{2}+r^{2} & \left(d \theta^{2}\right. \\
& \left.+\sin ^{2} \theta d \varphi^{2}\right)  \tag{1.2}\\
& -d t^{2}+(2 m / r)(d r+d t)^{2}
\end{align*}
$$

This metric, interpreted on the manifold $r>0$, $0 \leq \theta \leq \pi, 0 \leq \varphi<2 \pi,-\infty<t<\infty$, is in fact an analytic extension of the original; it is complete for $t \rightarrow+\infty$-excepting those geodesics which strike the true singularity at $r=0$-but not for $t \rightarrow-\infty$. One notes that this form has the structure of a flat space metric plus the square of a null vector; this feature serves as the point of departure in the Kerr-Schild ${ }^{9}$ theory, to which we refer briefly in Sec. II. The alternative transformation

$$
\begin{align*}
r^{\prime} & =\bar{r}, \quad \theta^{\prime}=\bar{\theta}, \quad \varphi^{\prime}=\bar{\varphi},  \tag{1.3}\\
d t^{\prime} & =d l-2 m d \bar{r} /(\bar{r}-2 m)
\end{align*}
$$

leads to an expression for $d s^{2}$ similar to (1.2), but with $d t$ replaced by $-d t^{\prime}$, which is complete for $t^{\prime} \rightarrow-\infty$. One thus obtains two coordinate patches, shown in Fig. 1, whose domain of overlap is the region external to the Schwarzschild pseudosingularity. This is still not the maximal analytic extension, however. The latter has been given in a particularly simple form by Kruskal, ${ }^{6}$ and is summarized by the transformation equations

$$
\begin{equation*}
u \pm v=|(r / 2 m)-1|^{\frac{1}{2}} \exp [(r \pm t) / 4 m] \tag{1.4}
\end{equation*}
$$

The corresponding manifold, illustrated by the now familiar Kruskal diagram (Fig. 1), consists of two asymptotically flat universes whose spacelike sections are joined together on a 2 -sphere of minimum area-the "throat" of an Einstein-Rosen bridge. ${ }^{10}$ The area of this throat changes with time, reaching a maximum value of $4 \pi(2 m)^{2}$ at $u=0, v=0$, and collapsing to zero both in the future and the past, at those points ( $u=0, v= \pm 1$, for instance) for which $r=0$.

A similar analysis for the Reissner-Nordström solution (the metric outside a single mass $m$ with charge q) has been carried through by Graves and

[^78]Brill. ${ }^{11}$ This metric has two pseudosingularities at

$$
\begin{equation*}
r=r_{ \pm} \equiv m \pm\left(m^{2}-q^{2}\right)^{\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

and a true singularity at $r=0$. Graves and Brill displayed transformations of the Kruskal type which would eliminate either pseudosingularity, but not both. Nevertheless, their results are sufficient to portray the full manifold, for by piecing together successive coordinate patches one can extend the metric first across one singularity and then across the other. It turns out that the resulting manifold is still not complete, however, and one must continue to add similar patches indefinitely. The picture which emerges is thus altogether different from the Schwarzschild case. One can view the manifold as an Einstein-Rosen bridge, whose throat oscillates between a minimum and a maximum area, given by $4 \pi r_{-}^{2}$ and $4 \pi r_{+}^{2}$. After each cycle the bridge is found to be attached to a new pair of (asymptotically fiat) sheets, isometric to the original pair but nevertheless topologically distinct from them (but see the end of Sec. III).

## Horizons

The pseudosingularities $r=r_{ \pm}$, like $r=2 m$ in the Schwarzschild metric, have an important geometric and physical significance: They determine the location of horizons. In stationary space-times, these may provisionally ${ }^{12}$ be defined as stationary null hypersurfaces: Whenever, for some function $f(r, \theta, \varphi)$, the equation (grad $f)^{2}=0$ is satisfied on $f=$ const, then this hypersurface is called a horizon. It acts locally as a one-way membrane of infinite red shift (see note added in proof).

Within the horizons of the Schwarzschild and Reissner-Nordström metrics, when such occur, there are trapped surfaces in the sense of Penrose. ${ }^{2}$ Moreover, both metrics contain real singularities, located at $r=0$ in the coordinates normally used. Timelike paths which cross the horizons of the latter, however, need not strike the singularity, but can be continued onto another sheet and thence out to (another) spatial infinity. The surface $r=0$ is

[^79]simply a barrier that prevents continuation of the metric to negative values of $r$. As we see presently, on the Kerr manifold $r=0$ defines a similar barrier, but one of lower dimension, and the extension to negative values of $r$ is meaningful and necessary. Trapped surfaces exist here, too; however, the Pen-rose-Hawking theorems do not apply to the Reissner-Nordström and Kerr manifolds, for these do not admit the required Cauchy initial hypersurface.

When $q^{2}>m^{2}$, Eq. (1.5) breaks down; there are then no horizons and much of the previous discussion ceases to apply. In fact, the original coordinate patch covers the maximal extension.

## Kerr Metric

We have reviewed the above results at length since they bear directly on the problem we wish to consider-that of obtaining a corresponding maximal analytic continuation of the Kerr metric. This solution, it may be recalled, describes a possible exterior field outside a rotating body; it is the only known example of a stationary vacuum metric with gravitational mass and rotation that is asymptotically flat. Like the Schwarzschild metric it is algebraically special (i.e., of type $D$ in the Petrov-Pirani classification ${ }^{13}$ ); thus it contains two geodesic shear-free null congruences. ${ }^{14}$ It admits two Killing vectors, associated with time translations and rotations about an axis of symmetry, and it contains two parameters $m$ and $a$ which can be identified with the total mass and angular momentum per unit mass of the source. Although no one has yet succeeded in displaying explicitly an interior metric which fits smoothly onto Kerr's exterior solution, there do not appear to be any difficulties in principle in integrating the combined equations of hydrodynamics and gravitation for the interior case, provided that the shape of the body is chosen appropriately. ${ }^{15}$ For purposes of this paper, however, we neglect the presence of any such source, and ask rather for the maximal extension of the empty space metric.

Kerr's solution contains two event horizons, which

[^80]in an appropriate coordinate system are located at
\[

$$
\begin{equation*}
r=r_{ \pm} \equiv m \pm\left(m^{2}-a^{2}\right)^{\frac{1}{2}} \tag{1.6}
\end{equation*}
$$

\]

plus a true singularity again formally defined by $r=0$. The correspondence with the ReissnerNordström result (1.5) is rather striking. Thus one might expect the maximal extension of the Kerr manifold to be topologically very similar to the Graves-Brill construction. A main object of our work is to justify this expectation, by displaying a transformation analogous to that of Kruskal. We give this in detail in Sec. III, after first exhibiting several other useful coordinate frames in Sec. II. Kruskal's method, as generalized by Graves and Brill, cannot be applied directly-except to the two-dimensional subspace containing the symmetry axis and the time coordinate ${ }^{16}$-because the metric depends on the polar angle $\theta$ in a complicated way. But when we combine a transformation analogous to (1.4) with an appropriate change in the azimuthal angle $\varphi$, whose effect is to straighten out the null congruences in the neighborhood of the event horizon being considered, we find, happily, that the resulting metric is regular across the horizon at all values of $\theta$.

The proof that our extension is maximal requires a demonstration that geodesics which do not strike a true singularity can be continued to infinite length. We show this in Sec. IV by studying the geodesic equations. Some particular features of the geodesics themselves, which seemed to us to be interesting and curious, are described briefly in Sec. V.

## II. PROPERTIES OF THE KERR METRIC

## Kerr-Schild Theory

Kerr and Schild ${ }^{9}$ have studied solutions of the vacuum field equations for which the metric has the form ${ }^{17}$

$$
\begin{equation*}
g_{\alpha \beta}=\eta_{\alpha \beta}+2 H k_{\alpha} k_{\beta} . \tag{2.1a}
\end{equation*}
$$

Here $\eta_{\alpha \beta}$ is the metric of Minkowski space, $k_{\alpha}$ a null vector field, $H$ a scalar field. It does not matter whether $k_{\alpha}$ is defined to be null with respect to the flat background metric $\eta_{\alpha \beta}$ or the full metric $g_{\alpha \beta}$, since

$$
g^{\alpha \beta} k_{\beta}=\eta^{\alpha \beta} k_{\beta} \equiv k^{\alpha}
$$

and therefore $g^{\alpha \beta} k_{\alpha} k_{\beta}=0$ implies $\eta^{\alpha \beta} k_{\alpha} k_{\beta}=0$ and conversely. In fact,

$$
\begin{equation*}
g^{\alpha \beta}=\eta^{\alpha \beta}-2 H k^{\alpha} k^{\beta} . \tag{2.1b}
\end{equation*}
$$

[^81]Kerr and Schild showed that the vacuum field equations require the null congruence to be geodesic (with respect to either $g_{\alpha \beta}$ or $\eta_{\alpha \beta}$ ). By choosing $H$ suitably, $k_{\alpha}$ can be so normalized that

$$
\begin{equation*}
k^{\beta} \nabla_{\beta} k^{\alpha}=0, \tag{2.2a}
\end{equation*}
$$

$\nabla_{\beta}$ being the covariant derivative based upon $g_{\alpha \beta}$. We suppose this to be the case, and define an affine parameter $\mu$ by $k^{\alpha}=d x^{\alpha} / d \mu$. Then, as Kerr and Schild noted, one finds

$$
\begin{equation*}
R_{\alpha \beta \gamma \delta} k^{\beta} k^{\delta}=-\left(d^{2} H / d \mu^{2}\right) k_{\alpha} k_{\gamma} . \tag{2.2b}
\end{equation*}
$$

It follows that $k^{\alpha}$ is a multiple Debever-Penrose ${ }^{14}$ vector, and consequently, by the Goldberg-Sachs ${ }^{18}$ theorem, that the null congruence defined by $k^{\alpha}$ is shear-free as well.
In their analysis, Kerr and Schild give rules for constructing the general empty-space metric of the form (2.1). We do not quote these here, but merely remark that with the exception of the Kerr metric the representation (2.1) is unique, so that the metric is of type II in the Petrov-Pirani classification.

## Kerr Metric in Explicit Form

Let us consider the exceptional case, in which the line element can be represented in the form (2.1) in two distinct ways:

$$
\begin{align*}
g_{\alpha \beta}= & \eta_{\alpha \beta}+2 H k_{\alpha} k_{\beta},  \tag{2.3a}\\
& \eta_{\alpha \beta}^{\prime}+2 H^{\prime} l_{\alpha} l_{\beta} .
\end{align*}
$$

Both $k^{\alpha}$ and $l^{\alpha}$ are then principal null vectors (i.e., double Debever-Penrose vectors), which implies that the metric is of type $D$ (type I degenerate). This case is of particular interest, for it describes the stationary vacuum solution with rotation first obtained in a different way by Kerr. ${ }^{5}$ He gives the explicit presentation
$d s^{2}=d x^{2}+d y^{2}+d z^{2}-d t^{2}+\frac{2 m r^{3}}{\left(r^{4}+a^{2} z^{2}\right)}$
$\times\left[\frac{r(x d x+y d y)+a(x d y-y d x)}{r^{2}+a^{2}}+\frac{z d z}{r}+d t\right]^{2}$,
$r$ being defined by

$$
\begin{equation*}
\left[\left(x^{2}+y^{2}\right) /\left(r^{2}+a^{2}\right)\right]+z^{2} / r^{2}=1 \tag{2.5}
\end{equation*}
$$

which corresponds to one of the two forms (2.3). We denote the coordinate system ( $x, y, z, t$ ) as the ( $M$ ) frame, and identify it with the form (2.3a) in which

[^82]the $\mathbf{k}$ congruence is displayed. The (altogether different) coordinate system ( $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ ) adapted to the 1 congruence we call the ( $M^{\prime}$ ) frame. The transformation equations relating these two systems can be worked out from formulas given later in this section.

The form (2.4) of the Kerr metric is inconvenient for many applications, since $r$ is a complicated function of $x, y, z$. Kerr has given alternative and more suitable form, in which $r$ is one of the coordinates; he applies to Eq. (2.4) the transformation

$$
\begin{align*}
& x=\left(r^{2}+a^{2}\right)^{\frac{1}{2}} \sin \theta \cos \left[\varphi-\tan ^{-1}(a / r)\right], \\
& y=\left(r^{2}+a^{2}\right)^{\frac{1}{2}} \sin \theta \sin \left[\varphi-\tan ^{-1}(a / r)\right],  \tag{2.6}\\
& z=r \cos \theta,
\end{align*}
$$

and obtains

$$
\begin{align*}
& d s^{2}=d r^{2}+2 a \sin ^{2} \theta d r d \varphi+\left(r^{2}+a^{2}\right) \sin ^{2} \theta d \varphi^{2} \\
& +\Sigma d \theta^{2}-d t^{2}+(2 m r / \Sigma)\left(d r+a \sin ^{2} \theta d \varphi+d t\right)^{2} \tag{2.7}
\end{align*}
$$

Here

$$
\begin{equation*}
\Sigma(r, \theta) \equiv r^{2}+a^{2} \cos ^{2} \theta \tag{2.8}
\end{equation*}
$$

This is a generalization of the Eddington ${ }^{6}$ form of the Schwarzschild metric [cf. Eq. (1.2)]; accordingly, we refer to the coordinate system $(r, \theta, \varphi, t)$ as the ( $E$ ) frame. Note that in the asymptotic region, $r \rightarrow$ $\infty$, Eq. (2.7) reduces to Eq. (1.2), which justifies the interpretation of the parameter $m$ as the total mass of the source. (We therefore assume $m>0$.) By comparing higher-order terms with the weak-field metric for a rotating body as given by LandauLifshitz, ${ }^{19}$ or by calculating the corrections to the perihelion precession formula and comparing with the Lense--Thirring result, ${ }^{20}$ one can show that the parameter $a$ is just the angular momentum per unit mass of the source. We see later that the Kerr solution radically changes its character for $|a|>m$.

$$
(r, \theta, \varphi) \text { Coordinate Surfaces }
$$

To explore the properties of the principal null congruences in greater detail, we find it convenient to study the relation between the $(E)$ and $(M)$ coordinates, by viewing the surfaces $r, \theta, \varphi=$ const in a Euclidean 3 -space whose Cartesian coordinates are ( $x, y, z$ ). From Eq. (2.5) it is clear that the surfaces $r=$ const are confocal ellipsoids, while from

[^83]\[

$$
\begin{equation*}
\frac{x^{2}+y^{2}}{a^{2} \sin ^{2} \theta}-\frac{z^{2}}{a^{2} \cos ^{2} \theta}=1 \tag{2.9}
\end{equation*}
$$

\]

it follows that the $\theta=$ const surfaces are hyperboloids of one sheet, confocal to the ellipsoids. Actually, since $z$ has the same $\operatorname{sign}$ as $\cos \theta$, the surface $\theta=$ const is only a half-hyperboloid, truncated at its waist, lying in the half-space $z \gtrless 0$ according as $\theta \lessgtr \frac{1}{2} \pi$. Note that at $r=0$ the ellipsoid degenerates to a disk, $x^{2}+y^{2}=a^{2} \sin ^{2} \theta, z=0$. The boundary of this disk [where $r=0, \theta=\frac{1}{2} \pi$ and therefore $\Sigma(r, \theta)=0]$ is of particular importance, since it is precisely this set of points at which the metric (2.7) becomes singular.

The surfaces $\varphi=$ const have the appearance of bent planes, which are approximately verticial for large $r$ but flatten out and become horizontal at the edge of the disk (Fig. 2). Letting $\varphi$ be fixed but arbitrary, set
$\xi=x \cos \varphi+y \sin \varphi, \quad \eta=-x \sin \varphi+y \cos \varphi$.
Equation (2.6) then yields

$$
\xi=r \sin \theta, \quad \eta=-a \sin \theta, \quad z=r \cos \theta
$$

or equivalently

$$
\begin{equation*}
(a / \eta)^{2}-(z / \xi)^{2}=1 \tag{2.10}
\end{equation*}
$$

This defines a ruled quartic surface, whose generators are given by $\eta=-a \sin \theta, z=\xi \cot \theta$, with $\theta$ held constant on a given generator. (Hence each line is also a generator of the corresponding hyperboloid $\theta=$ const.) Since $\xi=x, \eta=y$ for $\varphi=0$, we have in fact constructed the surface $\varphi=0$. And because of the way $(\xi, \eta)$ are related to $(x, y)$, it is obvious that all the other $\varphi=$ const surfaces are


Fig. 2. The ruled quartic surface $\varphi=$ const, shown imbedded in a Euclidean 3 -space with Cartesian coordinates $(\xi, \eta, z)$.
merely replicas of this one, and can be obtained by rotating it about the $z$ axis.

Throughout the foregoing we have tacitly assumed that $r$ is positive. However, the disk $r=0$, which has been viewed as a membrane of discontinuity, may just as well be considered a two-sided aperture to a second sheet on which $r$ is negative. Such a continuation to negative $r$ values is permissible because the metric (2.7) remains regular at $r=0$ (provided $\theta \neq \frac{1}{2} \pi$ ). We hasten to remark that this second sheet is not to be confused with the other side of an Einstein-Rosen bridge, ${ }^{10}$ which one encounters in the familiar Kruskal procedure. We construct an analog of the latter in Sec. III; it has properties quite different from the $r<0$ extension contemplated here. For one thing, the behavior of the metric as $r \rightarrow-\infty$, with $m>0$ by definition and therefore $m / r$ negative, describes the sort of geometry one would expect far from a particle of negative mass. On the other hand, the two sides of an Einstein-Rosen bridge are isometric, so both describe the field outside a positive-mass body.

In the Kerr-Schild theory the most general metric is determined by an analytic function of one complex variable. For the special case of the Kerr solution, this function has a branch point at the ring singularity $r=0, \theta=\frac{1}{2} \pi$. Thus one can properly view the continuation of (2.7) to negative $r$ values as an analytic continuation onto the second Riemann surface of this function. By passing twice in the same direction through the ring one returns to the original Riemann sheet, and thus to a manifold isometric to the original one, which may for simplicity be identified with it.

## "Schwarzschild-Like" Coordinates

Making the transformation

$$
\begin{align*}
\bar{r} & =r, \quad \bar{\theta}=\theta, \\
d \bar{\varphi} & =d \varphi+a d r / \Delta(r)  \tag{2.11}\\
d t & =d t-2 m r d r / \Delta(r),
\end{align*}
$$

where

$$
\begin{equation*}
\Delta(r) \equiv r^{2}-2 m r+a^{2} \tag{2.12}
\end{equation*}
$$

we find that

$$
\begin{gather*}
d s^{2}=\Sigma\left(d r^{2} / \Delta+d \theta^{2}\right)+\left(r^{2}+a^{2}\right) \sin ^{2} \theta d \bar{\varphi}^{2}-d t^{2} \\
+(2 m r / \Sigma)\left(a \sin ^{2} \theta d \bar{\varphi}+d t\right)^{2} . \tag{2.13}
\end{gather*}
$$

This form has only one off-diagonal component, $g_{i t}$, and is thus invariant under the transformation $\bar{\varphi} \rightarrow-\bar{\varphi}, t \rightarrow-t$. We refer to $(r, \theta, \bar{\varphi}, t)$ as $(S)$
coordinates, since they reduce to the standard Schwarzschild coordinates when $a=0$.

The metric (2.13) has, in addition to the true singularity at $\Sigma=0$, a pair of pseudosingularities at the real zeros of $\Delta(r)$. The latter are located at

$$
\begin{equation*}
r_{ \pm}=m \pm\left(m^{2}-a^{2}\right)^{\frac{1}{2}} \tag{1.6}
\end{equation*}
$$

and thus exist only when $a^{2} \leq m^{2}$. The close similarity of this equation with the one arising in the Reissner-Nordström problem has already been remarked, as has the identification of the surfaces $r=r_{ \pm}$with stationary null surfaces, or horizons. Let $f=0$ be any null hypersurface containing the Killing vectors $\partial / \partial \varphi$ and $\partial / \partial t$; then

$$
f=f(r, \theta),(\operatorname{grad} f)^{2}=0
$$

and from the contravariant form of the metric [given in Eq. (2.15)] we deduce

$$
\begin{equation*}
\Delta(r)(\partial f / \partial r)^{2}+(\partial f / \partial \theta)^{2}=0 \tag{2.14}
\end{equation*}
$$

The only solutions of this equation periodic in $\theta$ are the ellipsoids $r=r_{ \pm}$. The cases $a=m$ and $a=0$ (Schwarzschild) are seen to be exceptional: In the former case the two horizons coalesce, while in the latter case $r_{-}=0$, which is not a null surface at all but an essential singularity.

Because of these additional spurious singularities the $(\mathbb{S})$ coordinates are an inappropriate tool to use in studying the analytic properties of the vacuum metric; evidently in any such investigation the ( $E$ ) coordinates are far superior. ${ }^{21}$ but the ( $S$ ) coordinates have one important advantage which we exploit in later sections, namely, they treat both of the principal null congruences on an equal footing.

## Principal Null Congruences

The inverse (contravariant) form of Eq. (2.7) is

$$
\begin{align*}
(\mathrm{grad})^{2}= & \Sigma^{-1}\left[\left(r^{2}+a^{2}\right)\left(\frac{\partial}{\partial r}\right)^{2}-2 a\left(\frac{\partial}{\partial r}\right)\left(\frac{\partial}{\partial \varphi}\right)\right. \\
& \left.+\frac{1}{\sin ^{2} \theta}\left(\frac{\partial}{\partial \varphi}\right)^{2}+\left(\frac{\partial}{\partial \theta}\right)^{2}\right] \\
& -\left(\frac{\partial}{\partial t}\right)^{2}-\left(\frac{2 m r}{\Sigma}\right)\left(\frac{\partial}{\partial r}-\frac{\partial}{\partial t}\right)^{2} \tag{2.15}
\end{align*}
$$

which is again of the form: flat-space metric plus the square of a null vector [cf. Eq. (2.1b)]. Thus the contravariant components of the null congruence $k$ can be read off immediately:

$$
\begin{equation*}
\mathbf{k} \equiv\left(k^{r}, k^{\theta}, k^{\varphi}, k^{\imath}\right)=(-1,0,0,1) \tag{2.16a}
\end{equation*}
$$

[^84]With this normalization Eq. (2.2a) is satisfied, and consequently $t$ (or $r$ ) is an affine parameter along the congruence. Having chosen $k^{t}>0$, we can say that $\mathbf{k}$ is future-pointing, and since $k^{r}<0$, we conclude that the $\mathbf{k}$ congruence is ingoing.

Next recall that $\mathbf{k}$ must appear as a linear congruence when expressed in ( $M$ ) coordinates. Since $k^{\prime}=k^{\boldsymbol{\varphi}}=0$, such lines must lie in the surfaces $\theta, \varphi=$ const, and are therefore the common generators of these surfaces. As $t$ increases, the rays proceed inwards toward the disk $r=0$, cross it, then emerge onto the $r<0$ sheet keeping the same $\theta$ and $\varphi$ values. The rays lying in the equatorial plane $\theta=\frac{1}{2} \pi$ are exceptions. These are tangent to the ring singularity at $\Sigma=0$, meeting it after a finite lapse of affine parameter $r$. ${ }^{22}$

It is not easy to detect the remaining principal null vector 1 which is hidden in (2.7) or (2.15). Equation (2.13) offers a clue; it is invariant under the transformation $d \vec{r} \rightarrow-d \bar{r}$ which interchanges ingoing and outgoing rays. In system ( $S$ ), therefore, $k$ and 1 differ only in the sign of their radial components. Applying the transformation (2.11) to $\mathbf{k}$ gives us the following:

$$
\begin{align*}
& \mathbf{k}=\left(k^{\bar{F}}, k^{\boldsymbol{t}}, k^{3}, k^{5}\right) \\
& \quad=\left[-1,0,-a / \Delta,\left(r^{2}+a^{2}\right) / \Delta\right] \tag{2.16b}
\end{align*}
$$

and consequently

$$
\begin{align*}
1=\left(\bar{l}^{F}, l^{\boldsymbol{j}}\right. & \left., l^{*}, l^{5}\right) \\
& =\left[+1,0,-a / \Delta,\left(r^{2}+a^{2}\right) / \Delta\right] \tag{2.17b}
\end{align*}
$$

It is then a simple matter to determine the components of 1 in the ( $E$ ) frame:

$$
\begin{align*}
1 & =\left(l^{r}, l^{\varphi}, l^{\varphi}, l^{\downarrow}\right) \\
& =\left[+1,0,-2 a / \Delta,\left(r^{2}+a^{2}+2 m r\right) / \Delta\right] \tag{2.17a}
\end{align*}
$$

Note that $\bar{r}=r$ is an affine parameter along both ray systems, but that $t$ is an affine parameter only for the ingoing congruence.

Equation (2.17a) fails at the horizons $r=r_{ \pm}$, but if we rewrite it as

$$
1=N\left(\Delta, 0,-2 a, r^{2}+a^{2}+2 m r\right)
$$

with $N$ an unspecified normalization factor, we can take the limit $r \rightarrow r_{ \pm}$without difficulty. The result,

$$
\begin{equation*}
1_{ \pm}=N_{ \pm}\left(0,0,-2 a, 4 m r_{ \pm}\right) \tag{2.18}
\end{equation*}
$$

displays the key role of $\mathrm{I}_{ \pm}$as the null generators of

[^85]

Fig. 3. The horizon $r=r_{+}$, viewed from the $(M)$ frame with ( $x, y, z$ ) as Cartesian coordinates. The principal null congruence 1 lying in the horizon is shown, as well as portions of the $k$ congruence lying in the coordinate surface $\theta=x / 4$ and $\varphi=$ const.
the corresponding horizons (see Fig. 3). The affine parameter for this special case is not obvious-it evidently cannot be $r$, and it turns out that $t$ does not work either-but we postpone this question until Sec. IV [see in particular Eq. (4.11)].

This result appears at first sight to violate the symmetry between the two principal null congruences. However, from Eq. (2.3b), there must exist another coordinate frame-( $E^{\prime}$ ) say-adapted to the 1 congruence, in which the roles of $\mathbf{k}$ and 1 are interchanged. This frame is not hard to find. Using Eq. (2.11) as a guide, we make the obvious transformation

$$
\begin{align*}
\bar{r} & =r^{\prime}, \quad \bar{\theta}=\theta^{\prime}, \\
d \bar{\varphi} & =d \varphi^{\prime}-a d r^{\prime} / \Delta,  \tag{2.19}\\
d t & =d t^{\prime}+2 m r^{\prime} d r^{\prime} / \Delta
\end{align*}
$$

and obtain a line element just like (2.7), except that the sign of $d r$ (or equivalently, of $d \varphi$ and $d t$ ) is reversed:
$d s^{2}=d r^{2}-2 a \sin ^{2} \theta d r d \varphi^{\prime}$

$$
\begin{align*}
& +\left(r^{2}+a^{2}\right) \sin ^{2} \theta d \varphi^{\prime 2}+\Sigma d \theta^{2}-d t^{\prime 2} \\
& +(2 m r / \Sigma)\left(d r-a \sin ^{2} \theta d \varphi^{\prime}-d t^{\prime}\right)^{2} \tag{2.20}
\end{align*}
$$

A further transformation, from ( $E^{\prime}$ ) to the associated Minkowski ( $M^{\prime}$ ) frame ( $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ ), proceeds essentially via Eqs. (2.6), except that $\varphi-\tan ^{-1}(a / r)$ is replaced by $\varphi^{\prime}+\tan ^{-1}(a / r)$. One finds

$$
\begin{align*}
\mathbf{k} & =\left(k^{r^{\prime}}, k^{\theta^{\prime}}, k^{\varphi^{\prime}}, k^{t^{\prime}}\right) \\
& =\left[-1,0,-2 a / \Delta,\left(r^{2}+a^{2}+2 m r\right) / \Delta\right],  \tag{2.16c}\\
\mathbf{1} & =\left(l^{r^{\prime}}, l^{\theta^{\prime}}, l^{\varphi^{\prime}}, l^{t^{\prime}}\right)=(+1,0,0,+1), \tag{2.17e}
\end{align*}
$$

which is just the reverse of (2.16a), (2.17a), as


Fig. 4. The pair of ( $E$ ) and ( $E^{\prime}$ ) coordinate patches for the Kerr metric, drawn in a fashion roughly analogous to Fig. 1. Even-numbered regions, which are asymptotically flat, are separated by an odd-numbered interior region whose boundaries are the two horizons $r_{ \pm}$. Although the drawing is only meant to be symbolic, the compression of the asymptotic regions is suggestive of a Penrose conformal transformation [R. Penrose, Relativity, Groups and Topology, B. DeWitt and C. DeWitt, Eds. (Gordon and Breach Science Publishers, New York, 1964)].
is to be expected. Note that in this frame it is the $\mathbf{k}$ congruence which provides the generators for the horizons.

This result is not paradoxical, for the two coordinate frames are not equivalent. Combining Eqs. (2.11) and (2.19), one gets the direct transformation equations $(E) \rightarrow\left(E^{\prime}\right)$. For $a^{2}>m^{2}$ this transformation is one-to-one over the entire range of $r$ values, but for $a^{2} \leq m^{2}$, which is the interesting case, the ( $E$ ) and ( $E^{\prime}$ ) coordinate patches only partially overlap. It is a straightforward matter to show that

$$
\begin{align*}
t^{\prime}=t-\frac{2 m}{\left(m^{2}-a^{2}\right)^{\frac{1}{2}}}[ & r_{+} \ln \left|\frac{r-r_{+}}{2 m}\right| \\
& \left.-r_{-} \ln \left|\frac{r-r_{-}}{2 m}\right|\right] \tag{2.21}
\end{align*}
$$

and

$$
\varphi^{\prime}=\varphi+\frac{a}{\left(m^{2}-a^{2}\right)^{\frac{1}{s}}} \ln \left|\frac{r-r_{+}}{r-r_{-}}\right|
$$

from which it is clear that either ( $t, \varphi$ ) or ( $t^{\prime}, \varphi^{\prime}$ ) must diverge at $r_{ \pm}$. We thus obtain three inequiva-


Fic. 5. The diagram of Fig. 4, enlarged by the addition of another $\left(E^{\prime}\right)$ patch labeled $\left\{0^{*}, 1^{*}, 2^{*}\right\}$. The shaded portion defines the Kruskal or ( $K$ ) patch.
lent analytic extensions of the original ( $E$ ) frame, according as we choose $r$ to lie in the different intervals $-\infty<r<r_{-}, r_{-}<r<r_{+}, r_{+}<r<\infty$. Putting these several pieces together to make a smooth manifold is the job of the next section.

## III. ANALYTIC EXTENSIONS

## "Kruskal-Like" Coordinates

Let us mark the three domains $r>r_{+}, r_{-}<$ $r<r_{+}, r<r_{-}$within the ( $E$ ) patch as regions $\{0,1,2\}$, respectively. Transforming from ( $E$ ) to ( $E^{\prime}$ ) via Eq. (2.21) we obtain three similar domains, $\left\{0^{\prime}, 1^{\prime}, 2^{\prime}\right\}$. We assume that the transformation is one-to-one (and therefore analytic) between $\{0\}$ and $\left\{0^{\prime}\right\}$; it then follows that $\{1\}$ and $\left\{1^{\prime}\right\}$ are inequivalent-one has a boundary crossed by the k congruence, the other by the 1 congruence-and likewise for $\{2\}$ and $\left\{2^{\prime}\right\}$. Putting the two patches together, we obtain the enlarged domain shown schematically in Fig. 4.

Now take another ( $E^{\prime}$ ) patch, whose sections are labeled $\left\{0^{*}, 1^{*}, 2^{*}\right\}$, and tie it into the middle region of the original ( $E$ ) patch, by requiring that the domains $\{1\}$ and $\left\{1^{*}\right\}$ coincide. The manifold has now grown to the size of Fig. 5.

We have drawn the two regions $\left\{0^{*}\right\}$ and $\left\{1^{\prime}\right\}$ as contiguous, but this is unfair, for there is no reason in the foregoing to suppose that they are in any way related. We now wish to demonstrate that the picture is in fact a reasonable one, by displaying a single coordinate system in which the four regions $\left\{0,1,0^{*}, 1^{\prime}\right\}$ are linked together as shown. Such a linkage looks very similar to a Kruskal diagram (Fig. 1). Our object, therefore, is to find a transformation analogous to (1.4), such that both segments of the horizon $r=r_{+}$appear regular when viewed from these new coordinates.

The task is not a trivial one. For one thing, the principal null congruences of the Schwarzschild metric are straightened out in Kruskal coordinates to the lines $u \pm v=$ const, $\theta, \bar{\varphi}=$ const. One might hope, by combining a transformation of the azimuthal angle with a suitable generalization of Eq. (1.4), to achieve a similar simplification here. But the corresponding vectors k and 1 of the Kerr metric are not in general 2 -surface-forming, so that such a search is pointless. We settle for a frame in which the principal null rays merely lie in the surfaces $u \pm v=$ const. This solution, while less elegant than Kruskal's, is adequate for our purposes, and is perhaps as close as one can come to a generalization of it.

Since we want to treat both congruences impar-
tially, we start from the ( $S$ ) frame. From the expressions for $\mathbf{k}$ and 1 in these coordinates [Eqs. (2.16b), (2.17b)], it may be seen that as $r \rightarrow r_{+}$both become asymptotic to a family of helices winding around the horizon, given by

$$
d r: d \theta: d \bar{\varphi}: d t=0: 0:-a: 2 m r_{+}
$$

We seek a transformation of the azimuthal coordinate which will straighten out the helices. Many obvious possibilities suggest themselves, but one encounters later difficulties unless one picks the new coordinate to be a linear combination of $\bar{\varphi}$ and $l$ with constant coefficients, plus any function of $r$ and $\theta$, and this restricts the choice to

$$
\begin{equation*}
w=\bar{\varphi}+\left(a / 2 m r_{+}\right) t+\psi(r, \theta) \tag{3.1}
\end{equation*}
$$

For simplicity we take $\psi(r, \theta)=0$. It is quite possible that other choices might lead to a more tractable form for the metric; we have not investigated this in any detail.

Through Eq. (3.1) we have untwisted the null curves in the limit $r \rightarrow r_{+}$(at the expense, incidentally, of twisting them in the neighborhood of spatial infinity, which may be disagreeable but is not serious-Kruskal-type coordinates are not at all well adapted to the asymptotically flat portions of the manifold anyway.) The metric computed from (2.13) after this single change of variables is still singular at $r_{+}$, of course, but now we know how to deal with it. We make a further transformation $(r, t) \rightarrow(u, v)$, such that the integral curves of the two principal congruences lie in the hypersurfaces $u \pm v=$ const, although not in $w=$ const. According to Eqs. (2.16b), (2.17b), these integral curves satisfy

$$
d r / \Delta(r)=\mp d l /\left(r^{2}+a^{2}\right)
$$

or

$$
\begin{align*}
&\left(\frac{r-r_{+}}{2 m}\right)\left(\frac{r-r_{-}}{2 m}\right)^{-v} \exp \left(\frac{r \pm \hat{t}}{\sigma_{+}}\right) \\
&=\text {const }=F(u \pm v) \tag{3.2}
\end{align*}
$$

with

$$
\begin{equation*}
\sigma_{ \pm} \equiv m r_{ \pm}\left(m^{2}-a^{2}\right)^{-\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

and

$$
\nu \equiv r_{-} / r_{+}
$$

From the work of Kruskal and Graves-Brill we are led to take ${ }^{23} F(x)=x^{2}$, and consequently
$u \pm v=\left(\frac{r-r_{+}}{2 m}\right)^{\frac{1}{2}}\left(\frac{r-r_{-}}{2 m}\right)^{-v / 2} \exp \left(\frac{r \pm i}{2 \sigma_{+}}\right)$.

[^86]Although this is only defined for $r>r_{+}, Z$ finite (i.e., for $u>|v|$ ), the inverse transformation, given implicitly by

$$
\begin{equation*}
\Psi(r) \equiv\left(\frac{r-r_{+}}{2 m}\right)\left(\frac{r-r_{-}}{2 m}\right)^{-\nu} e^{r / \sigma_{+}}=u^{2}-v^{2} \tag{3.5}
\end{equation*}
$$

and

$$
l=\sigma_{+} \tanh ^{-1}\left[2 u v /\left(u^{2}+v^{2}\right)\right]
$$

is well defined over the cut plane $u^{2} \neq v^{2}$. In particular, $\Psi(r)$ increases monotonically from $-\infty$ to 0 to $+\infty$ as $r$ runs from $r_{-}$to $r_{+}$to $+\infty$, and is an analytic function of $r$ over this interval, so that $r(u, v)$ is an analytic function over the $u, v$ plane, while $l(u, v)$ diverges at $u= \pm v$ and is analytic elsewhere. As the coordinates ( $u, v, w, \theta$ )-which we henceforth call the ( $K$ ) frame-vary over their respective ranges

$$
\begin{gathered}
-\infty<u<\infty, \quad-\infty<v<\infty, \\
0 \leq w<2 \pi, \quad 0 \leq \theta \leq \pi
\end{gathered}
$$

they cover the four regions $\left\{0,1,1^{\prime}\right.$ and $\left.0^{*}\right\}$ of Fig. 5; the boundaries between adjacent regions are the pair of lines $u= \pm v$ on which $r=r_{+}$. Note that region $\left\{0^{*}\right\}$, in which $u<|v|$ (and therefore $r>r_{+}$), forms the second sheet of an EinsteinRosen bridge.

In the following it is convenient to know the direct transformation from $(E)$ to $(K)$ coordinates. This is given by

$$
\begin{gather*}
u+v=e^{(r+t) / 2 \sigma_{+}}, \\
u-v=\Psi(r) e^{-(r+t) / 2 \sigma_{+}},  \tag{3.6}\\
w=\varphi+\left(\frac{a}{2 m r_{+}}\right) t-\frac{a}{r_{+}} \ln \left(\frac{r-r_{-}}{2 m}\right) .
\end{gather*}
$$

The transformation from $\left(E^{\prime}\right)$ to $(K)$ is obtained similarly, with $t$ replaced by $-t^{\prime}$. Equation (3.6) evidently defines an analytic homeomorphism of the domain $r>r_{-},-\infty<t<\infty$ onto the halfplane $u+v>0$, i.e., onto the region $\{0,1\}$.

On the other hand, we could have mapped the domain $-\infty<r<r_{+},-\infty<t<\infty$ homeomorphically into a (different) Kruskal patch by regularizing about the other event horizon, $r=r_{-}{ }^{23}$ The latter transformation, $(E) \rightarrow\left(K^{\prime}\right)$ say, takes the form

$$
\begin{align*}
u^{\prime}+v^{\prime} & =-e^{-(r+t) / 2 \sigma_{-}} \\
u^{\prime}-v^{\prime} & =-\left(\frac{r_{-}-r}{2 m}\right)\left(\frac{r_{+}-r}{2 m}\right)^{-1 / \cdot} e^{-(r-t) / 2 \sigma_{-}},  \tag{3.7}\\
w^{\prime} & =\varphi+\left(\frac{a}{2 m r_{-}}\right) t-\frac{a}{r_{-}} \ln \left(\frac{r_{+}-r}{2 m}\right) .
\end{align*}
$$

We postpone a discussion of the full import of this result until later in the section, in order to settle a fundamental point.

## Analyticity of the Metric in ( $K$ ) Coordinates

There remains the very important but rather tedious job of working out the components of the Kerr metric in ( $K$ ) coordinates, and demonstrating that they are indeed analytic functions of $u$ and $v$ throughout the ( $u, v$ ) plane. We spare you the details, and merely assert that after much labor one can cast the metric in the following form:

$$
\begin{align*}
d s^{2} & =\Sigma d \theta^{2}+4 \sigma_{+}^{2} f \Sigma\left(r^{2}+a^{2}\right)^{-2}\left(d u^{2}-d v^{2}\right) \\
& +\Sigma^{-1} \sin ^{2} \theta\left[\left(r^{2}+a^{2}\right) d w+a\left(m^{2}-a^{2}\right)^{-\frac{1}{2}} f\right. \\
& \left.\times\left(r+r_{+}\right)\left(r-r_{-}\right)^{-1}(v d u-u d v)\right]^{2} \\
& +(\Sigma \Delta)^{-1}\left\{\left[2 \sigma_{+} f \Sigma\left(r^{2}+a^{2}\right)^{-1}(v d u-u d v)\right]^{2}\right. \\
& -\left[2 \sigma_{+} f \Sigma_{+}\left(r_{+}^{2}+a^{2}\right)^{-1}(v d u-u d v)\right. \\
& \left.\left.-a \sin ^{2} \theta \Delta d w\right]^{2}\right\} . \tag{3.8}
\end{align*}
$$

Here we have introduced

$$
\begin{equation*}
\Sigma_{ \pm}=\Sigma\left(r_{ \pm}, \theta\right) \tag{3.9a}
\end{equation*}
$$

and

$$
\begin{align*}
& f(r)=\Delta(r) / \Psi(r) \\
&=4 m^{2}\left[\left(r-r_{-}\right) / 2 m\right]^{2 m / r+} e^{-r / \sigma_{+}} \tag{3.9b}
\end{align*}
$$

Since $\Sigma$ and $f$ are both analytic and nonzero throughout the whole $(u, v)$ plane, it is clear that only the term in (3.8) with $\Delta(r)$ in the denominator can lead to difficulty. Closer inspection shows, however, that the numerator of this term has a simple zero at $r=r_{+}$also, so the quotient remains analytic.

Had we chosen to regularize across $r_{-}$instead, using Eq. (3.7) or its equivalent, we would have obtained much the same result, except for the inevitable branch point at $r(u, v)=0$ and $\theta=\frac{1}{2} \pi$.

The line element (3.8) is much too cumbersome to be of any direct use. Fortunately, once we have eatablished its analyticity we need make no further use of it. This is to some extent regrettable, for it


Fig. 6. The null cone at a point in the horizon $r=r_{+}$. The cone is lopsided and spills out of the angle defined by the principal null vectors $k$ and 1 ; in addition, the shaded portion of the cone behind the ( $u, v$ ) plane is smaller than the portion jutting out in front of it. Although the shape of the cone varies from point to point, the projections of $k$ and 1 onto the plane always have slope $\pm 1$.
would have been desirable to have a coordinate system in which, like Kruskal's, the null curves took an especially simple form (see Fig. 6). Cohen and Brill, ${ }^{24}$ in their study of metrics for slowly rotating bodies, have applied the Kruskal procedure to a line element differing from the Schwarzschild form by terms of first order in the angular velocity. We recover their results if we drop from Eq. (3.8) all terms of order $a^{2}$; this leaves

$$
\begin{align*}
d s^{2} & \simeq r^{2}\left(d \theta^{2}+\sin ^{2} \theta d w^{2}\right) \\
& +\left(32 m^{3} / r\right) e^{-r / 2 m}\left(d u^{2}-d v^{2}\right) \\
& +(4 a / r) \sin ^{2} \theta e^{-r / 2 m} \\
& \times\left(r^{2}+2 m r+4 m^{2}\right) d w(v d u-u d v) \tag{3.10}
\end{align*}
$$

To this order, the curves $u \pm v=$ const, $w, \theta=$ const are null, just as in the Kruskal form of the Schwarzschild metric.

## Construction of a Maximal Analytic Manifold

What we have done to extend the domain $\{0,1\}$ we can also do to the domain $\{1,2\}$. We use the alternative transformation (3.7) to produce a new ( $K^{\prime}$ ) patch, consisting of the three regions $\left\{1,2,2^{*}\right\}$ already introduced plus a new domain $\{3\}$, which, like $\{1\}$, is bounded by two pairs of horizons (see Fig. 7). Here also the asymptotically flat portions, \{2\} and $\left\{2^{*}\right\}$, form two sheets of an Einstein-Rosen bridge. While isometric to each other, these are not isometric to $\{0\}$ and $\left\{0^{*}\right\}$-they have, it may be recalled, the sort of geometry one would associate with a negative mass source.
A similar extension can be applied to the domain $\left\{1^{\prime}, 2^{\prime}\right\}$. In view of the picture which is rapidly emerging, we find it preferable to change our notation slightly, and to write $\{-1,-2\}$ instead of $\left\{1^{\prime}, 2^{\prime}\right\}$. Thus the new Kruskal patch encompasses the regions $\left\{-1,-2,-2^{*},-3\right\}$ of Fig. 7.

This procedure can clearly be continued indefinitely in both directions, and generates an infinite chain of overlapping ( $E$ ) and ( $E^{\prime}$ ) patches. The result can be viewed even more simply as a chain of overlapping "Kruskal" patches, $\left\{K_{2 n}\right\}$, isometric to ( $K$ ) or ( $K^{\prime}$ ) according as $n$ is even or odd. We can, in fact, eliminate any reference whatever to the auxiliary ( $E$ ) and ( $E^{\prime}$ ) frames, by presenting the transformation equations that connect ( $K$ ) and ( $K^{\prime}$ ); these take the surprisingly simple form

$$
\begin{align*}
& (u+v)^{r+}\left(-u^{\prime}-v^{\prime}\right)^{r-}=1,  \tag{3.11a}\\
& (-u+v)^{r+}\left(u^{\prime}-v^{\prime}\right)^{r-}=1,
\end{align*}
$$

[^87]and
\[

$$
\begin{gather*}
w^{\prime}-w=\left(2 a / r_{-}\right) \ln [(u+v) /(-u+v)] \\
=-\left(2 a / r_{+}\right) \ln \left[\left(u^{\prime}-v^{\prime}\right) /\left(-u^{\prime}-v^{\prime}\right)\right] . \tag{3.11b}
\end{gather*}
$$
\]

These transformations are one-to-one and analytic in the domains $\cdots\{1\},\{3\}, \cdots$ of overlap, and have the following simple properties: They preserve straight lines of slope $\pm 1$ as well as the straight lines $v / u=$ const and the hyperbolas $v^{2}-u^{2}=$ const, while mapping the north quadrant of ( $K$ ) onto the south quadrant of ( $K^{\prime}$ ).

The manifold we have constructed has many curious properties. It has infinitely many disjoint and asymptotically flat sheets, for one thing, and therefore does not admit a Cauchy surface. In fact, one can get from any such even-numbered sheet to any other-with the sole exception of the companion sheet on the other side of the "bridge"-by following a suitable timelike or lightlike curve. The timelike curve $u=0\left(u^{\prime}=0\right), w, \theta=$ const is particularly noteworthy, for it defines the location of the "throat" of an Einstein-Rosen bridge. The throat itself (i.e., the 2 -surface $u=0, v=$ const) has an area which pulsates with time, in close analogy with the Reissner-Nordström case. ${ }^{12}$ Since the throat is deformed, due to the effects of rotation, its area is no longer given by the simple formula $4 \pi r^{2}$ obtained for the Schwarzschild and Reissner-Nordström metrics, but by the more complicated expression

$$
\begin{align*}
\text { area }= & 2 \pi\left\{\left(r^{2}+a^{2}\right)\right. \\
& \left.+(g / a)(-\Delta)^{-\frac{1}{2}} \sin ^{-1}\left[a(-\Delta / g)^{\frac{1}{1}}\right]\right\} \tag{3.12}
\end{align*}
$$

with $g(r)=\left(r^{2}+a^{2}\right)^{2}-a^{2} \Delta$. At the horizons $r=r_{ \pm}$, where the extrema occur, this simplifies to

$$
\begin{equation*}
\text { area }_{ \pm}=8 \pi m r_{ \pm} \tag{3.12}
\end{equation*}
$$

The manifold sketched in Fig. 7 is not the only possible maximal extension, because of the freedom still remaining to make topological identifications. The simplest manifold of this more general type arises if we identify $\left\{K_{2 n}\right\}$ with $\left\{K_{2 n \pm 4}\right\}$. It is covered by only two Kruskal patches, $\left\{K_{0}\right\}$ and $\left\{K_{2}\right\}$ say, with regions $\{-1\}$ and $\{3\}$ identified, so it consists of four asymptotically flat sheets (two with positive mass, two negative) glued together with two interior regions. ${ }^{25}$ This manifold, like the others obtained in the same way, is violently acausal-a properly aimed signal will emerge, after crossing four hori-

[^88]Fig. 7. A chain of Kruskal patches, with those of $(K)$ and ( $K^{\prime}$ ) type alternating and partially overlapping. The complete figure extends indefinitely in both directions, to form a maximal analytic extension of the Kerr manifold.

zons, in the past light cone of the source which emitted it-and this may be felt to be a bit unrealistic. ${ }^{26}$

The foregoing construction presupposes, of course, that the metric admits two distinct horizons. For $a^{2}>m^{2}$ the horizons disappear and the transformation to Kruskal coordinates loses all meaning; all that remains are two asymptotically flat spaces joined at the disk $r=0$. The exceptional case $|a|=$ $m$ deserves special comment. Carter has studied this in detail ${ }^{16}$; although his work was confined to the symmetry axis ( $\theta=0, \pi$ ), it is clear that his conclusions apply with equal force to the full metric: One builds up a ladder of alternating ( $E$ ) and ( $E^{\prime}$ ) patches (with or without identifications) in the simple sequence $\{\cdots-2,0,2, \cdots\}$. The oddnumbered sheets disappear; there is nothing to correspond to the second Kruskal sheets \{ $\cdots-2^{*}$, $\left.0^{*}, 2^{*}, \cdots\right\}$; and in fact there is no need at all to introduce ( $K$ )-type coordinates to cover the manifold in this case.

## IV. GEODESIC COMPLETENESS

## Geodesic Equations, First Integrals

For the study of geodesics the original ( $E$ ) coordinates are particularly convenient. Let $\mu$ be an affine path parameter, normalized to give proper time along timelike geodesics, and use a dot to

[^89]denote differentiation with respect to $\mu$. The geodesic equations can be extracted in the usual way from the variational principle $\delta \int L d \mu=0$, with a Lagrange function given by
\[

$$
\begin{align*}
2 L=\dot{r}^{2} & +2 a \sin ^{2} \theta \dot{\varphi} \dot{\varphi} \\
& +\left(r^{2}+a^{2}\right) \sin ^{2} \theta \dot{\varphi}^{2}+\Sigma \dot{\theta}^{2}-t^{2} \\
& +(2 m r / \Sigma)\left(\dot{r}+a \sin ^{2} \theta \dot{\varphi}+t\right)^{2} \tag{4.1}
\end{align*}
$$
\]

as in Eq. (2.7).
We are chiefly interested not in the equations of motion themselves, but rather in their first integrals. Since $\varphi$ and $t$ are cyclic, we obtain two integrals immediately:

$$
\begin{align*}
& p_{\varphi} \equiv \partial L / \partial \dot{\varphi}=l  \tag{4.2a}\\
& p_{t} \equiv \partial L / \partial \dot{t}=-\gamma
\end{align*}
$$

with $l$ and $\gamma$ representing the angular momentum/ mass and energy/mass of a test particle moving along the given geodesic. (On null geodesics $\mu$ is defined only up to a linear transformation, and consequently only the ratio $l / \gamma$ is meaningful. We remove the arbitrariness by taking $\gamma=1$ in this case.) A third integral is given by $L$ itself:

$$
\begin{equation*}
2 L=-\epsilon, \tag{4.2b}
\end{equation*}
$$

the indicator $\epsilon$ being $+1,0,-1$ for timelike, null, and spacelike geodesics, respectively.

The remaining two conjugate momenta are readily found to be

$$
\begin{align*}
& p_{\mathrm{r}}=(\Sigma \dot{r}+a l+2 m r \gamma) / \Delta,  \tag{4.3}\\
& p_{\theta}=\Sigma \dot{\theta},
\end{align*}
$$

which shows, incidentally, that we can expect difficulties with the equations of motion at the ring singularity ( $\Sigma=0$ ) and at the horizons ( $\Delta=0$ ). It is clear from the form of $L$ that $p_{\theta}=0$ is consistent with the equations of motion if $\theta=0$ or $\pi$ (axial case) or if $\theta=\frac{1}{2} \pi$ (equatorial case); in these special cases the first integrals (4.2) yield a complete solution by quadratures, which we consider in greater detail in Sec. V.

From Eq. (4.2a) we can express $\dot{\varphi}$ and $t$ in terms of $\dot{r}$ and the constants of integration; the resulting formulas are

$$
\begin{align*}
\dot{\varphi} & =\Sigma^{-1}\left[\left(l / \sin ^{2} \theta\right)-a p_{r}\right],  \tag{4.4}\\
\dot{t} & =\Sigma^{-1}\left[\gamma(\Sigma+2 m r)+2 m r p_{r}\right],
\end{align*}
$$

with $p_{r}$ given by (4.3).
We note also the following form of Eq. (4.2b), which is important in later arguments:

$$
\begin{align*}
\Sigma^{2} \dot{r}^{2} & -(a l+2 m r \gamma)^{2} \\
& =\Delta\left[-\epsilon \Sigma+(\Sigma+2 m r) \gamma^{2}-p_{\theta}^{2}-\left(l^{2} / \sin ^{2} \theta\right)\right] \tag{4.5}
\end{align*}
$$

## Problem of Completeness

The Kerr metric evidently cannot be imbedded isometrically in a complete analytic manifold, since there exist geodesics-the principal null rays lying in the equatorial plane, for example-which strike the ring singularity at finite values of their affine parameters. If one excludes all such geodesics, it is reasonable to ask whether the remainder can be continued to arbitrarily large values of $\mu$. We argue below that this is so, provided that the manifold is chosen to be the analytic extension described previously. In this sense, therefore, the extension can be regarded as maximal.
Since it is impossible to solve the geodesic equations exactly, except in a few very special cases, we base the argument on the first integrals (4.4) and (4.5). Starting with any set of initial values, one extends the solution either until a singular point is reached, or until one or more coordinates diverge. There is clearly no problem if $r$ diverges-since the metric is asymptotically flat and therefore complete for $r \rightarrow \pm \infty$-but only if $\dot{\varphi}, \dot{t}$, or $\dot{\theta}$ diverge at finite values of $r$. As one sees from the above equations, this happens at $\Sigma=0, \sin \theta=0$ or $\Delta=0$. If the first possibility occurs nothing can be done about it; the second is obviously a consequence of the spheroidal-type coordinates here employed, and can be eliminated by transforming to those of the ( $M$ ) type. Thus it is only the apparent divergence of $\dot{\varphi}$ and $l$ at the horizons that needs to be examined carefully. [It follows from Eq. (4.5) that $\dot{r}$ remains finite at $r_{*}$; the same is true of $\left.\dot{\theta}.\right]$ In fact, $\dot{\varphi}$ and $l$ diverge if and only if $p_{r}$ diverges, and it is easy to see that this happens if and only if $\dot{r}_{ \pm}$has the same sign as al $+2 m r_{ \pm} \gamma$, for Eqs. (4.3) and (4.5) imply
$p_{r}=\frac{-\epsilon \Sigma+(\Sigma+2 m r) \gamma^{2}-p_{\theta}^{2}-\left(l^{2} / \sin ^{2} \theta\right)}{\Sigma \dot{r}-(a l+2 m r \gamma)}$,
which yields a finite limit whenever $\dot{r}_{ \pm}$and (al $+2 m r_{ \pm} \gamma$ ) have opposite sign-that is, whenever the geodesic is ingoing. [Some confusion over the meaning of the term "ingoing" can arise here, unless one is careful. On the positive $r$ sheet the hypersurfaces $t=$ const are everywhere spacelike: $(\operatorname{grad} t)^{2}=$ $-1-2 m r / \Sigma$, which is certainly negative for $r>0$. Hence an ingoing path is properly defined as one
for which $d r / d t<0$. For some values of $l$ and $\gamma$ Eqs. (4.3), (4.4) suggest that $d r / d \mu$ is positive on an ingoing path, but this simply means that the affine parameter has been chosen to increase into the past.]

We therefore conclude that all ingoing paths can be continued across the horizons. Some subsequently strike the ring singularity, others continue on to $r=-\infty$ (and are thus complete), a third class reaches a turning point and start back. On the return trip, however, both $t$ and $\dot{\varphi}$ diverge as the horizon is approached. This is not surprising; the particle has merely run off the ( $E$ ) coordinate patch. To continue to follow its motion transform to an $\left(E^{\prime}\right)$ system, or equivalently to an appropriate set of $(K)$ coordinates. It is clear that a result similar to Eq. (4.6) must also apply to the outgoing trajectory in this case; hence the particle re-emerges into an asymptotically flat "universe," but of course on a sheet different from the first. If the effective total energy $\Gamma \equiv \gamma^{2}-\epsilon$ is positive, the particle escapes to infinity; if negative, it reaches another turning point and starts back toward $r=r_{+}$again, in which case we transform to another set of $(E)$ coordinates and repeat the cycle. Clearly $\mu$ can be made as large as we please by piecing together sufficiently many such cycles, which proves completeness for this case.

Of course there are many geodesics which do not fall into any of the above categories, such as the ones which oscillate to and fro between a maximum and minimum radius outside $r_{+}$, and those which spiral in towards (or out from) an unstable circular orbit. However, these lead in general to no difficulties with completeness, since $t$ remains finite as $t$ increases to infinity.

There remains one further class to be considered, namely, the geodesics for which $\dot{r}=0$ at $r_{ \pm}$, or equivalently, for which

$$
\begin{equation*}
a l=2 m r_{ \pm} \gamma . \tag{4.7}
\end{equation*}
$$

This class includes spacelike geodesics tangent to the horizons (these present no problems), geodesics of all three types which approach the horizon asymptotically as $t \rightarrow \pm \infty$, and finally, and most importantly, the principal null geodesics that are the generators of the horizons. We study the latter in detail below.

## Completeness within the Horizons

To obtain the solution for the principal null ray 1 lying in $r_{ \pm}$set $\Delta=0, \epsilon=0$ and also

$$
\begin{equation*}
\dot{\theta}=0, \quad \gamma=l=0 \tag{4.8}
\end{equation*}
$$

The first integrals (4.5), (4.6) then yield the common solution

$$
\begin{equation*}
\dot{\varphi}=-\left(a / 2 m r_{ \pm}\right) i \tag{4.9}
\end{equation*}
$$

in agreement with Eq. (2.18). To find $t(\mu)$ it is necessary to solve one of the geodesic equations, and the simplest to use is $\dot{p}_{r}=\partial L / \partial r$. A straightforward computation gives

$$
\ddot{t}=\mp\left(2 \sigma_{ \pm}\right)^{-1} i^{2},
$$

with $\sigma_{ \pm}$defined by Eq. (3.3). Hence

$$
\begin{equation*}
t(\mu)= \pm 2 \sigma_{ \pm} \ln \left(\mu-\mu_{0}\right) \tag{4.10a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mu-\mu_{0}=e^{ \pm t / 2 \sigma_{ \pm}} \tag{4.10b}
\end{equation*}
$$

We emphasize that this result is exact.
On the event horizon $r=r_{+}, \mu \rightarrow+\infty$ as $t \rightarrow+\infty$, while $\mu \rightarrow \mu_{0}$ as $t \rightarrow-\infty$. This is just what one would have expected, since the ( $E$ ) coordinates are known to be incomplete at $r_{+}$for $t \rightarrow-\infty$. A full picture of the horizon $r=r_{+}$is provided by viewing it in ( $K$ ) coordinates; then the path equations become
$u(\mu)=v(\mu)=\frac{1}{2}\left(\mu-\mu_{0}\right) e^{r+2 \sigma_{+}}, \quad w(\mu)=$ const
and are evidently complete. A similar result applies at $r=r_{-}$, but with the time directions reversed; this too is consistent with the complete picture of this horizon when viewed from ( $K^{\prime}$ ) coordinates (as in Fig. 7).

Qualitatively similar results emerge when one analyzes the geodesics that approach $r_{ \pm}$asymptotically (i.e., as $t \rightarrow \pm \infty$ ). All timelike curves of this type reach a vertex such as $u=v=0$ in a finite proper time and can be extended without difficulty; similar remarks apply to the null curves. There are others, necessarily spacelike, which approach $r_{+}$from region $\{1\}$ as $t \rightarrow+\infty$ (or $r_{-}$as $t \rightarrow-\infty)$, and these are in fact complete.

## V. Equatorial Geodesics

The first integrals obtained in the previous section yield a complete description when $\theta=0$ or $\pi$ or when $\theta=\frac{1}{2} \pi$. The former case, which corresponds to motion along the symmetry axis, has been investigated by Carter ${ }^{18}$; we confine our attention, therefore, to the latter. Boyer and Price ${ }^{20}$ have shown that the orbit equation for equatorial geodesics leads to a precession of the pericenter in agreement, through third order, with the approximate
calculations of Lense-Thirring. In the present section we concentrate on the qualitative features of geodesics in the strong field regions. Our analysis is patterned after the study of orbits in the Schwarzschild metric first carried out by Darwin ${ }^{27}$ and later extended by Mielnik and Plebaaiski. ${ }^{28}$ Of course, all these studies are largely academic exercises, since in realistic situations (except possibly the late phases of gravitational collapse ${ }^{3}$ ) the geometry in these regions, and hence the geodesics themselves, differ considerably from the empty-space results, due to the nonzero stress-energy tensor there. Nevertheless, the study of the Kerr metric, even as an ideal case, has, we believe, some real value, for it helps to clarify the role which angular momentum plays in general relativistic models. In particular, because the character of the orbits in the interior regions changes markedly as soon as the central body is given some angular momentum, it seems worthwhile to point out those features of Darwin's analysis which are unique to the Schwarzschild problem, and those which persist in the $a \neq 0$ case as well.

## Null Geodesics

It is simplest, and most instructive, to begin with the null rays. We normalize the affine parameter along the rays by taking $\gamma=1$. Then the energy integral (4.5) reduces to

$$
\begin{equation*}
\dot{r}^{2}=1+\left(a^{2}-l^{2}\right) r^{-2}+2 m(a+l)^{2} r^{-3} \tag{5.1}
\end{equation*}
$$

For convenience set $\beta=2 m$ and introduce the dimensionless variables

$$
\begin{equation*}
\rho=r / \beta, \quad \lambda=l / \beta, \quad \alpha=a / \beta \tag{5.2}
\end{equation*}
$$

From (5.1) it is clear that turning points occur at the zeros of the cubic polynomial

$$
\begin{equation*}
\psi(\rho)=\rho^{3}+\left(\alpha^{2}-\lambda^{2}\right) \rho+(\alpha+\lambda)^{2} . \tag{5.3}
\end{equation*}
$$

The location of these zeros is thus fundamental to a qualitative understanding of the null trajectories.

Applying the rule of signs, we see that $\psi(\rho)=0$ has always one real negative root: a ray sent in from $r=-\infty$ is thus repelled and ultimately deflected back to $-\infty$. (The outgoing principal null ray, with $\lambda=-\alpha$, is an exceptional case; it alone strikes the $r=0$ singularity from this direction.) On the positive sheet there are consequently either zero or two turning points, depending on the relative magni-

[^90]tudes of $\alpha$ and $\lambda$. If $\lambda^{2}<\alpha^{2}$ there are clearly no real positive roots, so collapse to the singularity inevitably occurs. Conversely, if $\lambda^{2}$ is sufficiently large, incoming rays reach a pericenter and return to infinity, while outgoing rays from $r=0$ reach an apocenter and fall back in. Thus one expects that there should exist two critical impact parameters, $\lambda_{1}>0$ and $\lambda_{2}<0$ say, such that light signals spiral in to $r=0$ if $\lambda_{2}<\lambda<\lambda_{1}$, and "bounce" back out to infinity otherwise. At these critical values of $\lambda, \psi(\rho)$ has a double zero, which defines the corresponding critical radii $\rho_{1}, \rho_{2}$. A light ray at such a radius, and with the correct value for $\lambda$, will travel around in a circular orbit indefinitely, but such an orbit is, of course, unstable.

These predictions are borne out in the Schwarzschild case by Darwin's analysis. There, it may be recalled, the critical radii are both located at $\rho=\frac{3}{2}$ (or $r=3 m$ ), and the critical impact parameters are $\lambda= \pm 3\left(\frac{3}{2}\right)^{\frac{1}{2}}$. Most importantly, there do not exist any light rays whose pericenters lie inside $r=3 m$. If one imagines the parameter $\alpha$ (or a) being increased gradually from zero, one expects $\rho_{1}(\alpha)$ and $\rho_{2}(\alpha)$ to depart smoothly from the Darwin value, and this is precisely what happens. In fact, one can give fairly simple closed expressions for the critical radii. These must be double zeros of $\psi(\rho)$ and thus must satisfy the condition

$$
\rho\left(\rho-\frac{3}{2}\right)^{2}-2 \alpha=0 .
$$

Solving this by standard methods, one finds ${ }^{20}$

$$
\begin{align*}
& \rho_{1}=\frac{3}{2}+\alpha \sec \left(\frac{1}{3} \cos ^{-1} 2 \alpha\right),  \tag{5.4a}\\
& \rho_{2}=\frac{3}{2}+\alpha \sec \left(\frac{1}{3} \cos ^{-1} 2 \alpha+\frac{2}{3} \pi\right),
\end{align*}
$$

provided that $\alpha \leq \frac{1}{2}$; there is only one critical radius, at

$$
\begin{equation*}
\rho_{1}=\frac{3}{2}+\alpha \operatorname{sech}\left(\frac{1}{3} \cosh ^{-1} 2 \alpha\right), \tag{5.4b}
\end{equation*}
$$

if $\alpha>\frac{1}{2}$. (Note that $\rho_{1}$ is always larger than $\rho_{2}$. This is to be expected, since the centrifugal barrier is stronger if $\lambda$ is positive.)

However, when $\alpha \neq 0$ a completely novel feature emerges: for a small range of impact parameters, $\lambda_{3} \leq \lambda<-\alpha$, pericenters exist inside the inner horizons, and, in fact, for all values of $\rho$ between 0 and $\rho_{\text {. }}$. This remarkable property permits one to transmit information from one positive sheet to another by bouncing a light signal off a centrifugal barrier inside $\rho_{-}$.

[^91]This result is illustrated by Fig. 8, which shows the portion of the $\lambda-\rho$ plane in which light trajectories are possible. The boundary curve separating allowed and forbidden regions is obtained from Eq. (5.3) with $\psi(\rho)=0$; it is given in explicit form as
$\lambda=(1-\rho)^{-1}\left\{-\alpha \pm \rho\left[\left(\rho-\rho_{+}\right)\left(\rho-\rho_{-}\right)\right]^{\frac{1}{4}}\right\}$.
Not surprisingly, the shape of this curve is qualitatively different in the two cases $\alpha<\frac{1}{2}$ (where horizons exist) and $\alpha>\frac{1}{2}$ (where they do not). In the latter case pericenters occur in the region $\rho>\rho_{1}$ for $\lambda$ positive [with $\rho_{1}$ given by Eq. (5.4b)], and over the entire region $\rho>0$ for $\lambda$ negative.

## Timelike Geodesics

A very similar analysis can be carried through for the timelike geodesics; it is complicated, however, by the presence of an additional energy parameter, $p_{t}=-\gamma$ or equivalently $\Gamma=\gamma^{2}-1$, which governs the type of motion that results. In the Schwarzschild case, it may be recalled, the minimum possible pericenter for a particle trajectory changes with the effective total energy $\Gamma$ in the fashion shown by Fig. 9. There are no pericenters for $\rho<\frac{3}{2}$. To reach a point between $\frac{3}{2}<\rho<2$ and be deflected back out again the particle must come from infinity with


Fig. 8. A diagram of the $\lambda-p$ plane, showing the regions in which light trajectories can exist. Shaded regions are forbidden; their boundaries define the turning points for null rays. Two cases, $\alpha=0.48$ and $\alpha=0.52$, are shown; the former contains horizons, at $\rho_{-}=0.36$ and $\rho_{+}=0.64$. Note the small forbidden region extending from $\rho=0$ to $\rho=\rho_{-}$ when $\lambda$ is negative in the former case. When $\alpha \geq \frac{1}{2}$ the two forbidden regions for $\lambda<0$ coalesce.


Fig. 9. Minimum pericenter for timelike geodesics as a function of effective total energy $\Gamma$, shown for $\alpha=0, .3, .6$. The graph for $\alpha=0.3$ has three components, corresponding to $\lambda<0, \rho<\rho_{-}, \lambda<0$, and $\rho>\rho_{+}, \lambda>0$; that for $\alpha=0.6$ has two components, corresponding to $\lambda<0$ and $\lambda>0$. Note that the $\rho<\rho_{-}$portion (when it exists) covers the entire available energy range $\Gamma \geq-1$. Stable bound orbits in the exterior region occur for $\rho>\rho_{\text {orit, }}$ where $\rho_{\text {orit }}$ is the value of $\rho$ at which the graph has zero slope-see also Fig. 11.
positive energy. At $\rho=2$ the required total energy is zero, and it decreases to a minimum value of $\Gamma=-\frac{1}{8}$ at $\rho=3$ (or $r=6 \mathrm{~m}$ ). These features are reflected in the stability of circular orbits: they are stable if and only if $\rho$ exceeds 3 . We therefore recognize in the Schwarzschild problem three characteristic radii-in addition to the famous "singularity" at $\rho=1$-given by $\rho=\frac{3}{2}, 2$, and 3 . Let us try to determine the corresponding characteristic radii in the Kerr metric.

First of all, the minimum pericenters analogous to $\rho=\frac{3}{2}$ are given once more by Eqs. (5.4a) or (5.4b). But the striking feature of the null case persists here as well: at all energies (i.e., for all $\Gamma \geq-1$ ) pericenters are found within the region $0<\rho \leq \rho_{-}$, so that these minima are not absolute ones if $\alpha$ differs from zero.

To see how the character of the motion changes as $\Gamma$ is varied, a diagram of the $\lambda-\rho$ plane, showing allowed and forbidden regions for various values of $\Gamma$, may again be helpful (see Fig. 10). The turning points, which separate these two regions, are still given by the zeros of a cubic polynomial:
$\psi(\rho) \equiv \Gamma \rho^{3}+\rho^{2}+\left(\Gamma \alpha^{2}-\lambda^{2}\right) \rho+(\lambda+\gamma \alpha)^{2}$.
Solved explicitly for $\lambda$, this gives

$$
\begin{align*}
\lambda=( & 1-\rho)^{-1}\{-\gamma \alpha \\
& \left. \pm\left[\rho\left(\rho-\rho_{+}\right)\left(\rho-\rho_{-}\right)(\Gamma \rho+1)\right]^{\frac{1}{3}}\right\}, \tag{5.7}
\end{align*}
$$

analogous to Eq. (5.5). By studying the double zeros of $\psi(\rho)$ one constructs the plot of $\Gamma$ vs minimum pericenter shown in Fig. 9. The critical energy corresponding to Darwin's value $\Gamma_{\text {orit }}=-\frac{1}{6}$ splits into


Fig. 10. A portion of the $\lambda-\rho$ plane (cf. Fig. 8), showing regions in which timelike trajectories can exist. Graphs were plotted for $\alpha=0.48$ and for several values of $\Gamma<0$. In each case the allowed region lies to the left of the curve. An additional forbidden region, not shown on the graph, extends from $\rho=0$ to $\rho=\rho_{-}$, much like the one shown in Fig. 8. Allowed regions also exist on the negative sheet for $\Gamma>0$. Graphs (a) and (b) illustrate the case of no bound orbits; (c) has bound orbits for $\lambda<0$, (d) for $\lambda>0$ as well.
two values, $\Gamma_{\text {orit }}^{ \pm}$say. As Fig. 10 makes clear, stable bound orbits in the exterior region are possible if $\Gamma_{\text {orit }}^{-}<\Gamma<0$ and $\lambda$ is negative; if $\Gamma_{\text {orit }}^{+}<\Gamma<0$, they are possible for positive $\lambda$ as well.

It is easy to see that $\Gamma$ attains these critical values whenever the cubic polynomial $\Psi(\rho)$ has a triple zero. Consequently,

$$
\begin{equation*}
\Gamma_{\text {orit }}=-1 /\left(3 \rho_{\text {orit }}\right) \tag{5.8a}
\end{equation*}
$$

with $\rho_{\text {orit }}$ in turn a real root of the following quartic:
$\rho^{4}-6 \rho^{3}+\left(9-6 \alpha^{2} / \rho^{2}-14 \alpha^{2} \rho+9 \alpha^{4}=0\right.$.
There are in general two such roots, with corresponding critical energies $\Gamma_{\text {erit }}^{ \pm}$, shown in Fig. 11.

## Exact Solutions; The Deflection of Light

The above work is based almost exclusively on the energy integral, Eq. (4.5). This does not differ substantially from the corresponding formula in the Schwarzschild problem-at least, not as long as one restricts his attention to the equatorial plane-so that the solution for $r(\mu)$ should be basically the same. Indeed, on making the standard transformation $u=1 / r$ one gets

$$
\begin{equation*}
\dot{u}^{2}=u^{4} B(u) \tag{5.9a}
\end{equation*}
$$

with $B(u)$ a cubic polynomial:

$$
\begin{align*}
B(u)= & \Gamma \\
& +\epsilon \beta u  \tag{5.9b}\\
& +\left(\Gamma a^{2}-l^{2}\right) u^{2}+\beta(l+\gamma a)^{2} u^{3} .
\end{align*}
$$

Hence $u(\mu)$ can be expressed in terms of elliptic functions. The other first integrals, for $\dot{\varphi}$ and $t$,
do not yield so easily; however, the orbit equation is again relatively simple. One finds ${ }^{20}$

$$
\begin{equation*}
\frac{d \varphi}{d u}=\frac{a}{D(u)} \pm \frac{A(u)}{D(u)[B(u)]^{\frac{1}{2}}} \tag{5.10}
\end{equation*}
$$

with $B(u)$ defined as above, and

$$
\begin{aligned}
& A(u)=l-\beta(l+\gamma a) u \\
& D(u)=1-\beta u+a^{2} u^{2} \equiv a^{2}\left(u_{+}-u\right)\left(u_{-}-u\right)
\end{aligned}
$$

The sign of the second term in Eq. (5.10) is to be chosen to agree with that of $\dot{u}$. With $a=0$ this reduces to $d \varphi / d u= \pm l[B(u)]^{-\frac{1}{2}}$, whose solution in terms of Jacobi functions is immediate. The general case requires elliptic integrals of the third kind, which are clumsier to deal with and not very illuminating; for this reason we avoided detailed discussions of exact solutions in the previous sections. For purposes of illustration, however, we think it is instructive and not too painful to work out one example in detail, and we accordingly derive here an exact formula for the deflection of a beam of light confined to the equatorial plane in the Kerr field.

The total deflection $\Delta \varphi$ is obtained from Eq. (5.10) on integrating the right-hand side over a contour extending from $u=0$ to the branch point $u=1 / d$ at pericenter and back to $u=0$ again. The first term, being analytic, does not contribute


Fig. 11. Values of critical radii and corresponding critical energies, calculated from Eq. (5.8) for $0 \leq \alpha \leq 1$. Curves labeled ( + ) have $\lambda>0$; those labeled ( - ) have $\lambda<0$. porit gives the minimum radius-in units of $2 m$-for which stable bound orbits are possible (excluding those orbits which penetrate the inner horizon and bounce back onto another sheet of the manifold).
to the total path integral, so one is left with

$$
\begin{equation*}
\Delta \varphi=2 \int_{0}^{1 / d} \frac{A(u)}{D(u)} \frac{d u}{[B(u)]^{\frac{1}{2}}} \tag{5.11}
\end{equation*}
$$

To bring this to standard form, split the rational portion of the integrand into partial fractions, as

$$
\frac{A(u)}{D(u)}=\frac{A_{+}}{u_{+}-u}+\frac{A_{-}}{u_{-}-u},
$$

and write the cubic $B(u)$ as

$$
\beta(l+a)^{2}\left(s_{1}-u\right)\left(s_{2}-u\right)\left(u-s_{3}\right)
$$

with $s_{1} \geq s_{2} \geq 0 \geq s_{3}$. By definition, $s_{2}=1 / d$; the remaining two zeros can be expressed in terms of $\boldsymbol{l}, \boldsymbol{a}$ and $\boldsymbol{d}$ as follows:
$s_{1}=(Q+P-\beta) / 2 \beta d, \quad s_{3}=-(Q-P+\beta) / 2 \beta d$,
where
$P=d(l-a) /(l+a), \quad Q^{2}=(P-2 \beta)(P+3 \beta)$
have been chosen to agree as closely as possible with Darwin's notation.

Introducing the further parameters

$$
k^{2}=\frac{s_{2}-s_{3}}{s_{1}-s_{3}}, \quad \alpha_{ \pm}^{2}=\frac{s_{2}-s_{3}}{u_{ \pm}-s_{3}}, \quad \sin ^{2} \psi_{0}=\frac{-s_{3}}{s_{2}-s_{3}}
$$

one obtains after some manipulation

$$
\begin{align*}
\Delta \varphi & =4(l+a)^{-1}(d / Q)^{\frac{1}{2}}\left\{A_{+}\left(u_{+}-s_{3}\right)^{-1}\right. \\
& \times\left[\Pi\left(\alpha_{+}^{2}, k\right)-\Pi\left(\psi_{0}, \alpha_{+}^{2}, k\right)\right]+A_{-}\left(u_{-}-s_{3}\right)^{-1} \\
& \left.\times\left[\Pi\left(\alpha_{-}^{2}, k\right)-\Pi\left(\psi_{0}, \alpha_{-}^{2}, k\right)\right]\right\}, \tag{5.13}
\end{align*}
$$

where $\Pi\left(\alpha^{2}, k\right), \Pi\left(\psi_{0}, \alpha^{2}, k\right)$ are, respectively, the complete and incomplete elliptic integrals of the third kind. It can be shown that the above result reduces to $\Delta \varphi=\pi$ when $\beta=0$. This is of course to be expected, since the Kerr metric becomes flat for $\beta=0$, and serves as a check on the intermediate calculations. In the limit $a \rightarrow 0$ one finds $A_{+}=$ $0, A_{-} /\left(u_{-}-s_{3}\right)=l$, and $\alpha_{-}=0$, so

$$
\begin{align*}
\Delta \varphi \rightarrow 4(P / Q)^{\frac{1}{2}}[K(k)- & \left.F\left(\psi_{0}, k\right)\right] \\
& =4(P / Q)^{\frac{1}{2}} F\left(\psi_{1}, k\right), \tag{5.14}
\end{align*}
$$

with $\cot \psi_{1}=\left(1-k^{2}\right)^{\frac{1}{2}} \tan \psi_{0}$, in agreement with Darwin's result.

From Eq. (5.13) one readily deduces the corrections to the familiar deflection formula due to rotation of the central body. We assume $\beta / d$ and $a / d$ small, and keep terms to order $\beta a / d^{2}$. Setting

$$
\Delta \varphi=\pi+\delta,
$$

where $\delta$ is the deflection angle as usually defined, we find

$$
\begin{equation*}
\delta \approx \frac{2 \beta}{d}+\frac{2 \beta a}{d^{2}}=\frac{4 m}{d}\left(1+\frac{a}{d}\right) \tag{5.15}
\end{equation*}
$$

This result has also been obtained by Skrotskii ${ }^{30}$ using the weak-field metric of Landau-Lifshitz, and from a more general viewpoint by Plebański. ${ }^{31}$ The value for the correction term $a / d$ is difficult to estimate in the case of the sun, since its angular momentum is not well known. Assuming essentially uniform rotation throughout its interior, at the rate $14.3^{\circ} /$ day observed for sun spots near the equator, one computes $a \simeq 1.9 \mathrm{~km}$ and consequently $a / d \simeq 3 \times 10^{-6}$ for a light ray grazing the sun's disk, which is undetectable by several orders of magnitude. Measurements of the solar oblateness are not inconsistent with a value of $a / d$ several times as large as this ${ }^{32}$; however, this would require a mass quadrupole moment $Q \odot$ of order $10^{-4} M \odot R_{\odot}{ }^{2}$, which in turn would contribute a correction term to $\delta$ of about the same magnitude. ${ }^{33}$

Note added in proof: It has been pointed out by C. V. Vishveshwara (University of Maryland Tech. Rept. No. 589) that if one considers "stationary" sources and observers (i.e., those whose world lines are the Killing trajectories $\partial / \partial t$ ), then the surface of infinite red shift occurs at $g_{t 1}=0$, which does not coincide with the null horizon in the Kerr case (unless $a=0$ ).
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#### Abstract

For the determination of the transport coefficients of a dense gas, the long-time behavior of the pair distribution function $F_{2}$ for small intermolecular distances is obtained from a density expansion in terms of the first distribution function $F_{1}$. On the basis of the dynamics of small groups of particles, it is shown that this expansion contains divergences so that it cannot be used for (a) the computation of the long-time behavior of $F_{2}$ beyond $O(n)$; (b) the demonstration of the decay of the initial state beyond $O\left(n^{2}\right)$. Similar divergences are encountered in the computation of the transport coefficients from time-correlation functions. The nature of the divergences suggests (a) there is no kinetic stage in the approach of a dense gas to equilibrium, in the sense of Bogoliubov; (b) a weak logarithmic density dependence of the transport coefficients.


## 1. INTRODUCTION

SINCE Bogoliubov's ${ }^{1}$ work in 1946 on the approach to equilibrium of a dense gas with central short-range intermolecular forces, his results have been reproduced by a great number of authors with a great variety of methods. ${ }^{2-6}$

The basic idea was that due to the existence of three widely spaced basic relation times: the duration of a collision $t_{\text {ool1 }}\left(\sim 10^{-12} \mathrm{sec}\right)$, the mean free time $t_{\text {mpp }}\left(\sim 10^{-9} \mathrm{sec}\right)$, and a macroscopic time $t_{\text {macr }}$ ( $\sim 10^{-5} \mathrm{sec}$ ); a dense gas not in equilibrium would, for a large class of initial conditions, approach to equilibrium in three well-separated stages. In each consecutive stage the system would be adequately characterized by fewer variables than in the preceding stage, viz., by those variables that vary slowly during the preceding stage. ${ }^{1,7,8}$ This then leads to an approach of the gas to equilibrium first (after a time $t \gg t_{\text {ooII }}$ ) through a kinetic stage, where the state of the gas is characterized by the first dis-

[^93]tribution function $F_{1}$ alone and then (after a time $t \gg t_{m f_{0}}$ ) through a hydrodynamic stage, where the state of the gas is characterized by the five hydrodynamical quantities alone, viz., the local density $n(\mathbf{r}, t)$, the local velocity $\mathbf{u}(\mathbf{r}, t)$, and the local temperature $T(\mathbf{r}, t)$.

For a description of a gas with additive intermolecular forces, the first and second distribution functions $F_{1}$ and $F_{2}$, respectively, are usually sufficient. In particular, for the computation of the transport coefficients in the hydrodynamical stage, the long-time behavior of $F_{1}$ and $F_{2}$, i.e., their behavior for times $t \gg t_{\operatorname{mfp}} \gg t_{\text {ooll }}$, is needed. The crucial assertion is then that, for such a gas in the kinetic state, i.e., after a time $t \gg t_{\text {coll }}, F_{2}$ would be a functional $F_{2}\left(\mid F_{1}\right)$ of $F_{1}$ as far as its time dependence is concerned. This then leads to a kinetic equation for $F_{1}$ of the form

$$
\begin{equation*}
\partial F_{1} / \partial t=A\left(\mid F_{1}\right) . \tag{1.1}
\end{equation*}
$$

Here $A$ is a time-independent operator acting on $F_{1}$, which is obtained in the form of a density expansion. This equation then leads in the hydrodynamic stage to hydrodynamic equations, in which the transport coefficients are obtained in the form of expansions in powers of the (local) density $n$. In particular, one finds the Navier-Stokes equations, with virial expansions for the viscosity $\eta$ and the heat-conductivity $\lambda$ :

$$
\begin{align*}
\eta(n, T) & =\eta_{0}(T)+n \eta_{1}(T)+n^{2} \eta_{2}(T)+\cdots,  \tag{1.2}\\
\lambda(n, T) & =\lambda_{0}(T)+n \lambda_{1}(T)+n^{2} \lambda_{2}(T)+\cdots, \tag{1.3}
\end{align*}
$$

where $\eta_{0}$ and $\lambda_{0}$, obtained by Chapman and Enskog, and $\eta_{1}$ and $\lambda_{1}$, first obtained by Choh and Uhlenbeck, ${ }^{7}$ are functions of the (local) temperature $T$.

It should be stressed that the virial expansions (1.2) and (1.3) which are obtained for the transport coefficients are directly related to the existence of a kinetic equation (1.1), with a density expansion for $A$. The kinetic equation was obtained by Bogoliubov by seeking special solutions of the BBGKY hierarchy.

This method has two disadvantages: (1) it is difficult in this way to characterize the general term; (2) no estimate of the error is possible. Both these disadvantages are circumvented by using cluster expansions, ${ }^{2-4}$ which can be considered as generalizations to non-equilibrium states of the wellknown cluster expansions for a dense gas in equilibrium. ${ }^{2}$ These cluster expansions enable one to express the probability densities in the many-particle system in terms of those for small groups of particles. In fact, in this way $F_{2}$ in an infinite system is expressed identically in terms of $F_{1}$ by a power series in the density, where consecutive terms, apart from a dependence on the initial state, depend on the dynamics of isolated groups of an increasing number of particles in infinite space, through time-dependent streaming operators [cf., Eq. (2.14)]. What one would have to show now to prove the existence of a kinetic stage, as proposed by Bogoliubov, is that for a large class of initial conditions after a time $t \gg t_{\text {ool1 }}(1)$ the influence of the initial state on the time development of $F_{2}$ can be neglected, and (2) the streaming operators have attained their asymptotic values in time, so that the whole time dependence of $F_{2}$ is then through $F_{1}$ only. This paper purports to show, however, that this is in general not so. In fact, it can only be shown to be true for the first two terms in the density expansion of $F_{2}$ in terms $F_{1}$. In general, due to the occurrence of divergences, one can neither show that the initial state is forgotten, nor that the whole time dependence of $F_{2}$ is through $F_{1}$.

Similar divergences are encountered, if one attempts to determine the long-time behavior of timecorrelation functions for a dense gas in equilibrium. In particular, it affects a computation of the transport coefficients for a dense gas from equilibrium time-correlation functions. ${ }^{10}$
In Sec. 2 we derive the cluster expansion for $F_{2}$ in terms of $F_{1}$ using streaming operators. For a study of the existence of a kinetic stage, we rewrite

[^94]this expansion for $F_{2}$ identically as the sum of two expansions, one of which only involves the dynamics of isolated groups of particles, while the other one involves in addition the initial state of the gas. This can be considered as a formal solution to a statistical problem, which relates a many-particle property to that of small groups of particles. In Sec. 3 we study a dynamical problem, viz., the dynamics of isolated groups of three and four particles insofar as this is relevant for a discussion of the various terms in the cluster expansion of $F_{2}$. In Sec. 4 we estimate, on the basis of the results obtained in Sec. 3, the various terms in the two cluster expansions mentioned above. This constitutes an approximate evaluation of the cluster integrals and therefore an approximate solution to an integral problem. ${ }^{11}$
It suffices for our purpose (i.e., the calculation of the transport coefficients) to consider $F_{2}$ only for interparticle distances within the range of the intermolecular forces. We then find these expansions cannot be used to study the long-time behavior of $F_{2}{ }^{12}$ In Sec. 5 we discuss some of the consequences of the results obtained in Sec. 4.

## 2. STATISTICAL PROBLEM: CLUSTER EXPANSIONS OF THE FIRST AND SECOND DISTRIBUTION FUNCTION; BOGOLIUBOV'S RESULTS

The long-time behavior of the first and second distribution function in a dense gas not in equilibrium can be discussed with the help of cluster expansions which can be considered as generalizations of those employed for the computation of the first and second distribution functions in a dense gas in equilibrium. As this has been discussed extensively before, we only repeat the main results. ${ }^{3}$ We first consider a gas of $N$ particles in a volume $V$. One introduces a set of $D$ functions, which obey the Liouville equation and refer to probability densities of isolated groups of $1,2, \cdots, s, \cdots, N$ particles in the volume $V$ :

$$
\begin{align*}
& \frac{\partial D_{s}\left(x_{1} \cdots x_{s} ; t\right)}{\partial t} \\
& \quad=\left\{H_{s}\left(x_{1} \cdots x_{s}\right), D_{s}\left(x_{1} \cdots x_{s}, t\right)\right\} \\
& \quad=-\mathfrak{K}_{s}\left(x_{1} \cdots x_{s}\right) D_{s}\left(x_{1} \cdots x_{s} ; t\right) . \tag{2.1}
\end{align*}
$$

[^95]Here

$$
\begin{equation*}
H_{s}\left(x_{1} \cdots x_{s}\right)=\sum_{i=1}^{s} \frac{p_{i}^{2}}{2 m}+\sum_{\substack{i<i \\ 1}}^{\dot{1}} \phi\left(r_{i j}\right) \tag{2.2}
\end{equation*}
$$

is the Hamilton function of $s$ particles, where $x_{i}=$ $\mathbf{q}_{i}, \mathbf{p}_{i}$, and $m$ is the mass of the particles and $\phi\left(r_{i i}\right)$ the central repulsive and additive intermolecular potential between molecules $i$ and $j$, which has a finite range $r_{0}$;

$$
\begin{equation*}
\mathcal{H}_{s}\left(x_{1} \cdots x_{s}\right)=\sum_{i=1}^{\dot{p}} \frac{\mathrm{p}_{i}}{m} \cdot \frac{\partial}{\partial \mathrm{q}_{i}}-\sum_{\substack{i<i \\ 1}}^{\dot{1}} \theta_{i j} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{i j}=\frac{\partial \phi\left(r_{i j}\right)}{\partial q_{i}} \cdot \frac{\partial}{\partial p_{i}}+\frac{\partial \phi\left(r_{i j}\right)}{\partial q_{i}} \cdot \frac{\partial}{\partial \mathrm{p}_{i}} \tag{2.4}
\end{equation*}
$$

The solution of (2.1) can be written in the form

$$
\begin{align*}
& D_{\bullet}\left(x_{1} \cdots x_{s} ; t\right) \\
& \quad=S_{-t}^{\left(\theta_{t}\right)}\left(x_{1} \cdots x_{t}\right) D_{s}\left(x_{1} \cdots x_{t} ; 0\right) \tag{2.5}
\end{align*}
$$

where

$$
\begin{equation*}
S_{-t}^{(s)}\left(x_{1} \cdots x_{t}\right)=\exp \left[-t \mathfrak{C}_{s}\left(x_{1} \cdots x_{t}\right)\right] \tag{2.6}
\end{equation*}
$$

is the streaming operator associated with $s$ particles. We normalize the $D$ functions according to ${ }^{13}$ :

$$
\begin{equation*}
\int D_{s}\left(x_{1} \cdots x_{s} ; t\right) d x_{1} \cdots d x_{s}=V^{s} \tag{2.7}
\end{equation*}
$$

The distribution functions for $1,2, \cdots, s, \cdots$ particles in an infinite system ( $N, V \rightarrow \infty, N / V=n$ ) can be defined by

$$
\begin{align*}
& F_{\&}\left(x_{1} \cdots x_{\bullet} ; t\right) \\
& =\lim _{\substack{N, \nabla \rightarrow \infty \\
N / V=n}} V^{\cdot} \int \cdots \int d x_{ \pm+1} \cdots d x_{N} \frac{D_{N}\left(x_{1} \cdots x_{N} ; t\right)}{V^{N}} \tag{2.8}
\end{align*}
$$

and can be expanded in terms of $D_{1}$ functions.
One obtains the following expansions for $F_{1}$ and $F_{2}$ :

$$
\begin{align*}
& n F_{1}\left(x_{1} ; t\right)=n \mathfrak{U}_{1}\left(x_{1} ; t\right) D_{1}\left(x_{1} ; t\right) \\
& \quad+n^{2} \int d x_{2} \mathfrak{U}_{2}\left(x_{1} x_{2} ; t\right) D_{1}\left(x_{1} ; t\right) D_{1}\left(x_{2} ; t\right) \\
& \quad+\frac{n^{3}}{2!} \int d x_{2} \int d x_{3} \mathfrak{u}_{3}\left(x_{1} x_{2} x_{3} ; t\right) \prod_{i=1}^{3} D_{1}\left(x_{i} ; t\right)+\cdots, \tag{2.9}
\end{align*}
$$

[^96]\[

$$
\begin{align*}
& n^{2} F_{2}\left(x_{1} x_{2} ; t\right)-n^{2} F_{1}\left(x_{1} ; t\right) F_{1}\left(x_{2} ; t\right) \\
& \quad=n^{2} \mathfrak{U}_{2}\left(x_{1} x_{2} ; t\right) D_{1}\left(x_{1} ; t\right) D_{1}\left(x_{2} ; t\right) \\
& \quad+n^{3} \int d x_{3} \mathfrak{U}_{3}\left(x_{1} x_{2} x_{3} ; t\right) \prod_{i=1}^{3} D_{1}\left(x_{i} ; t\right)+\cdots \tag{2.10}
\end{align*}
$$
\]

Here the $u$ operators are defined in terms of the $S$ operators by

$$
\begin{gather*}
\mathfrak{U}_{1}\left(x_{1} ; t\right)=1,  \tag{2.11a}\\
\mathcal{U}_{2}\left(x_{1} x_{2} ; t\right)=\tilde{\mathfrak{s}}_{t}^{(2)}\left(x_{1} x_{2}\right)-1,  \tag{2.11b}\\
\mathfrak{U}_{3}\left(x_{1} x_{2} x_{3} ; t\right)=\tilde{\mathfrak{s}}_{t}^{(3)}\left(x_{1} x_{2} x_{3}\right)-\tilde{\mathfrak{s}}_{t}^{(2)}\left(x_{1} x_{2}\right) \\
-\tilde{\mathfrak{s}}_{t}^{(2)}\left(x_{1} x_{3}\right)-\tilde{\mathfrak{s}}_{t}^{(2)}\left(x_{2} x_{3}\right)+2, \tag{2.11c}
\end{gather*}
$$

with

$$
\begin{align*}
& \tilde{\mathfrak{S}}_{t}^{(s)}\left(x_{1} \cdots x_{s}\right)=S_{-t}^{(s)}\left(x_{1} \cdots x_{s}\right) \\
& \quad \times a_{s}\left(x_{1} \cdots x_{s} ; 0\right) \prod_{i=1}^{\dot{\prime}} S_{t}^{(1)}\left(x_{i}\right) \tag{2.12}
\end{align*}
$$

where the $a_{s}\left(x_{1} \cdots x_{s} ; 0\right)$ characterize the correlations of the initial state at $t=0$ :

$$
\begin{align*}
& D_{s}\left(x_{1} \cdots x_{s} ; 0\right) \\
& \quad=a_{s}\left(x_{1} \cdots x_{s} ; 0\right) \prod_{i=1}^{\dot{d}} D_{1}\left(x_{i} ; 0\right) \tag{2.13}
\end{align*}
$$

The expansions (2.9) and (2.10) for $F_{1}$ and $F_{2}$, respectively, are identical to expansions given before ${ }^{3}$ except that in (2.9) and (2.10) the initial state correlations have been taken into account through the $a_{s}\left(x_{1} \cdots x_{t} ; 0\right)$.

If there are no correlations between the $s$ molecules $1 \cdots s$ at $t=0$, then the $a_{s}\left(x_{1} \cdots x_{i} ; 0\right)=1$. We restrict ourselves to initial states, with correlations over distances of the order of the range $r_{0}$ of intermolecular forces, i.e., the $a_{s}\left(x_{1} \cdots x_{;} ; \mathbf{0}\right)$ $(s=2,3,4, \cdots)$ are only unequal to 1 if two or more of the molecules are within a distance of the order of $r_{0}{ }^{14}$

The various terms in the expansions (2.9) and (2.10) can be represented by the same (connected) diagrams as the corresponding terms in the activity expansions of the density $n$ and pair distribution function in equilibrium, respectively. The expansions (2.9) and (2.10) cannot be used to obtain the longtime behavior of $F_{1}$ and $F_{2}$; they can only be used for times $t \ll t_{\text {mip }}$ due to the occurrence of secular terms, i.e., of terms which grow with time. Thus, for example, the secular behavior of the second

[^97]term on the right-hand side of (2.9) follows directly from the fact that the integrand of this term is different from zero for all phases of particle 2 at time $t$ such that a binary collision between the particles 1 and 2 occurs in the time interval between 0 and $t$, due to occurrence of the operator $\tilde{s}_{\mathfrak{t}}^{(2)}\left(x_{1} x_{2}\right) .{ }^{15}$ This happens whenever particle 2 is within the collision cylinder with respect to particle 1 . As the volume of this cylinder grows proportional to $t$, this implies that also the volume in the phase space of particle 2, which contributes to the term mentioned, grows $\sim t$, so that the term itself in general grows $\sim t$ [cf., Fig. 1(a)]. Similarly, contributions of two successive binary collisions between the particles 1,2 , and 3 in the time interval from 0 to $t$ grow $\sim t^{2}$, as the volume in the combined phase space of particles 2 and 3 associated with these events grows $\sim t^{2}$ [cf., Fig. 1(b)].

In general, the coefficients of $n^{l}$ in the expansions (2.9) and (2.10) contain contributions which grow with powers of $t$. The leading contribution to the term $n^{2}$ in $n F_{1}$ is $\sim\left(t / t_{\text {oo11 }}\right)^{i-1}$, while in $n^{2} F_{2}$ it is $\sim\left(t / t_{\text {ool } 1}\right)^{l-2}$, respectively. The expansions can be used up to times $t$ for which $\left(n r_{0}^{3}\right)\left(t / t_{\text {co11 }}\right) \ll 1$ or for $t \ll t_{\text {mip }}$ (cf., Ref.1). ${ }^{16}$

In order to obtain improved expansions for $F_{1}$ and $F_{2}$ which can be used for times $t \gg t_{m \mathfrak{m}}$, one eliminates the secular contributions mentioned above from the expansions (2.9) and (2.10). This has been achieved in two ways. One way is to use dynamical and combinatorial arguments to classify the secular terms in the $D_{1}$ expansions of $F_{1}$ and $F_{2}$. One then shows that certain terms, which give rise to the secular behavior in the $D_{1}$ expansion of $F_{2}$, can be grouped together, using the $D_{1}$ expansion of $F_{1}$. In this way one can obtain an expansion of $F_{2}$ in terms of $F_{1}$. This method has been followed by Green and Piccirelli. ${ }^{4}$ Another way, and the one we use here, is to eliminate the $D_{1}$ between the expansions (2.9) and (2.10). This then also leads to an expansion of $F_{2}$ in terms of $F_{1}$ instead of in terms of $D_{1}$.

In both cases one subsequently uses the first hierarchy equation between $F_{1}$ and $F_{2}$ to obtain a second relation between $F_{1}$ and $F_{2}$. As has been discussed before, ${ }^{3}$ the elimination of the $D_{1}$ between the expansions (2.9) and (2.10) of $n F_{1}$ and $n^{2} F_{2}$ can be performed in a completely analogous way as the elimination of the activity between the activ-

[^98]Fig. 1. Secular contributions to $F_{1}$ and $F_{2}$.


ity expansions of the density $n$ and the pair distribution function in a dense gas in equilibrium.

Then, solving $n D_{1}$ in terms of $n F_{1}$ from (2.9) and substituting this into (2.10) yields the following expansion of $n^{2} F_{2}$ in terms of $n F_{1}$ :

$$
\begin{align*}
& n^{2} F_{2}\left(x_{1} x_{2} ; t\right)=n^{2} \tilde{\mathfrak{S}}_{t}^{(2)}\left(x_{1} x_{2}\right) F_{1}\left(x_{1} ; t\right) F_{1}\left(x_{2} ; t\right) \\
& \quad+n^{3} \int d x_{3} \tilde{\mathfrak{J}}_{t}^{(3)}\left(x_{1} x_{2} \mid x_{3}\right) \prod_{i=1}^{3} F_{1}\left(x_{i} ; t\right)+\cdots \tag{2.14}
\end{align*}
$$

where

$$
\begin{gather*}
\tilde{\mathfrak{F}}_{t}^{(3)}\left(x_{1} x_{2} \mid x_{3}\right)=\tilde{\mathfrak{S}}_{t}^{(3)}\left(x_{1} x_{2} x_{3}\right)-\tilde{\mathfrak{S}}_{t}^{(2)}\left(x_{1} x_{2}\right) \tilde{\mathfrak{S}}_{t}^{(2)}\left(x_{1} x_{3}\right) \\
-\tilde{\mathfrak{S}}_{t}^{(2)}\left(x_{1} x_{2}\right) \tilde{S}_{t}^{(2)}\left(x_{2} x_{3}\right)+\tilde{\mathfrak{S}}_{t}^{(2)}\left(x_{1} x_{2}\right) . \tag{2.15}
\end{gather*}
$$

The various terms in (2.14) can be classified by the same diagrams as the corresponding terms in the virial expansion of the pair distribution function in equilibrium. $\tilde{\mathfrak{T}}_{t}^{(4)}\left(x_{1} x_{2} \mid x_{3} x_{4}\right)$ can be obtained from elsewhere. ${ }^{3,4}$ For further investigation of the expansion (2.14) it is convenient to write (2.14) identically as the sum of two contributions, one of which contains the influence of the correlations present in the initial state. Thereto we introduce to the $a_{s}\left(x_{1} \cdots x_{s} ; \mathbf{0}\right)$ cluster functions $u_{l}\left(x_{1} \cdots x_{t} ; \mathbf{0}\right)$ which characterize the correlations at $t=0$ :

$$
\begin{align*}
u_{1}\left(x_{1} ; 0\right) & =a_{1}\left(x_{1} ; 0\right)=1  \tag{2.16a}\\
u_{2}\left(x_{1} x_{2} ; 0\right) & =a_{2}\left(x_{1} x_{2} ; 0\right)-1,  \tag{2.16b}\\
u_{3}\left(x_{1} x_{2} x_{3} ; 0\right) & =a_{3}\left(x_{1} x_{2} x_{3} ; 0\right)-a_{2}\left(x_{1} x_{2} ; 0\right) \\
& -a_{2}\left(x_{1} x_{3} ; 0\right)-a_{2}\left(x_{2} x_{3} ; 0\right)+2, \tag{2.16c}
\end{align*}
$$

etc.
With the help of the $u$ functions we rewrite the expansion (2.14) as

$$
\begin{align*}
& n^{2} F_{2}\left(x_{1} x_{2} ; t\right) \\
& \quad=n^{2} F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right)+n^{2} C_{i}\left(x_{1} x_{2} ; t\right) \tag{2.17}
\end{align*}
$$

where

$$
\begin{align*}
n^{2} F_{2}\left(x_{1} x_{2} ; t \mid\right. & \left.F_{1}\right)=n^{2} F_{2}^{(0)}\left(x_{1} x_{2} ; t \mid F_{1}\right) \\
& +n^{3} F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)+\cdots, \tag{2.18}
\end{align*}
$$

with

$$
\begin{align*}
& F_{2}^{(0)}\left(x_{1} x_{2} ; t \mid F_{1}\right)=s_{i}^{(2)}\left(x_{1} x_{2}\right) F_{1}\left(x_{1} ; t\right) F_{1}\left(x_{2} ; t\right),  \tag{2.18a}\\
& F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)=\int d x_{3} \mathfrak{J}_{i}^{(2)}\left(x_{1} x_{2} \mid x_{3}\right) \prod_{i=1}^{3} F_{1}\left(x_{i} ; t\right), \tag{2.18b}
\end{align*}
$$

etc., while

$$
\begin{equation*}
n^{2} C_{i}\left(x_{1} x_{2} ; t\right)=n^{2} C_{i}^{(0)}\left(x_{1} x_{2} ; t\right)+n^{3} C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)+\cdots, \tag{2.19}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{i}^{(0)}\left(x_{1} x_{2} ; t\right)=S_{-t}^{(2)}\left(x_{1} x_{2}\right) u_{2}\left(x_{1} x_{2} ; 0\right) \prod_{i=1}^{2} S_{i}^{(1)}\left(x_{i}\right) F_{1}\left(x_{i} ; t\right) \tag{2.19a}
\end{equation*}
$$

$$
\begin{align*}
C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)=\int d x_{3} & \left(\left\{S_{-i}^{(2)}\left(x_{1} x_{2} x_{3}\right) u_{3}\left(x_{1} x_{2} x_{3} ; 0\right)+\left[S_{-i}^{(3)}\left(x_{1} x_{2} x_{3}\right)-S_{-i}^{(2)}\left(x_{1} x_{2}\right) S_{i}^{(1)}\left(x_{1}\right) S_{-i}^{(2)}\left(x_{1} x_{3}\right)\right] u_{2}\left(x_{1} x_{3} ; 0\right)\right.\right. \\
& +\left[S_{-i}^{(3)}\left(x_{1} x_{2} x_{3}\right)-S_{-t}^{(2)}\left(x_{1} x_{2}\right) S_{i}^{(1)}\left(x_{2}\right) S_{-i}^{(2)}\left(x_{2} x_{3}\right)\right] u_{2}\left(x_{2} x_{3} ; 0\right) \\
& \left.+\left[S_{-i}^{(3)}\left(x_{1} x_{2} x_{3}\right)-S_{-t}^{(2)}\left(x_{1} x_{2}\right) S_{-t}^{(1)}\left(x_{3}\right)\right] u_{2}\left(x_{1} x_{2} ; 0\right)\right\} \prod_{i=1}^{3} S_{i}^{(1)}\left(x_{i}\right) \\
& \left.-S_{-t}^{(2)}\left(x_{1} x_{2}\right) u_{2}\left(x_{1} x_{2} ; 0\right) S_{i}^{(1)}\left(x_{1}\right) S_{t}^{(1)}\left(x_{2}\right)\left[\tilde{S}_{t}^{(2)}\left(x_{1} x_{3}\right)+S_{t}^{(2)}\left(x_{2} x_{3}\right)\right]\right) \prod_{i=1}^{3} F_{1}\left(x_{i} ; t\right) \tag{2.19b}
\end{align*}
$$

Here
$S_{i}^{(\theta)}\left(x_{1} \cdots x_{s}\right)=S_{-i}^{(\rho)}\left(x_{1} \cdots x_{0}\right) \prod_{i=1}^{i} S_{i}^{(1)}\left(x_{i}\right)$,
while

$$
\begin{gather*}
J_{t}^{(3)}\left(x_{1} x_{2} \mid x_{3}\right)=S_{t}^{(3)}\left(x_{1} x_{2} x_{3}\right)-\mathrm{S}_{t}^{(2)}\left(x_{1} x_{2}\right) \mathrm{S}_{t}^{(2)}\left(x_{1} x_{3}\right) \\
-\mathrm{S}_{t}^{(2)}\left(x_{1} x_{2}\right) \mathrm{S}_{t}^{(2)}\left(x_{2} x_{3}\right)+\mathrm{S}_{t}^{(2)}\left(x_{1} x_{2}\right) \tag{2.20b}
\end{gather*}
$$

The contributions of order $n^{l}$ in $C_{i}$ follow directly, with (2.16), from the term of order $n^{l}$ in (2.14). In the expansions (2.17)-(2.19) no approximations have yet been made. In order now to obtain the results of Bogoliubov for the long-time behavior of $F_{2}$, one would have to show that, for the class of initial conditions mentioned above, for times $t \gg t_{\text {co11 }}$ :
(1) the initial condition term $C_{i}\left(x_{1} x_{2} ; t\right)$ can be neglected;
(2) the $F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ can be replaced by its asymptotic value, as far as its time dependence through the $S$ operators is concerned, so that its whole time dependence is through $F_{1}(x ; t)$ only, viz.,

$$
n^{2} F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right) \Rightarrow n^{2} F_{2}\left(x_{1} x_{2} \mid F_{1}\right),
$$

where

$$
\begin{align*}
& n^{2} F_{2}\left(x_{1} x_{2} \mid F_{1}\right) \\
&= n^{2} F_{2}^{(0)}\left(x_{1} x_{2} \mid F_{1}\right)+n^{3} F_{2}^{(1)}\left(x_{1} x_{2} \mid F_{1}\right)+\cdots \\
&= n^{2} S_{\infty}^{(2)}\left(x_{1} x_{2}\right) F_{1}\left(x_{1} ; t\right) F_{1}\left(x_{2} ; t\right) \\
&+n^{8} \int d x_{3} J_{\infty}^{(3)}\left(x_{1} x_{2} \mid x_{3}\right) F_{1}\left(x_{1} ; t\right) \\
& \times F_{1}\left(x_{2} ; t\right) F_{1}\left(x_{3} ; t\right)+\cdots \tag{2.21}
\end{align*}
$$

This implies that one can replace for $t \gg t_{\text {col1 }}$ all $\check{s}_{t}$ operators in (2.14) by $S_{\infty}$ operators, thereby tacitly assuming that the $F_{2}{ }^{(l)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ no longer contain secular terms. ${ }^{17}$ As the only characteristic length in each order of $n$ for both $F_{2}\left(t \mid F_{1}\right)$ and $C_{\text {; }}$ is the range of the forces $r_{0}$, one would expect that the characteristic time for the $C_{i}^{(l)}$ to become zero and for $F_{2}\left(t \mid F_{1}\right)$ to approach the Bogoliubov functional $F_{2}\left(\mid F_{1}\right)$ would be $t_{\text {ool } 11}$.

It has been shown that if $n F_{1}$ is the equilibrium Maxwell-Boltzmann distribution function, the functional $F_{2}\left(x_{1} x_{2} \mid F_{1}\right)$ given by (2.21) exists and reduces term by term to the known virial expansion of the pair distribution function of a gas in equilibrium. ${ }^{8,18}$

If the functional $F_{2}\left(x_{1} x_{2} \mid F_{1}\right)$ of (2.21) would also exist for a large class of $F_{1}$ outside equilibrium, then a kinetic equation for $F_{1}$ as well as virial expansions for the transport coefficients are obtained. For, introducing $F_{2}\left(x_{1} x_{2} \mid F_{1}\right)$ of (2.21) for $F_{2}\left(x_{1} x_{2} ; t\right)$ into the right-hand side of the first hierarchy equation:

[^99]\[

$$
\begin{equation*}
\frac{\partial F_{1}\left(x_{1} ; t\right)}{\partial t}+\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial F_{1}}{\partial q_{1}}=n \int d x_{2} \theta_{12} F_{2}\left(x_{1} x_{2} ; t\right) \tag{2.22}
\end{equation*}
$$

\]

leads to a self-contained equation for $F_{1}$, in which the right-hand side is given in the form of a density expansion, viz.,

$$
\begin{equation*}
\frac{\partial F_{1}}{\partial t}+\frac{\mathbf{p}_{1}}{m} \cdot \frac{\partial F_{1}}{\partial q_{1}}=\Lambda\left(\mid F_{1}\right) \tag{2.23}
\end{equation*}
$$

where
$A\left(\mid F_{1}\right)=A_{1}\left(x_{1} \mid F_{1}\right)+n A_{2}\left(x_{1} \mid F_{1}\right)+\cdots$,
with

$$
\begin{align*}
& A_{1}\left(x_{1} \mid F_{1}\right)=\int d x_{2} \theta_{12} F_{2}^{(0)}\left(x_{1} x_{2} \mid F_{1}\right)  \tag{2.24a}\\
& A_{2}\left(x_{1} \mid F_{1}\right)=\int d x_{2} \theta_{12} F_{2}^{(1)}\left(x_{1} x_{2} \mid F_{1}\right) \tag{2.24b}
\end{align*}
$$

etc. As $A$ is a time-independent operator on $F_{1}$, Eq. (2.24) is called a kinetic equation. As $A_{1}\left(x_{1} \mid F_{1}\right)$ can be reduced to the usual Boltzmann collision operator, Eq. (2.23) can also be called a generalized Boltzmann equation. It has been shown ${ }^{7}$ that this equation leads for times $t \gg t_{m t p}$ to the NavierStokes equations of hydrodynamics, in which, due to the density expansion (2.24) for $A\left(\mid F_{1}\right)$, the transport coefficients $\eta$ and $\lambda$ are obtained in the form of virial expansions.

The cluster expansions employed in this section can also be applied to obtain the long-time behavior of time-correlation functions in a dense gas in equilibrium. In particular, they can be used to obtain the transport coefficients in a dense gas from the time correlation function expressions for these coefficients. ${ }^{10,17 \mathrm{~F}}$ In Appendix A, we briefly indicate the close parallel between the cluster expansions given above for the computation of the long-time behavior of the distribution functions and those appropriate for the corresponding problem for time-correlation functions. As the discussions of the following sections for the distribution functions can be applied with only minor modifications also to the case of the time correlation functions, we mainly restrict the discussion to the distribution functions.

## 3. DYNAMICAL PROBLEM

The cluster expansions of the distribution functions in an infinite system discussed in the preceding section were all made with the help of streaming operators involving the dynamics of $2,3,4, \ldots$ isolated particles in infinite space. Therefore the discussion of the various terms in these expansions and in particular the discussion of the long-time
behavior of $F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and the existence of the Bogoliubov functional $F_{2}\left(x_{1} x_{2} \mid F_{1}\right)$ depends crucially on the properties of these operators.

The streaming operators transform the phases of a group of particles at a certain time $t$ into those at another time. Thus $S_{-t}^{(a)}\left(x_{1} \cdots x_{s}\right)$ transforms the phases $x_{1} \cdots x_{\text {, }}$ of the particles $1 \cdots 8$ at time $t$ into those a time $t$ earlier, i.e., at $t=0$, if the particles move in infinite space under their mutual interaction only.

Therefore one has to consider the dynamics of isolated groups of $2,3, \cdots$ particles in infinite space. We can restrict ourselves for the discussion of the transport coefficients to a computation of $F_{z}$ for times $t \gg t_{\text {coll }}$ and for configurations of the particles 1 and 2 at time $t$ such that their distance $r_{12} \leq{ }^{*} r_{0}$. As a result, in this paper we confine ourselves to a discussion of the dynamics of groups of $2,3,4, \cdots$ particles, where the particles 1 and 2 are colliding at time $t$. The basic dynamical problem is therefore the following ${ }^{19}$ : What are the possible dynamical events for two particles 1 and 2 or for three particles 1,2 , and 3 , etc. between time $t=0$ and the time $t \gg t_{\text {ool1 }}$ of interest, such that particles 1 and 2 collide at $t$ ? Furthermore, as the $u$ functions in $C_{i}$ depend on the phases of the particles at time $t=0$, we are also interested, for a discussion of $C_{i}$, in the initial phases of the particles at time $t=0$ that lead to the phases at time $t$. A collision between two or more particles takes place when the mutual distance between each particle and at least one other of the group is smaller or equal than $r_{0}$. A collision is indicated by writing the particles involved between brackets. The dynamical events between 0 and $t$ can then be characterized by writing from right to left the collisions as they occur between 0 and $t$ (cf., Fig. 2). For a discussion of $F_{2}$ and $C_{i}$ not only sequences of real collisions that actually take place are of importance but also imaginary (hypothetical) collisions which would have occurred but for the presence of other particles (see also Refs. 4, 20, and 21, and reference in Footnote 19). These imaginary
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Fra. 2. Basic collisional events of three particles (but for permutations) between 0 and $t$, leading to a binary collision at $t$. (a) one binary collision: (12); (b) two successive binary collisions: (12)(23) ${ }^{22}$ : (c) genuine triple collision (123); three successive binary collisions: (d) recollision: (12)(13)(12); (e) cyclic collision: (12)(23)(31): (f) imaginary collision: $(12)(23) \overline{(13)} ;(\mathrm{g})$ four successive (real) binary collisions: $(12)(23)(12)(13)$.
collisions will be distinguished from the real collisions by a bar. Thus we have:
(1) Case of two particles. As two isolated particles in infinite space can at most suffer one collision, no (other) collision between the particles 1 and 2 can occur before $t$. As furthermore $t \gg t_{\text {coll }}$, the phases of the particles 1 and 2 at $t=0$ are such that $r_{12} \gg r_{0}$.
(2) Case of three particles. The possible dynamical events between time 0 and $t \gg t_{\text {ool1 }}$ leading to a (12) collision of the particles 1 and 2 at time $t$ can be classified as follows: (a) one binary collision, i.e., only the collision (12) at $t$ occurs and no other [Fig. $2(\mathrm{a})]$; (b) two successive binary collisions, i.e., the collision (12) at $t$ takes place after a previous binary collision (13) or (23) at a time $0 \leq \tau<t$ has finished [Fig. 2(b)] ${ }^{22}$; (c) a (genuine) triple collision at $t$,

[^101]i.e., particle 3 interacts with particle 1 or particle 2 or both at $t$ [see Fig. 2(c)] ${ }^{22}$; (d) three successive binary collisions. The binary collisions before the (12)-collision at $t$ can be real or imaginary (hypothetical) depending on whether a binary collision really takes place [Fig. 2(d), (e)] or would have taken place between the two particles involved but for the presence of a third particle [Fig. 2(f)]; (e) four or more successive binary collisions. The existence of four real successive binary collisions between three hard spheres [Fig. 2(g)] in two and three dimensions has been found by Foch and Cohen ${ }^{17_{\mathrm{a}, \mathrm{b}}}$ and by Thurston and Sandri. ${ }^{23}$ That this is also the maximum number of real successive binary collisions between three hard spheres has been mentioned by Sandri ${ }^{23}$ and has been proved by Murphy. ${ }^{17 \mathrm{~b}, 24}$
(3) Case of four particles. The possible collisional events between time 0 and $t \gg t_{\text {oo11 }}$ leading to a (12) collision at $t$ can be classified as follows: (a) One binary collision (12) at $t$ while the particles 3 and 4 do or do not collide between 0 and $t$; (b) events involving only three out of the four particles [leading to a (12) collision at $t$, while the fourth particle does not participate in any collision between 0 and $t$; (c) a (genuine) quadruple collision at $t$; (d) at least one genuine (real or imaginary) triple collision takes place before (12) at $t$ [Fig. 3(a), (b)]; (e) four or more successive (real or imaginary) binary collisions among four particles. [Fig. 3(c)-(g)].

We distinguish between: ( $e_{1}$ ) reducible sequences of collisions, where not all collisions in the sequence from 0 to $t$ are essential for the phases of the four particles at $t$. A sequence is reducible if upon removal of one of the particles from consideration, the phases of the three remaining particles at time $t$ are consistent with a sequence of collisions between 0 and $t$ which differs from the original sequence by the absence of one collision, involving the removed particle, while all the other collisions remain unchanged [Fig. 3(c), (d)]; ( $e_{2}$ ) irreducible sequences, where all collisions in a sequence are essential, in the sense defined above, for the phases of the four particles at $t$ [Fig. 3(e), (f), (g)] ${ }^{25}$

We omit a more detailed analysis of the dynamical events between four particles, as this is not essential for the purpose of this paper. We remark, however, that no results as mentioned in (2e) for three particles are at present available for four particles,

[^102]i.e., the maximum number of successive real binary collisions between four particles is not known.

## 4. INTEGRAL PROBLEM: ESTIMATES

The dynamical studies of the previous section are needed to discuss the long-time behavior of $F_{2}$ on the basis of the cluster expansions of Sec. 2. In particular, they can be used to discuss the longtime behavior of the coefficients $F_{2}^{(l)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ in the expansion of $F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and the decay of the initial state correlations with time through the coefficients $C_{i}^{(t)}\left(x_{1} x_{2} ; t\right)$ in the expansion of $C_{i}\left(x_{1} x_{2} ; t\right)$ for fixed $x_{1}$ and $x_{2}$ with $r_{12} \leq r_{0}$ at $t$.
(a) $F_{2}^{(0)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and $C_{i}^{(0)}\left(x_{1} x_{2} ; t\right)$

For $r_{12} \leq r_{0}$ at $t$ and $t \gg t_{\text {coll }}$ one has

$$
\begin{align*}
F_{2}^{(0)}\left(x_{1} x_{2} ; t \mid\right. & \left.F_{1}\right)=F_{2}^{(0)}\left(x_{1} x_{2} \mid F_{1}\right) \\
& =S_{\infty}^{(2)}\left(x_{1} x_{2}\right) F_{1}\left(x_{1} ; t\right) F_{1}\left(x_{2} ; t\right) \tag{4.1}
\end{align*}
$$

while

$$
\begin{equation*}
C_{i}^{(0)}\left(x_{1} x_{2} ; t\right)=0 \tag{4.2}
\end{equation*}
$$

as

$$
\begin{equation*}
S_{-t}^{(2)}\left(x_{1} x_{2}\right) u_{2}\left(x_{1} x_{2} ; 0\right)=0 . \tag{4.3}
\end{equation*}
$$

The equations (4.1) and (4.2) are in agreement with Bogoliubov's results.
(b) $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and $C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)$

Using (4.3) and that (cf., Footnote 22)

$$
\begin{equation*}
S_{-t}^{(3)}\left(x_{1} x_{2} x_{3}\right) u_{3}\left(x_{1} x_{2} x_{3} ; 0\right)=0 \tag{4.4}
\end{equation*}
$$

the initial condition term $C_{i}^{(1)}$ given by (2.18b) can be reduced to

$$
\begin{align*}
C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)=\int d x_{3}\left\{\left[S_{-t}^{(3)}\left(x_{1} x_{2} x_{3}\right)-S_{-t}^{(2)}\right.\right. & \left.\left(x_{1} x_{2}\right) S_{t}^{(1)}\left(x_{1}\right) S_{-t}^{(2)}\left(x_{1} x_{3}\right)\right] u_{2}\left(x_{1} x_{3} ; 0\right) \\
& +\left[S_{-t}^{(3)}\left(x_{1} x_{2} x_{3}\right)-S_{-i}^{(2)}\left(x_{1} x_{2}\right) S_{t}^{(1)}\left(x_{2}\right) S_{-t}^{(2)}\left(x_{2} x_{3}\right)\right] u_{2}\left(x_{2} x_{3} ; 0\right) \\
& \left.+S_{-t}^{(3)}\left(x_{1} x_{2} x_{3}\right) u_{2}\left(x_{1} x_{2} ; 0\right)\right\} \prod_{i=1}^{3} S_{t}^{(1)}\left(x_{i}\right) F_{1}\left(x_{i} ; t\right) \tag{4.5}
\end{align*}
$$

We now prove the existence of $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ given by (2.18b) as well as the vanishing of $C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)$ for $t \rightarrow \infty$ by estimating the volume in the phase space of particle 3 of those phases $x_{3}$ of particle 3, that contribute to $F^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ or to $C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)$, respectively.

First we remark that the structure of the operator $J_{i}^{(8)}\left(x_{1} x_{2} \mid x_{3}\right)$, is such that of the events listed above under (2), only those of (2c)-(2e) contribute to $F_{2}^{(1)}$ of $(2.18 \mathrm{~b}){ }^{26}$ This is a consequence of the fact that, for all dynamical events, with the exception of the genuine triple collision, the $S_{t}^{(3)}$ operator factorizes into a product of $\mathrm{S}_{t}^{(2)}$ operators. ${ }^{17 \mathrm{~b}}$

Thus only for such phases $x_{3}$ of particle 3 that in the time interval between 0 and $t$ a triple collision or a sequence of 3 or more successive binary collisions occur, is a nonvanishing contribution to $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ obtained.

Similarly, the structure of the integrand of $C_{i}^{(1)}$ is such that the only contributions to the integral on the right-hand side of (4.5) come from dynamical events as listed under (2d) and (2e) above. In fact, only for such phases $x_{3}$ of particle 3 for which, in
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Fig. 3. Basic collisional events of four particles (but for permutations) between 0 and $t$ leading to a binary collision at $t$. (a) real triple collision before (12): (12)(23)(124); (b) imaginary triple collision before (12): (12)(23) (134); four successive binary collisions before (12): reducible; (c) $(12)(13)(12)(14) ;(\mathrm{d})(12)(13)(23)(34)$ irreducible; (e) (12)(13) (24)(12); (f) (12)(13)(24)(12); (g) (12)(34)(23)(12).
the time interval between 0 and $t, 3$ or more successive binary collisions occur of which one binary collision occurs at $t=0$ in addition to the one at $t$, a nonvanishing contribution to $C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)$ is obtained. That one of the binary collisions has to take place at $t=0$ is due to the cluster property of the $u_{2}$.

On the basis of the preceding considerations one can make the following estimates for $t \gg t_{\text {ooll }}$ :

$$
\begin{gather*}
F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)=F_{2}^{(1)}\left(x_{1} x_{2} \mid F_{1}\right)+\alpha_{1}\left(t_{\text {ooll }} / t\right),(4.6) \\
C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)=\beta_{1}\left(t_{\text {ooll }} / t\right)^{2}, \tag{4.7}
\end{gather*}
$$

where $\alpha_{1}$ depends on the intermolecular potential and $F_{1}$, while $\beta_{1}$ depends in addition on the initial state

The result (4.6) has also been obtained by Green and Piccirelli. ${ }^{4,27}$

The details of the computations that lead to (4.6) and (4.7) are given in Appendix B. The essential features that lead to the given time dependences are simple and are presented here. We restrict ourselves to a discussion of the case of a recollision, with the first (12) collision taking place exactly at $t=0$ [cf., Fig. 2(d)]. All other basic events sketched in Fig. 2 involving three successive binary collisions allow a similar discussion. The volume of the phase space of 3 associated with more complicated dynamical events as well as with the four-collision event sketched in Fig. 2(f), for example, cannot exceed that associated with the three-collision events, because for these dynamically more complicated events to occur, more severe restrictions are placed upon the phase space of particle 3 , than for the threecollision events. Also, the phase space associated with genuine triple collisions is finite, since all three particles have to be within distances of $O\left(r_{0}\right)$ of each other. Therefore for a discussion of $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and of $C_{i}^{(1)}\left(x_{1} x_{2} ; t\right)$ we can restrict ourselves to the events of (2d). As we are only interested in questions of convergence, it suffices for our purpose to ascertain whether the phase space associated with recollisions (12)(13)(12) to $C_{i}^{(1)}$ and $F_{2}^{(1)}$ remain finite. We first consider their contributions to $C_{i}^{(1)}$.

After the first (12)-collision at $t=0$, particle 1 moves away from particle 2 with a relative velocity $\mathbf{v}_{21}$. Particle 3 must then hit particle 1, for instance, at a time $\tau<t$ in such a way that particle 1 collides with 2 again at time $t$ after the first (12) collision. For this to occur for fixed velocity $\mathbf{V}_{3}$ of particle 3 and for

[^104]large $\tau \gg t_{\text {ooll }}$, which suffices for our purpose, particle 3 must hit particle 1 in such a way that the apseline of the (31) collision is in a solid angle $\sim r_{0}^{2} /\left(v_{21} t\right)^{2}$, where $v_{21}=\left|\nabla_{21}\right|$. This implies that for large $\tau$ the configuration space of particle 3 is restricted to a volume of the order of magnitude of $\sim\left[r_{0}^{3} /\left(v_{21} t\right)^{2}\right] \sigma_{\text {tot }}$, where $\sigma_{\text {tot }}$ is the total cross section for the (32) collision. Because this result holds for every $\mathrm{v}_{3}$, integration over $\mathrm{v}_{\mathbf{3}}$ does not change the result. Thus the volume in the phase space of particle 3 associated with nonvanishing contributions to $C_{i}^{(1)}$ due to recollisions remains finite, as the contributions due to large $\tau$ decrease with time $\sim\left(t_{\mathrm{oon}} / t\right)^{2}$ for $t \gg t_{\mathrm{ooll}}$.

On the basis of this discussion we can also estimate the phase space of particle 3 associated with the contributions of recollisions to $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$. For a recollision to contribute to $F_{2}^{(1)}$, the first (12) collision must take place in the time interval between $t=0$ and $t$, say at $t^{\prime}$. We can now estimate the total volume in the phase space of particle 3 for large $t-t^{\prime}$. Thereto we simply take, for varying $t^{\prime}$ and for $t-t^{\prime} \gg t_{\text {ooll }}$, the sum of the volumes of those regions of the phase space of particle 3 for which one (12) collision occurs at $t^{\prime}$ and another a time $t-t^{\prime}$ later at $t$. This leads to a volume in the phase space of particle 3 that remains finite as the total contribution for large $t-t^{\prime}$ decreases as the time integral of that which occurred in $C_{1}^{(1)}$, i.e., $\sim\left(t_{\text {ool }} / t\right)$ for $t \gg t_{\text {ooll }}$.

As at least the same time dependence is obtained for the volumes in the phase space of particle 3 that contribute to $C_{i}^{(1)}$ and $F_{2}^{(1)}$ for all other possible collisional events, and since the number of these events is finite, the conclusions reached above, viz., that $F_{2}^{(1)}$ remains finite and that $C_{2}^{(1)}$ vanishes in the limit $t \rightarrow \infty$, are generally valid. It is of interest to consider in addition to the three-dimensional case the two-dimensional case. Then although the $C_{i}^{(1)}$ still goes to zero, the $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ does not exist for $t \rightarrow \infty$; in fact $F_{a}^{(1)}$ diverges logarithmically with $t$, viz., in two dimensions,

$$
\begin{align*}
F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right) & \sim O\left[\ln \left(t / t_{\mathrm{sol1}}\right)\right]  \tag{4.8}\\
C_{i}^{(1)}\left(x_{1} x_{2} ; t\right) & =\beta_{1}^{\prime}\left(t_{\mathrm{ool1}} / t\right) \tag{4.9}
\end{align*}
$$

This is also proven in Appendix B. These results can be easily understood on the basis of the simple phase space arguments presented above. For, instead of a solid angle $\sim\left(r_{0} / v_{21} t\right)^{2}$, one now has only a plane angle $\sim\left(r_{0} / v_{21} t\right)$ to consider, which leads immediately to the results (4.8) and (4.9).
From (4.6) one can conclude that also the

Bogoliubov functional $F_{2}^{(1)}\left(x_{1} x_{2} \mid F_{1}\right)$ given by (2.21) exists. Bogoliubov's results have thus been shown to be valid up to terms of $O(n)$ in $F_{2}$. In the next order, however, and already in this order in two dimensions, the Bogoliubov functional cannot be shown to exist anymore.
(c) $F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and $C_{i}^{(2)}\left(x_{1} x_{2} ; t\right)$

The structure of the operator $J_{t}^{(4)}\left(x_{1} x_{2} \mid x_{3} x_{4}\right)$ is such that the only contributions to $F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ come from the dynamical events listed under (3c), (3d), and (3e $\mathrm{e}_{2}$ ).

Similarly the structure of the integrand of $C_{i}^{(2)}$ is such that the only contributions to $C_{i}^{(2)}$ come from (3d) and ( $3 \mathrm{e}_{2}$ ), where in both cases, in addition to the (12) collision at $t$, at least one collision of the sequence occurs at $t=0$.

On the basis of these considerations one can make the following estimates for $t \gg t_{\text {ooll }}$ :

$$
\begin{align*}
F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right) & \sim O\left[\ln \left(t / t_{\mathrm{oo11}}\right)\right]  \tag{4.10}\\
C_{i}^{(2)}\left(x_{1} x_{2} ; t\right) & =\beta_{2}\left(t_{\mathrm{ool1}} / t\right) \tag{4.11}
\end{align*}
$$

In two dimensions these estimates become

$$
\begin{align*}
& F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)\left(t / t_{\mathrm{ool1}}\right)  \tag{4.12}\\
& C_{i}^{(2)}\left(x_{1} x_{2} ; t\right) \sim O\left[\ln \left(t / t_{\mathrm{ool1}}\right)\right] \tag{4.13}
\end{align*}
$$

The proof of formulas (4.10)-(4.13) can be found in Appendix B. These results can be understood in the same simple way as those for $F_{2}^{(1)}$ and $C_{2}^{(1)}$ before. Thereto we consider, for example, the contributions of the events of Fig. $3(f)$ to $C_{2}^{(2)}$. Fixing first the phase of particle 4 (in addition to those of particles 1 and 2 ), the volume in the phase space of particle 3 for large $t$ contains a contribution which decreases with increasing $t \sim\left(t_{\text {con }} / t\right)^{2}$. Integrating now over all the phases of particle 4, i.e., over the collision cylinder of 4 with respect to 2 , leads to a factor $\sim\left(t / t_{\text {oon1 }}\right)$. A similar discussion applies to the event of Fig. $3(\mathrm{~g})$. The total volume of the events mentioned in the combined phase spaces of the particles 3 and 4 decreases therefore $\sim\left(t_{\text {oon }} / t\right)$, so that $C_{2}^{(2)}$ exists. However, from this follows also that $F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ contains contributions which grow with time $\sim \ln \left(t / t_{\text {ool1 }}\right)$ and consequently cannot be shown to exist. ${ }^{28}$

Thus one sees that in three dimensions, although the initial state is still "forgotten" to $O\left(n^{2}\right)$, $F_{2}^{(2)}\left(x_{1} x_{3} ; t \mid F_{1}\right)$ does not exist for $t \rightarrow \infty$, which implies that also the Bogoliubov functional

[^105]$F_{2}^{(2)}\left(x_{1} x_{2} \mid F_{1}\right)$ does not exist. In the next order-and already in this order in two dimensions-the initial conditions cannot be shown to be forgotten anymore. In fact, $C_{i}^{(3)}\left(x_{1} x_{2} ; t\right)$ then diverges logarithmically [cf., (4.15)].
(d) $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and $C_{2}^{(t)}\left(x_{1} x_{2} ; t\right)$

Generalizing the preceding considerations, one easily convinces oneself that one has in $d$ dimensions, for $l \geq d(d=2,3)$,

$$
\begin{equation*}
F_{2}^{(t)}\left(x_{1} x_{2} ; t \mid F_{1}\right) \sim O\left[\left(t / t_{\mathrm{col} 1}\right)^{t-d+1}\right] \tag{4.14}
\end{equation*}
$$

while for $l=d$,

$$
\begin{equation*}
C_{i}^{(l)}\left(x_{1} x_{2} ; t\right) \sim O\left[\ln \left(t / t_{\mathrm{aol1}}\right)\right] \tag{4.15}
\end{equation*}
$$

and for $l \geq d+1$

$$
\begin{equation*}
C_{i}^{(l)}\left(x_{1} x_{2} ; t\right) \sim O\left[\left(t / t_{\mathrm{ooll}}\right)^{l-d}\right] \tag{4.16}
\end{equation*}
$$

These results can easily be understood on the basis of events like those of Fig. 3(g), where, in general, the (12) recollision is triggered by a sequence of successive binary collisions $(l, l-1),(l-2$, $l-3), \cdots,(4,3)$ between the particles $l, l-1, \cdots$, 4, 3 instead of between the particles 3 and 4 only, as in Fig. 3(g). As each extra collision adds a factor ( $t / t_{\mathrm{co11}}$ ), Eqs. (4.14)-(4.16) follow readily from Eqs. (4.10)-(4.13).

Thus the expansion (2.18) for $F_{2}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ cannot be used to obtain the long-time behavior of $F_{2}$, if one wants to restrict oneself to the first few terms only. Similarly the expansion (2.19) for $C_{i}$ cannot be used to prove the decay of the initial correlations. We remark that phase space estimates alone are not sufficient to establish the divergences mentioned above. In fact, one has assumed that the coefficient of the term which gives the dominant time dependence is not equal to zero. This coefficient depends, apart from on $F_{1}$, on the dynamics of isolated groups of particles. The vanishing of these coefficients seems only possible if, for a general intermolecular potential, a special connection exists between the dynamics of isolated groups of $3,4, \ldots$ particles and $F_{1}$. This is in general not so, as $F_{1}$ is determined by the system as a whole. Only for the special case that the system is in local or total equilibrium, does this connection seem to exist.

From the considerations of Appendix A it follows that the results obtained in this section for $F_{2}$ can be directly transferred to the time correlation function $\psi_{2}$. In fact, formulas (4.1), (4.6), (4.10), and (4.14) remain valid if $F_{2}$ is replaced by $\psi_{2}$, and $\pi F_{1}$ is linearized with respect to $\psi_{1}$ (cf. Appendix A).

The significance of the conclusions reached in this section is briefly discussed in the next section.

## 5. DISCUSSION

A few comments on the results of the previous sections seem in order.
(a) The transition from the cluster expansion (2.10) for $F_{2}$ in terms of $D_{1}$ functions to the expansion (2.17) for $F_{2}$ in terms of $F_{1}$ functions has eliminated the most secular terms present in (2.10), viz., the coefficient of $n^{l}$ in (2.17) contains terms growing with time $\sim\left(t / t_{\text {co11 }}\right)^{l-4}$ instead of $\sim\left(t / t_{\text {eol }}\right)^{l-2}$, as in (2.10). However, the presence of secular terms in (2.17), although weaker than in (2.14), makes the expansion (2.17) still unsuited for the computation of the long-time behavior of $F_{2}$, if one wants to restrict oneself to a few terms only. It implies that the Bogoliubov functional $F_{2}\left(x_{1} x_{2} \mid F_{1}\right)$ does not exist beyond $O(n)$.
(b) The nonexistence of the $F_{2}^{(l)}\left(x_{1} x_{2} \mid F_{1}\right)$ is related to the absence of a similar cluster property of the integrands, as is the case in equilibrium. Also the impossibility to prove the disappearance of the correlations present in the initial state beyond $O\left(n^{2}\right)$ is related to the fact that the most important contributions to the integrals in $F_{2}$ and $C_{i}$ for large $l$ come from configurations of the particles, $3,4, \cdots, l$ where they are far from the particles 1 and 2 . This implies, for example, that, unlike in equilibrium, the probability density to find particles 1 and 2 colliding at $t$ would depend significantly on the particles $3,4, \cdots, l$ very far away.
(c) The point raised in part (b) is clearly unphysical, since in a gas the correlations should not extend beyond a few mean free paths. This then means that one cannot expand the pair distribution function of a dense gas in terms of the dynamics of small isolated groups of particles in infinite space alone. Clearly a "cutoff" of the free motion over distances of the order of a mean free path $l$ (or over times of the order of $t_{\text {mpt }}$ ) should be introduced. ${ }^{28}$ This, however, would introduce in the expansions (2.17) and (2.18) a new length (viz., $l$ ), characteristic for the collective behavior of the gas as a whole, in addition to the range of the forces $r_{0}$, which is characteristic for the behavior of small groups of individual molecules. This then implies that a classification of the approach of a gas to equilibrium in two well-separated stages, characterized by $t_{\text {ooll }}$ and $t_{\text {mfp }}$, respectively, is not possible, so that no kinetic stage in the sense of Bogoliubov exists. Mathematically a resummation of the expansions (2.17) and (2.18) has to be carried out, which would lead
in a natural way to a cutoff of the integrals in (2.17) and $(2.18)^{28,29}$ (see especially last reference cited in Footnote 11). If one assumes that the result of such a resummation would lead in first approximation to a replacement in the formulas (4.6)-(4.16) of $t$ by $t_{\text {mip }}$, then one would not only expect a decay of the influence of the initial state in a characteristic time of $t_{\text {mf }}$ but in addition one would expect to obtain contributions to the transport coefficients $\sim\left(n r_{0}^{3}\right) \ln \left(n r_{0}^{3}\right)\left(\sim n r_{0}^{2} \ln n r_{0}^{2}\right.$ in two dimensions). ${ }^{17 \mathrm{~b}, 28,30,31}$ This logarithmic density dependence of the transport coefficients follows under the same assumption directly from the time-correlation function expressions for the transport coefficients. In principle, therefore, the logarithmic divergences in $F_{2}$ have direct observational consequences. ${ }^{32}$ Of course, in addition to terms in $\eta$ and $\lambda$ which have a logarithmic dependence on the density, and which are due to the contributions of recollisions, etc., to $F_{2}$ (i.e., which incorporate "memory effects over a mean free path"), there are also present the terms which depend on the powers of $n$ alone and which are obviously due to (convergent) contributions of small groups of isolated particles to $F_{2}$. On this basis, one would expect then that the Choh-Uhlenbeck expressions for $\eta_{1}$ and $\lambda_{1}$ still give the correct coefficients of the density proportional corrections to the Chapman-Enskog results $\eta_{0}$ and $\lambda_{0}$, respectively.
(d) Although of great theoretical importance the contributions of the "memory effects over a mean free path" do not seem to be important for a numerical calculation of the transport coefficients. Using a cutoff as mentioned in part (c), Sengers had made a computation of the coefficient of the contribution $\sim n r_{0}^{2} \ln n r_{0}^{2}$ to the viscosity of a two-dimensional gas of hard disks. ${ }^{33}$ Here the logarithmic term amounted to only a few percent of the estimated value of the term $\sim n r_{0}^{2}$. Furthermore, if one neglects these effects altogether and restricts oneself to the contributions of triple, quadruple, etc. collisions only, agreement with experiment is obtained within the present experimental error of a few percent. ${ }^{34,36}$
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## APPENDIX A

In this Appendix we indicate cluster expansions appropriate to the evaluation of the time correlation function expressions for the transport coefficients. These expansions are analogous to those used for the distribution functions in Sec. 2 of this paper. We only outline the main developments so as to exhibit the close analogy with the distribution functions.

As was shown in a previous paper, ${ }^{10}$ the transport coefficients in an infinite system can be expressed in terms of the long-time behavior of reduced timecorrelation functions, of which in the case of additive intermolecular forces only the first and the second (i.e., $s=1$ and 2 ) are needed:

$$
\begin{align*}
& n^{n} \psi_{s}\left(x_{1} \cdots x_{s} ; t\right) \\
& \quad=\lim _{v \rightarrow \infty} \sum_{N \geq t}^{\infty} \frac{z^{N}}{(N-s)!Z_{\mathrm{gr}}} \int d x^{N-s} S_{-t}^{(N)}\left(x^{N}\right) e^{-\beta H_{N}} M_{N} \tag{A1}
\end{align*}
$$

where $M_{N}$ is in general given by

$$
\begin{align*}
& M_{N}=M_{N}\left(x^{N}\right) \\
& \quad=\sum_{i=1}^{N} m_{1}\left(x_{i}\right)+\sum_{\substack{i<i}}^{N} \sum m_{2}\left(x_{i} x_{i}\right) \tag{A2}
\end{align*}
$$

Expressions for $m_{1}\left(x_{i}\right)$ and $m_{2}\left(x_{i}, x_{i}\right)$ have been given elsewhere ${ }^{10}$; we only remark that $m_{2}\left(x_{i} x_{i}\right)=0$ whenever $r_{i i}>r_{0}$. Furthermore in (A1) and (A2) $x^{N}=x_{1}, x_{2}, \cdots, x_{N}, Z_{\mathrm{gr}}$ is the grand canonical partition function, $z$ the activity, and $\beta=1 / k T$, where $k$ is Boltzmann's constant.
The cluster expansions for distribution functions can most conveniently be applied to a computation of the ${ }^{36} \psi_{1}$ and $\psi_{2}$ if one first introduces generating functions $X_{\bullet}\left(x_{1} \cdots x_{s} ; t ; \Lambda\right)$ defined by ${ }^{37}$

$$
\begin{align*}
n^{\bullet} X_{\bullet}\left(x_{1} \cdots\right. & x ; \\
= & t ; \Lambda) \\
& \lim _{V \rightarrow \infty} \sum_{N \geq \bullet} \frac{z^{N}}{(N-s)!Z_{\mathrm{gr}}(\Lambda)}  \tag{A3}\\
& \times \int d x^{N-\iota} S_{-t}^{(N)}\left(x^{N}\right) e^{-\beta H_{N}} e^{\Lambda M N}
\end{align*}
$$

[^107]to which the functions of interest are related by
\[

$$
\begin{align*}
\psi_{s}\left(x_{1} \cdots x_{s} ;\right. & t) \\
& =\left[\frac{\partial X_{s}\left(x_{1} \cdots x_{s} ; t ; \Lambda\right)}{\partial \Lambda}\right]_{\Lambda=0} \tag{A4}
\end{align*}
$$
\]

In (A3) $Z_{\mathrm{gr}}(\Lambda)$ is defined by

$$
\begin{equation*}
Z_{\mathrm{gr}}(\Lambda)=\lim _{V \rightarrow \infty} \sum_{N=0} \frac{z^{N}}{N!} \int d x^{N} e^{-\beta H_{N} e^{\mathrm{s} M_{N}} .} \tag{A5}
\end{equation*}
$$

The $X$ functions can be considered as non-equilibrium distribution functions for a special initial state given by $D_{N}\left(x_{1} \cdots x_{N} ; 0\right)=e^{-\beta H_{N}} e^{\Delta M_{N}}$. Therefore their long-time behavior can also be obtained in a way completely analogous to the case of nonequilibrium distribution functions. Thus the same basic expansion exists for $n^{2} X_{2}\left(\dot{x}_{1} x_{2} ; t\right)$ in terms of $n X_{1}$ as for $n^{2} F_{2}\left(x_{1} x_{2} ; t\right)$ in terms of $n F_{1}$ [cf., (2.20)]. One only has to replace the $a_{s}\left(x_{1} \cdots x_{s} ; 0\right)$ in the $\tilde{s}_{1}$ operators by

$$
\begin{gathered}
a_{s}\left(x_{1} \cdots x_{i} ; 0\right) \rightarrow W_{0}\left(x_{1} \cdots x_{s} ; \Lambda\right) \\
=\exp \left\{-\sum_{i_{1}<i}^{s}\left[\beta \phi\left(r_{i j}\right)-\Lambda M_{2}\left(x_{i} x_{i}\right)\right]\right\}, \\
\prod_{i=1}^{i} F_{1}\left(x_{i} ; t\right) \text { by } \prod_{i=1}^{i} X_{1}\left(x_{i} ; t ; \Lambda\right) .
\end{gathered}
$$

In this expansion the contributions of the initial state can be split off by introducing $u_{l}\left(x_{1} \cdots x_{l} ; \Lambda\right)$ functions to the $W$ functions [cf. (2.16)]. We remark that unlike the $u$ functions of (2.16) the $u(\Lambda)$ functions have a cluster property, viz., they vanish as soon as two particles are outside the range $r_{0}$ of the intermolecular forces, because the $W$ functions have a product property. Thus the $X_{2}$ can be written identically as the sum of two terms, viz.,

$$
\begin{align*}
& n^{2} X_{2}\left(x_{1} x_{2} ; t ; \Lambda\right) \\
& \quad=n^{2} X_{2}\left(x_{1} x_{2} ; t \mid X_{1}(\Lambda)\right)+n^{2} C_{i}\left(x_{1} x_{2} ; t ; \Lambda\right) \tag{A6}
\end{align*}
$$

Here the initial-state correction term $C_{i}$ is given by the expansion (2.19), where the $a_{s}$, and $u_{s}$ have been replaced by $W_{\text {: }}$ and $u_{s}\left(x_{1} \cdots x_{i} ; \Lambda\right)$, respectively, and the $\Pi F_{1}\left(x_{1} ; t\right)$ by $\Pi X_{1}\left(x_{i} ; t ; \Lambda\right)$, while the $X_{2}\left(t \mid X_{1}\right)$ is obtained from the expansion (2.18) for $F_{2}\left(t \mid F_{1}\right)$ by replacing $\Pi F_{1}$ by $\Pi X_{1}$.

From (A6) the corresponding expression for $n^{2} \psi_{2}$ in terms of $n \psi_{1}$ can be obtained by using (A4). We only remark that $n^{2} \psi_{2}$ is a linear functional of $n \psi_{1}$ since by (A4), $\Pi X_{1}\left(x_{i} ; t ; \Lambda\right)$ is replaced by $\Sigma \psi_{1}\left(x_{1} ; t\right) f_{0}\left(p_{2}\right) \cdots f_{0}\left(p_{l}\right)$, where $f_{0}(p)$ is the equilibrium Maxwell-Boltzmann distribution function and


Frg. 4. Phases at $t=0$ for three-particle recollision (12)(13)(12).
the sum is over all permutations of the $l$ molecules $1 \cdots l$.

## APPENDIX B <br> Estimates of Phase Space Volumes

(1) We consider first the case of three particles in infinite space, with strong short-range repulsive interactions of range $r_{0}{ }^{38}$ We first consider the recollision event. As we are only interested in the question whether a volume in phase space is finite or infinite for large $t$ (i.e., $\left.t \gg t_{\text {co11 }}\right)$ we restrict ourselves to a discussion of the case $t \gg t_{\text {ool1 }}$. Then we wish to estimate the volume $d \Gamma_{3}$ in the phase space of particle 3 for given phases $x_{1}$ and $x_{2}$ of the particles 1 and 2 (and for $r_{12}=\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right| \leq r_{0}$ ) such that a recollision sequence $(12)(13)(12)$ occurs with a time interval between the first and the second (12)-collision between $t$ and $t+d t$ [cf. Fig. 2(d)].

After the first (12) collision at $t=0$, particle 1 moves away from particle 2. Particle 3 must then hit particle 1 at a time $\tau$ [after the first (12)-collision] in such a way that particle 1 catches up with particle 2 and a second (12)-collision occurs between a time $t$ and $t+d t$ after the first (12)-collision at $t=0$.

We choose a coordinate system such that particle 1 is at rest at the origin immediately after the first (12)-collision at $t=0$. In this coordinate system let $\mathbf{r}_{2}, \nabla_{2}$ be the phase of particle 2 and $\mathrm{r}_{3}, \nabla_{3}$ the phase of particle 3, immediately after the first collision (cf. Fig. 4). If $r_{1}^{\prime}, \nabla_{1}^{\prime}$ is then the phase of particle 1 immediately after the (13)-collision, $\nabla_{1}^{\prime}$ is given by

$$
\begin{equation*}
\mathbf{v}_{\mathbf{1}}^{\prime}=\left(\mathbf{v}_{\mathbf{a}} \cdot \mathbf{k}\right) \mathbf{k} \tag{B1}
\end{equation*}
$$

where $\mathbf{k}$ is a unit vector in the direction of the apse

[^108]line of the (13)-collision. We perform the estimate of the volume of the phase space of particle 3 in two steps: first, [part (a)], we consider the dynamical condition for a second (12) collision to occur. Then [part (b)], we estimate the volume mentioned on the basis of this.
(a) The dynamical condition that a second (12)collision takes place between $t$ and $t+d t$ implies that there is a time between $t$ and $t+d t$ for which the distance of the particles 1 and 2 equals $r_{0}$, viz,
\[

$$
\begin{equation*}
\left|\mathrm{r}_{1}(t+\alpha d t)-\mathrm{r}_{2}(t+\alpha d t)\right|=r_{0} \tag{B2}
\end{equation*}
$$

\]

for some $\alpha$ with $0 \leq \alpha \leq 1$.
In general Eq. (B2) can refer either to a-justbeginning or to a-just-ending collision at $t+\alpha d t$. We consider only the former case.

Let $\mathbf{b}$ be the vector from the origin which is perpendicular to $\nabla_{8}$, so that $b=|b|$ is the impact parameter of the (13)-collision. We are interested, for given $b, \nabla_{3}$, and $\nabla_{2}$, in those values of $\tau$, that lead to a (12)-collision at $t+\alpha d t$, for large $t$.
First, we remark for later use [part (b)], that $\mathbf{r}_{3}$ can be expressed in terms of $v_{3}, b$, and $\tau$ by (cf. Fig. 5)

$$
\begin{equation*}
\mathbf{r}_{3}=-\left[\tau+\frac{\left(r_{0}^{2}+b^{2}\right)^{\frac{3}{2}}}{v_{3}}\right] \mathbf{v}_{3}+\mathrm{b} \tag{B3}
\end{equation*}
$$

Now we note that Eq. (B2) can be written in the form

$$
\begin{align*}
\mid\left[r_{2}\right. & \left.+\nabla_{2}(t+\alpha d t)\right] \\
\quad- & {\left[\mathbf{r}_{2}^{\prime}+\nabla_{1}^{\prime}\left(t+\alpha d t-\tau-t_{13}\right)\right] \mid=r_{0} } \tag{B4}
\end{align*}
$$

where $t_{13}$ is the duration of the (13)-collision. Using that $\left|r_{2}\right|,\left|r_{1}^{\prime}\right|$, and $v_{1}^{\prime} t_{13}$ are all of the order of $r_{0}$,


Fig. 5. Collision geometry of (13) collision at $r$.
(B4) can be replaced for large $t \gg t_{13}$ by an equation in which the details of the initial positions (i.e., $r_{2}$ and $r_{1}^{\prime}$ ) no longer occur:

$$
\begin{align*}
&\left|\mathbf{v}_{2}-\mathbf{v}_{\mathbf{1}}^{\prime}\left(1-\frac{\tau}{t+\alpha d t}\right)\right| \\
&=\frac{r_{0}}{t+\alpha d t}+O\left[\left(\frac{t_{0011}}{t}\right)^{2}\right] \tag{B5}
\end{align*}
$$

Equation (B5) is a quadratic equation for $\tau$, which expresses the condition for the occurrence of a second (12)-collision for large $t$. Solving (B5) for $\tau$, for fixed $b$ and $\nabla_{3}$ (i.e., $\nabla_{1}^{\prime}$ ) and $\nabla_{2}$, yields neglecting terms of the order $\left(t_{\text {eol } 1 / ~} /\right)^{2}$ :

$$
\begin{align*}
& \frac{\tau}{t+\alpha d t} \\
& =\frac{\mathbf{v}_{1}^{\prime} \cdot\left(\mathbf{v}_{1}^{\prime}-\mathbf{v}_{2}\right)+\left[\left(\frac{r_{0}}{t+\alpha d t}\right)^{2}-v_{2}^{2} \sin ^{2} \beta\right]^{\ddagger} v_{1}^{\prime}}{v_{1}^{\prime 2}} \tag{B6}
\end{align*}
$$

where $v_{1}^{\prime}=\left|\boldsymbol{v}_{1}^{\prime}\right|$ and $v_{2}=\left|\mathbf{v}_{\mathbf{2}}\right|$.
Here $\beta$ is the angle between $\nabla_{1}^{\prime}$ and $\nabla_{2}$ or also between $k$ and $\mathbf{V}_{2}$.

It follows from (B5) that for $\tau$ to be real, one must have up to $\left(t_{\text {eoll }} / t\right)^{2}$ :

$$
\begin{equation*}
|\sin \beta| \leq r_{0} / t\left|v_{2}\right| . \tag{B7}
\end{equation*}
$$

Equation (B7) expresses the condition that particle 3 must hit particle 1 into the solid angle subtended at the origin by the interaction sphere around particle 2 at time $t$ (cf. Fig. 6). Similarly it follows from Eq. (B6) that for $\tau$ to be positive, one must have

$$
\begin{equation*}
\mathbf{v}_{1}^{\prime} \cdot\left(\mathbf{v}_{1}^{\prime}-\nabla_{2}\right) \geq 0, \tag{B8}
\end{equation*}
$$

as the second term in the numerator on the righthand side of (B5) is always smaller than the first for sufficiently large $t$.

Equation (B8) expresses the condition that the particles 1 and 2 move towards each other after the (13)-collision. Using (B1), (B8) can, up to terms of $O\left[\left(t_{\text {ool }} / t\right)^{2}\right]$, be replaced by the condition

$$
\begin{equation*}
\left(v_{3} \cdot k\right) \geq v_{2} . \tag{B9}
\end{equation*}
$$

(b) Equations (B6)-(B9) allow us to estimate the volume $d \Gamma_{3}$ of the phase space of particle 3 such that a second (12)-collision takes place between a time $t$ and $t+d t$ after the first (12)-collision:
$d \Gamma_{3}=\int d \mathbf{r}_{3} \int d \mathbf{V}_{3}=\int d \mathrm{~b} \int d \mathbf{V}_{3} \int_{\tau_{0}}^{\tau_{1}} v_{3} d \tau$,
where $\tau_{0}$ and $\tau_{1}$ are the values of $\tau$ that lead to a second (12)-collision at $t$ (i.e., $\alpha=0$ ) and at $t+d t$ (i.e., $\alpha=1$ ), respectively.


Fia. 6. Geometry for (12)-recollision at $t$.
Using (B6) and (B9), (B10) can be written in the form

$$
\begin{align*}
& d \Gamma_{3}=d t \int d \mathrm{~b} \int_{\mathrm{v}_{2} \cdot \mathrm{k} \geq \bullet_{0}} d \mathrm{~F}_{3} v_{3} \\
& \quad \times \frac{\mathrm{v}_{1}^{\prime} \cdot\left(\mathrm{\nabla}_{1}^{\prime}-\mathrm{v}_{2}\right)+v_{1}^{\prime}\left(r_{0}^{2} / t^{2}-v^{2} \sin ^{2} \beta\right)^{\frac{q}{2}}}{v_{1}^{\prime 2}} \tag{B11}
\end{align*}
$$

It is now convenient to transform the integration over $\mathbf{b}$ to one over $\mathbf{k}$. Using Eq. (B7) we can easily estimate the k integral. Writing then with (B1)

$$
v_{1}^{\prime}=\nabla_{3} \cdot \mathbf{k}=v_{3} \cos \chi
$$

where $\chi$ is the scattering angle for the (13)-collision, setting $\cos \beta=1$ and $d \mathbf{b}=b d b d \epsilon$, where $\epsilon$ is an azimuth angle, neglecting terms of $O\left(r_{0} / v_{1}^{\prime} t\right)$ and using that the differential cross section for the (13)-collision $\sigma_{13}(\chi, \epsilon)=(b / 2 \sin 2 \chi)|d b / d \chi|$ is bounded by the total cross section $\sigma_{T}$, Eq. (B11) can be replaced by
$d \Gamma_{3} \leq 4 d t \sigma_{T} \int d \mathbf{k} \int_{v, \cos x>0_{2}} d v_{3}\left(v_{3} \cos \chi-v_{2}\right)$.

Now, according to Eq. (B7), $\mathbf{k}$ must lie in a solid angle of size $2 \pi\left(r_{0} / v_{2} t\right)^{2}$ around $\mathbf{v}_{2}$. Therefore, if $\mathbf{k}_{0}$ is a unit vector in the direction of $\mathbf{v}_{2}$, and if $\boldsymbol{v}_{3} \cdot \mathbf{k}_{0}=v_{3} \cos \chi_{0}$, one has, after expanding $\mathbf{k}$ around $k_{0}$ and integrating:

$$
\begin{align*}
d \Gamma_{3} \leq 8 \pi & d t \sigma_{T}\left(\frac{r_{0}}{v_{2} t}\right)^{2} \\
& \times \int_{0, \cos x_{0}>m,} d \nabla_{3}\left(v_{3} \cos \chi_{0}-v_{2}\right), \tag{B13}
\end{align*}
$$

Equation (B13) gives an estimate of the volume in the phase space of particle 3, such that a second (12)-collision occurs, beginning between $t$ and $t+d t$, for large $t$. The result (4.6) for $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$
follows now immediately by integrating (B13) over $t$ from $t$ to $\infty$, assuming that the momentum distribution function is integrable.

The result (4.7) is obtained by a slight variation of the calculation that leads to (B13). For, in that case we require that the particles 1 and 2 are undergoing a second collision at the time $t$. For this to be so, this collision has to begin between $t-t_{\text {col1 }}$ and $t$. Thus to obtain (4.7) one has to replace the interval $t$ to $t+d t$ by $t-t_{\text {eol }}$ to $t$.

The two-dimensional results are obtained by a trivial modification. One merely replaces solid angles by plane angles to obtain

$$
\begin{align*}
d \Gamma_{3}^{(2)} \leq & 2\left(\frac{r_{0}}{v_{2}}\right) d t \sigma_{T}^{(2)} \\
& \times \int_{v_{3} \cos x_{0}>0_{2}} d \mathbf{v}_{3}\left(v_{3} \cos \chi_{0}-v_{2}\right), \tag{B14}
\end{align*}
$$

where the superscript (2) refers to the values of the quantities in two dimensions.

We finally remark that phase space estimates can be made for all other three-particle events which contribute to $F_{2}^{(1)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and to $C_{i}^{(1)}$ in a completely similar fashion. They all lead to the results (4.6) and (4.7), respectively.
(2) We now turn to a discussion of the case of four particles with strong short-range repulsive interactions of range $r_{0}$ in infinite space. The events illustrated in Fig. 3(a), (b), which involve at least one genuine triple collision, give rise to volumes in the combined phase space of the particles 3 and 4 of the same time dependence as in the case of three particles discussed part (1). This follows immediately from the observation that the time dependence of these events is governed by the volume of the phase space of that particle which participates in the


Fig. 7. Phases at $t=0$ for four particle recollision: $(12)(13)(24)(12)$.
middle (binary) collision, just as in the case of a recollision of three particles.

Next we consider the events like those illustrated in Fig. 3(e), (f), which involve four successive binary collisions between the four particles. The time dependence of the phase space associated with the event of Fig. 3(e) follows directly from the previous arguments. In fact one is interested in the volume in the combined phase space of particles 3 and 4 such that the event illustrated in Fig. 3(e) takes place between $t$ and $t+d t$. One sees immediately, that for this to occur, particle 4 need only to lie in the collision cylinder of 4 with respect to 2 , so that the (24)-collision takes place between 0 and $t$. Hence for the volume $d \Gamma_{34}$ in the combined phase space of particles 3 and 4 , one readily derives

$$
\begin{align*}
d \Gamma_{34} \leq & 8 \pi\left(\frac{r_{0}}{v_{2} t}\right)^{2} t d t \sigma_{T}^{2} \\
& \times \int_{\mathbf{v}_{4} \cdot \nabla_{3}>0} d \mathbf{v}_{4}\left|\mathbf{v}_{4}-\mathbf{v}_{2}\right| \\
& \times \int_{\mathbf{v}_{3} \cos \chi_{0}>v_{2}} d \mathbf{v}_{3}\left(v_{3} \cos \chi_{0}-v_{2}\right) \tag{B15}
\end{align*}
$$

or

$$
\begin{equation*}
d \Gamma_{34} \leq f\left(\mathbf{v}_{2}, r_{0}, \sigma_{T}\right)(d t / t) \tag{B16}
\end{equation*}
$$

where $f\left(\mathbf{v}_{2}, r_{0}, \sigma_{T}\right)$ indicates a function of $\mathbf{v}_{2}, r_{0}$, and $\sigma_{T}$.

The results (4.8) and (4.9) for $F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$, and for $C_{i}^{(2)}\left(x_{1} x_{2} ; t\right)$ for this event follow immediately from (B16) using similar arguments as before in part (1).

The events illustrated in Fig. 3(f) require a slightly more complicated analysis. Again, one is interested in the volume of the combined phase space of the particles 3 and 4, for which the second (12)-collision takes place between $t$ and $t+d t$ after the first (12)-collision at $t=0$. This case is similar to the case of the recollision of three particles treated in part (1) except that for a second (12)-collision to occur, particle 4 must now intervene to hit particle 2 to where particle 1 is at $t$. This extra process can happen at any time $\tau$ before $t$. For $\tau=0$, the recollision case is regained.

We choose a coordinate system (cf. Fig. 7) such that particle 1 is at rest at the origin immediately after the first (12)-collision at $t=0$ and that particle 2 is moving away with a velocity $\mathrm{v}_{2}$. Let $\tau_{1}$ be the time of the (13)-collision; $\tau_{2}$ the time of the (24) collision; $v_{1}^{\prime}$ the velocity of particle 1 after $\tau_{1}$ and $\nabla_{2}^{\prime}$ the velocity of particle 2 after the (24)-collision. Then the dynamical condition for the occurrence of
a second (12)-collision between $t$ and $t+d t$ (B2) reads in this case, neglecting terms of $O\left(t_{\text {ool1 }} / t\right)$,

$$
\begin{align*}
\mid \mathbf{v}_{1}^{\prime}(t+\alpha d t- & \left.\tau_{1}\right)-\mathbf{v}_{2} \tau_{2} \\
& -\mathbf{v}_{2}^{\prime}\left(t+\alpha d t-\tau_{2}\right) \mid=r_{0} \tag{B17}
\end{align*}
$$

(B17) is a quadratic equation for $\tau_{1}$. Solving (B17) for $\tau_{1}$, one obtains an equation for $\tau_{1}$ identical to that obtained before for $\tau$ as given by Eq. (B6), except that $\mathbf{v}_{2}(t+\alpha d t)$ in (B6) is replaced here by $\mathrm{v}_{2} \tau_{2}+\mathrm{\nabla}_{2}^{\prime}\left(t+\alpha d t-\tau_{2}\right)$. Also two conditions are obtained analogous to (B7) and (B8). Using this, one obtains, in a similar fashion as before, for the volume $d \Gamma_{34}$ of the combined phase space of particle 3 and 4 such that a second (12)-collision takes place between $t$ and $t+d t$ after the first:

$$
\begin{align*}
d \Gamma_{34}= & \int d \mathbf{r}_{3} \int d \mathbf{r}_{4} \int d \mathbf{V}_{3} \int d \mathbf{V}_{4} \\
& \leq 2 \pi\left(\frac{r_{0}}{v_{2} t}\right)^{2} d t \sigma_{T}^{2} \int_{0}^{t} d \tau_{2} \int_{\mathbf{v}_{4} \cdot \nabla_{3}>0} d \mathbf{v}_{4} \\
& \times \int_{10_{2} \cos x_{0}\left|>\left|v_{2} \tau_{3} / t+\mathbf{v}_{2}^{\prime}\left(t-\tau_{2}\right) / t\right|\right.} d \mathbf{V}_{3} \\
& \times \frac{\left|v_{3} t \cos \chi_{0}-\left|\mathbf{V}_{2} \tau_{2}+\mathbf{V}_{2}^{\prime}\left(t-\tau_{2}\right)\right|\right|}{\left|\mathbf{V}_{2} \tau_{2}+\mathbf{v}_{2}^{\prime}\left(t-\tau_{2}\right)\right|^{2}} . \tag{B18}
\end{align*}
$$

This expression for $d \Gamma_{34}$ is considerably more complicated than that obtained for $d \Gamma_{3}$ before. We only extract the behavior for large $t$. Using the substitution $\tau_{2}=\lambda t$ (with $0<\lambda<1$ ), we obtain, neglecting terms of $O\left[\left(t_{\text {ool1 }} / t\right)^{2}\right]^{39}$

$$
\begin{equation*}
d \Gamma_{34} \leq f\left(\mathbf{v}_{2}, r_{0}, \sigma_{T}\right)(d t / t) \tag{B19}
\end{equation*}
$$

The results (4.8) and (4.9) for $F_{2}^{(2)}\left(x_{1} x_{2} ; t \mid F_{1}\right)$ and for $C_{i}^{(2)}\left(x_{1} x_{2} ; t\right)$ for this event follow now immediately from Eq. (B19). The corresponding formulas for the two-dimensional case can be derived again by simply replacing in the present derivation solid angles by plane angles.

One can convince oneself that there are no four particle events contributing to $F_{2}^{(2)}$ and $C_{i}^{(2)}$, for which the associated volume in the combined phase space $d \Gamma_{34}$ of the particles 3 and 4 decays for large $t$ slower with $t$ than as given by (B19).

The generalization to dynamical events involving more than four particles and the derivation of the results (4.14)-(4.16) is straightforward.
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# Microscopic Approach to Kinetic Theory 
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A microscopic kinetic theory is developed for a plasma by the use of approximate equations of motion for the microscopic "exact" distribution function

$$
f(\mathrm{r}, \mathrm{v}, t)=\sum_{i=l}^{N} \delta\left(\mathrm{r}-\mathrm{r}_{i}(t)\right) \delta\left(\mathrm{v}-\mathrm{v}_{i}(t)\right) .
$$


#### Abstract

These equations can be solved to obtain asymptotic expressions for $f(\mathrm{r}, \mathrm{v}, t)$ that are then used to calculate correlation functions. These approximate equations are also used to obtain the approximate equations for the correlation functions and the principal results of the test-particle approach. In particular, two sets of equations are constructed. One set describes a homogeneous, slowly varying system and yields the Balescu-Lenard equation. The other set describes a homogeneous, slowly varying system that contains small, inhomogeneous and quickly varying perturbations.


## INTRODUCTION

SEVERAL methods for deriving kinetic equations for a plasma have been developed in recent years. ${ }^{1-6}$ In general, these methods fall into two classes. One class is composed of those techniques that are based on Bogoliubov's work and the BBKGY hierarchy. The other class follows the lines of development of the Prigogine school. These methods are alike in the sense that they are developed entirely from the Liouville equation, which is a macroscopic equation of motion (where by macroscopic we mean that the individual particle motion has been smeared out by an ensemble average).

A few attempts have been made to use a microscopic point of view. In particular, Klimontovich ${ }^{7}$ and Dupree ${ }^{8}$ have used the technique that initially refers to the individual particle motion. The singular "exact" distribution functions are exhibited. The basic quantities of the theory consist of averages of products of the singular functions. A hierarchy is then derived for these fluctuation quantities. This hierarchy has a one-to-one correspondence with the BBKGY hierarchy. In a sense, there is nothing microscopic about the approach of Klimontovich and Dupree because the averaging process takes

[^110]place at a very early stage. On the other hand, in the past few years another approach has been developed that has very striking microscopic features; namely, the test-particle method of Rostoker and Rosenbluth. ${ }^{9,10}$ The motion of a single particle and the effect of this particle on the system are considered in this approach. Such a consideration can certainly be described as microscopic. However, there is no obvious connection between this method and the Klimontovich description.

Recently, Dawson and Nakayama ${ }^{11}$ have shown how kinetic equations can be developed by starting from approximate equations of motion for the singular "exact" distribution functions. These equations of motion are obtained by an expansion about the straight-line motion of particles. They obtain the basic test-particle results by this approach.

We have approached this problem from a slightly different point of view, consisting of the use of a method developed by Wyld and Fried ${ }^{12}$ for the quantum electron gas. This technique is based essentially on the random phase approximation and the Bogoliubov (adiabatic) assumption. In a recent paper ${ }^{13}$ we extended this technique to the electronphonon system. We obtained a kinetic equation for the electrons, an expression for the phonon spectral function, and an expression for the density autocorrelation function. We also indicated the close relationship of the results to the test-particle theory. In this paper we show how the program is carried out in the classical theory. In the first section we

[^111]assume an approximate equation of motion for the singular distribution function. This approximate equation of motion is simply a linearized Vlasov equation for the singular distribution function. We then show that this microscopic equation of motion is equivalent to the approximate macroscopic equation of motion for a homogeneous system. The microscopic equation is then solved as an initial value problem. An asymptotic ( $t \rightarrow \infty$ ) expression for the singular distribution function is obtained and then used to calculate correlation functions. The resulting kinetic equation is the well-known Balescu-Lenard equation.

In the next section we show the relationship of this microscopic approach to the test-particle method. The test-particle expression for the twoparticle correlation function is derived for a homogeneous system with no external forces and for the more general case of an inhomogeneous system with external forces. The general picture of the plasma as a system of quasi-particles (test particles surrounded by shielding clouds) is seen to arise in a natural way from the microscopic approach. The two-time distribution functions as used in the testparticle theory are introduced and the test-particle results for these are also obtained.

In the last section we obtain a set of approximate microscopic equations that describe a system containing small inhomogeneous and rapidly varying perturbations. The homogeneous and slowly varying part of the system is again described by the microscopic linearized Vlasov equation. These equations are shown to be equivalent to the macroscopic equations for the two-particle correlation functions used by Wu. ${ }^{14} \mathrm{We}$ consider only a one-component system in this paper. The generalization to a many-component system is straightforward.

## MICROSCOPIC VLASOV EQUATION

The singular "exact" one-particle distribution function is

$$
\begin{equation*}
\vec{f}_{1}(\mathbf{r}, \mathbf{v}, t)=\sum_{i=1}^{N} \delta\left(\mathbf{r}-\mathbf{r}_{i}(t)\right) \delta\left(\mathbf{v}-\nabla_{i}(t)\right) \tag{1}
\end{equation*}
$$

where $\mathbf{r}_{i}(t)$ and $\nabla_{i}(t)$ are the position and velocity of the $i$ th particle. This quantity satisfies the equation of motion

$$
\begin{align*}
\frac{\partial}{\partial t} f_{1}(\mathbf{r}, \mathbf{v}, t)+ & \nabla \cdot \nabla_{\mathbf{r}} \hat{f}_{1}(\mathbf{r}, \mathbf{v}, t) \\
& -\frac{1}{m} \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \\
& \cdot \nabla_{\mathbf{r}} \hat{f}_{1}(\mathbf{r}, \mathbf{v}, t) \hat{f}_{1}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)=\mathbf{0} . \tag{2}
\end{align*}
$$

We are considering a system of $N$ electrons in a neutralizing, smeared-out background of positive charge. We take $N$ to be very large and neglect effects of order $N^{-1} .{ }^{18}$ The above equation is a microscopic Vlasov equation. We obtain macroscopic equations by performing an averaging process. We define the average quantities by removing the carets, i.e.,

$$
f_{1}(\mathbf{r}, \mathbf{v}, t)=\left\langle\hat{f}_{1}(\mathbf{r}, \mathbf{v}, t)\right\rangle .
$$

Thus, the equation of motion for $f_{1}(\mathbf{r}, \mathbf{v}, t)$ is

$$
\begin{align*}
\frac{\partial}{\partial t} f_{1}(\mathbf{r}, \mathbf{\nabla}, t)+ & \mathbf{\nabla} \cdot \nabla_{\mathbf{r}} f_{1}(\mathbf{r}, \mathbf{v}, t) \\
& -\frac{1}{m} \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \\
& \cdot \nabla_{\mathbf{v}}\left\langle\mathcal{f}_{1}(\mathbf{r}, \mathbf{v}, t) f_{1}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)\right\rangle=0 \tag{3}
\end{align*}
$$

where $V(r)$ is the coulomb potential $e^{2} / r$. We see then that, to obtain a kinetic equation, we want to find an asymptotic ( $t \rightarrow \infty$ ) expression for the correlation function

$$
\left\langle\hat{f}_{1}(\mathbf{r}, \mathbf{v}, t) \hat{\rho}_{1}\left(\mathbf{r}^{\prime}, t\right)\right\rangle
$$

where

$$
\begin{equation*}
\hat{\rho}_{1}(\mathbf{r}, t)=\int d \mathbf{v} f_{1}(\mathbf{r}, \mathbf{v}, t) \tag{4}
\end{equation*}
$$

Clearly, a hierarchy can be generated involving correlation functions of the form $\left\langle\hat{f}_{1}\right\rangle,\left\langle\hat{f}_{1} f_{1}\right\rangle,\left\langle\hat{f}_{1} f_{1} f_{1}\right\rangle$, etc. The relationship between this hierarchy and the BBKGY hierarchy is found by obtaining relations between the correlation functions $\left\langle\hat{f}_{1}(1) f_{1}(2)\right\rangle$, $\left\langle\hat{f}_{1}(1) \hat{f}_{1}(2) \hat{f}_{1}(3)\right\rangle$, etc., and the $s$-particle distribution functions where $s=1,2,3, \cdots$. The first two of these relations are given by

$$
\begin{gather*}
\left\langle f_{1}(\mathbf{r}, \mathbf{v}, t)\right\rangle=f_{1}(\mathbf{r}, \mathbf{\nabla}, t),  \tag{5}\\
\left\langle\hat{f}_{1}(\mathbf{r}, \mathbf{v}, t) \hat{f}_{1}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)\right\rangle=f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right) \\
+\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{v}-\mathbf{v}^{\prime}\right) f_{1}(\mathbf{r}, \mathbf{v}, t), \tag{6}
\end{gather*}
$$

where

$$
\iint d \mathbf{r} d \mathbf{v} f_{1}(\mathbf{r}, \mathbf{v}, t)=N
$$

$\iiint \int d \mathbf{r} d \mathbf{v} d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)=N(N-1)$.
The approach presented here closely parallels that used by Wyld and Fried, ${ }^{12}$ who studied the quan-

[^112]tum electron gas. In the quantum case one wants to obtain an asymptotic expression for the correlation function $\left\langle b_{s}(\mathbf{k}, \mathbf{p}) \rho(-\mathbf{k})\right\rangle$, where
\[

$$
\begin{align*}
b_{s}(\mathbf{k}, \mathbf{p}) & =c_{\mathrm{p}-\left(\frac{\mathbf{z}}{} \mathbf{k}\right), s}^{\dagger} c_{\mathbf{p}+(\mathbf{g} \mathbf{k}), s},  \tag{7}\\
\rho(\mathbf{k}) & =\sum_{\mathbf{p}, s} b_{s}(\mathbf{k}, \mathbf{p}) . \tag{8}
\end{align*}
$$
\]

The quantities $c_{\mathrm{p}}^{\dagger}$, and $c_{\mathrm{p}}$ are the creation and annihilation operators for the electrons. Wyld and Fried ${ }^{12}$ calculated correlation functions by obtaining an approximate equation of motion for the operator $b_{s}(\mathbf{k}, \mathbf{p})$, which was then solved as an initial value problem. An asymptotic expression was then obtained and used to calculate asymptotic correlation functions. The approximate equation of motion for $b_{\mathbf{s}}(\mathbf{k}, \mathbf{p})$ was obtained by the Random Phase Approximation (RPA). The RPA is a widely used assumption, and practically the only assumption available having a direct connection to the microscopic description.

It is quite simple to construct the analogous classical equations. The operator $b_{s}(\mathbf{k}, \mathbf{p})$ is the Fourier transform of the Wigner distribution operator, which in turn is the natural (via the Weyl prescription) quantum generalization of the singular function $f_{1}(\mathbf{r}, \mathrm{v}, t) .{ }^{18}$ Thus, we find that the analogous approximate equation of motion for $\hat{f}_{1}(\mathbf{r}, \mathbf{v}, t)$ is given by

$$
\begin{align*}
& \frac{\partial}{\partial t} \hat{f}_{1}(\mathbf{r}, \mathbf{v}, t)+\mathbf{\nabla} \cdot \nabla_{\mathbf{r}} \hat{f}_{1}(\mathbf{r}, \mathbf{\nabla}, t)-\frac{\nabla_{\mathbf{v}} F(\mathbf{v}, \mathbf{t})}{m} \\
& \quad \cdot \nabla_{\mathbf{r}} \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{f}_{1}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)=0, \tag{9}
\end{align*}
$$

where we have assumed the system to be homogeneous so that we can write

$$
\begin{equation*}
\left\langle f_{1}(\mathbf{r}, \mathbf{v}, t)\right\rangle=F(\mathbf{v}, t)=f_{1}(\mathbf{r}, \mathbf{v}, t) . \tag{10}
\end{equation*}
$$

Equation (9) is basically the linearized Vlasov equation.

The idea of the method is then to use Eq. (9) to obtain an approximate asymptotic expression for $\bar{f}_{1}(\mathbf{r}, \nabla, t)$, which we can then use to calculate various correlation functions such as that needed for the kinetic equation. It is difficult to justify this process because we are dealing with highly singular quantities. The approach developed by Dawson and Nakayama ${ }^{11}$ has the same problem. On the other hand, it is easy to show the connection of this assumption to the assumptions made in the usual macroscopic treatments by using Eq. (9) to calculate the equa-

[^113]tion of motion for the two-particle correlation function $g_{2}(1,2)$ where
\[

$$
\begin{align*}
g_{2}(1,2)= & \left\langle\hat{f}_{1}(1) \hat{f}_{1}(2)\right\rangle \\
& \quad-F\left(\mathbf{v}_{1}\right) F\left(\mathbf{v}_{2}\right)-\delta(1-2) F\left(\mathbf{v}_{1}\right), \tag{11}
\end{align*}
$$
\]

where

$$
(\mathbf{1})=\left(\mathbf{r}_{1}, \mathrm{v}_{1}\right) .
$$

We find that

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.+\nabla_{1} \cdot \nabla_{\mathrm{r}_{2}}+\mathrm{\nabla}_{2} \cdot \nabla_{\mathrm{r}_{2}}\right) g_{2}(1,2) \\
& -\frac{1}{m} \nabla_{\mathrm{v}_{2}} F\left(\mathbf{v}_{1}\right) \cdot \int d(3) \nabla_{\mathrm{r}_{2}} V\left(\mathbf{r}_{1}-\mathrm{r}_{3}\right) g_{2}(2,3) \\
& -\frac{1}{m} \nabla_{\mathrm{v}_{2}} F\left(\mathbf{v}_{2}\right) \cdot \int d(3) \nabla_{\mathrm{r}_{2}} V\left(\mathbf{r}_{2}-\mathrm{r}_{3}\right) g_{2}(1,3) \\
= & \frac{1}{m} \nabla_{\mathrm{r}_{2}} V\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \cdot\left(\nabla_{\mathbf{v}_{1}}-\nabla_{\mathrm{v}_{2}}\right) F\left(\mathbf{v}_{1}\right) F\left(\mathbf{v}_{2}\right), \tag{12}
\end{align*}
$$

where we have used the Bogoliubov assumption, which says that we calculate $g_{2}(1,2)$ by assuming $F(v)$ to be time independent. The above equation is the usual equation of motion arrived at in treatments involving truncation of the heirarchy. ${ }^{4}$ This equation has been used by several authors to obtain the Balescu-Lenard equation. We see, therefore, that Eq. (9) is completely equivalent to the BalescuLenard equation. A similar relationship in the quantum case was found by Wyld and Fried. ${ }^{12}$

We solve Eq. (9) by the use of Fourier-Laplace transforms. Defining the quantity
$h(\mathbf{k}, \mathbf{v}, \omega)=\int_{0}^{\infty} d t \int d \mathbf{r} e^{-i(\mathbf{k} \cdot \mathbf{r}-\omega t)} \hat{f}_{1}(\mathbf{r}, \mathbf{v}, t)$,
we obtain
$-i(\omega-\mathbf{k} \cdot \boldsymbol{\nabla}) h(\mathbf{k}, \mathbf{\nabla}, \omega)=\hat{f}_{\mathbf{1}}(\mathbf{k}, \mathbf{v}, 0)$

$$
\begin{equation*}
+\frac{i V(\mathbf{k})}{m} \mathbf{k} \cdot \nabla_{\mathbf{v}} F(\mathbf{v}) \int d \mathbf{v}^{\prime} h\left(\mathbf{k}, \mathbf{v}^{\prime}, \omega\right), \tag{14}
\end{equation*}
$$

where $\operatorname{Im} \omega>0$. We have used the Bogoliubov (adiabatic) assumption by neglecting the time dependence of $F(\mathrm{v})$. From Eq. (6) we obtain
$\rho(\mathbf{k}, \omega)=\int d \mathbf{v} h(\mathbf{k}, \mathbf{v}, \omega)$

$$
\begin{equation*}
=i \int \frac{d \mathbf{v} \hat{f}_{1}(\mathbf{k}, \mathbf{v}, 0)}{\epsilon(\mathbf{k}, \omega)(\omega-\mathbf{k} \cdot \mathbf{v})}, \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon(\mathbf{k}, \omega)=1+\frac{1}{m} V(\mathbf{k}) \int \frac{d \mathbf{v} \mathbf{k} \cdot \nabla_{\mathrm{v}} F(\mathbf{v})}{\omega-\mathbf{k} \cdot \mathbf{v}} . \tag{16}
\end{equation*}
$$

We can now calculate an asymptotic expression for $\rho(\mathrm{k}, t)$. Clearly, the time dependence arises from the poles in $\epsilon(\mathbf{k}, \omega)$. For a stable plasma all of the poles of $\epsilon(\mathbf{k}, \omega)$ are in the lower half-plane and decay in time. We assume that for sufficiently long times we can neglect these poles. We then find that the only pole is at $\omega=\mathbf{k} \cdot \mathbf{v}$; thus ${ }^{17}$

$$
\begin{equation*}
\rho(\mathbf{k}, t) \sim \int \frac{d \mathbf{v} f_{1}(\mathbf{k}, \mathbf{v}, \mathbf{0}) e^{-i \mathbf{k} \cdot \mathbf{v} t}}{\boldsymbol{\epsilon}^{+}(\mathbf{k}, \mathbf{k} \cdot \mathbf{v})} \tag{17}
\end{equation*}
$$

where

$$
\epsilon^{+}(\mathbf{k}, \mathbf{k} \cdot \mathbf{v})=\epsilon(\mathbf{k}, \mathbf{k} \cdot \mathbf{v}+i \eta) .
$$

The quantity $\eta$ is the positive infinitesimal. We henceforth drop the superscript + . We solve for $\hat{f}_{1}(\mathbf{k}, \mathbf{v}, t)$ in a self-consistent manner by first substituting the above expression for $\rho(\mathbf{k}, t)$ into Eq. (9) and then looking for a solution consistent with Eq. (17). The resulting expression is

$$
\begin{align*}
& \hat{f}_{1}(\mathbf{k}, \mathbf{v}, t)=\hat{f}_{1}(\mathbf{k}, \mathbf{v}, 0) e^{-i \mathbf{k} \cdot \mathbf{v} t} \\
& \quad+\int d \mathbf{v}^{\prime} P^{*}\left(\mathbf{k}, \mathbf{v}^{\prime} \mid \mathbf{v}\right) \hat{f}_{1}\left(\mathbf{k}, \mathbf{v}^{\prime}, 0\right) e^{-i \mathbf{k} \cdot \nabla^{\prime} t} \tag{18}
\end{align*}
$$

where
$P^{*}\left(\mathbf{k}, \mathbf{v}^{\prime} \mid \mathbf{v}\right)=-\frac{V(\mathbf{k}) \mathbf{k} \cdot \nabla_{\mathbf{r}} F(\mathbf{v})}{m \epsilon\left(\mathbf{k}, \mathbf{k} \cdot \mathbf{v}^{\prime}\right)\left[\mathbf{k} \cdot\left(\mathbf{v}^{\prime}-\mathbf{v}\right)+i \eta\right]}$.

The quantity $P\left(\mathbf{k}, \mathbf{v} \mid \mathbf{v}^{\prime}\right)$ was introduced because it is the same quantity that appears in the testparticle theory as the measure of the system's response to the test particle. ${ }^{10}$ Clearly, the first term in Eq. (18) represents the straight-line motion of particles. The second term might be considered as the dressing cloud that accompanies the electrons.

In order to obtain a kinetic equation, we need to calculate the quantity

$$
\operatorname{Im}\left\langle\hat{f}_{1}(\mathbf{k}, \mathbf{v}, t) \rho(-\mathbf{k}, t)\right\rangle
$$

since

$$
\begin{align*}
\frac{\partial F(\mathbf{v}, t)}{\partial t}=\frac{1}{m(2 \pi)^{3}} & \nabla_{v} \cdot \int d \mathbf{k} V(-\mathbf{k}) \mathbf{k} \\
& \times \operatorname{Im}\left\langle\hat{f}_{1}(\mathbf{k}, \mathbf{v}, t) \rho(-\mathbf{k}, t)\right\rangle \tag{20}
\end{align*}
$$

[^114]With the use of Eqs. (17) and (18) and the identity

$$
\begin{align*}
\operatorname{Im}[\epsilon(\mathbf{k}, \omega)]^{-1} & =-\frac{\pi V(\mathbf{k})}{m|\epsilon(\mathbf{k}, \omega)|^{2}} \\
& \times \int d \mathbf{v} \mathbf{k} \cdot \nabla_{\mathbf{v}} F(\mathbf{v}) \delta(\omega-\mathbf{k} \cdot \mathbf{v}) \tag{21}
\end{align*}
$$

we obtain

$$
\begin{align*}
& \frac{\partial F(\mathbf{v}, t)}{\partial t}=\frac{\pi}{(2 \pi)^{3} m^{2}} \int d \mathbf{k} \int d \mathbf{v}^{\prime} \mathbf{k} \cdot \nabla_{\mathbf{v}}\left|\frac{V(\mathbf{k})}{\epsilon(\mathbf{k}, \mathbf{k} \cdot \mathbf{\nabla})}\right|^{2} \\
& \times \mathbf{k} \cdot\left(\nabla_{\mathbf{v}}-\nabla_{\mathbf{v}^{\prime}}\right) F(\mathbf{v}, t) F\left(\mathbf{v}^{\prime}, t\right) \delta\left(\mathbf{k} \cdot \mathbf{v}-\mathbf{k} \cdot \mathbf{v}^{\prime}\right) \cdot( \tag{22}
\end{align*}
$$

The above equation is the familiar Balescu-Lenard equation. ${ }^{3,4}$

We can also use these results to calculate the density autocorrelation function $\langle\rho(\mathbf{k}, t) \rho(-\mathbf{k}, t)\rangle$. We find that

$$
\begin{equation*}
\left\langle\rho(\mathbf{k}, t) \rho\left(-\mathbf{k}, t^{\prime}\right)\right\rangle=\int d \mathbf{v} \frac{F(\mathbf{v}) e^{i \mathbf{k} \cdot \nabla\left(t^{\prime}-t\right)}}{|\boldsymbol{\epsilon}(\mathbf{k}, \mathbf{k} \cdot \mathbf{v})|^{2}} \tag{23}
\end{equation*}
$$

which is the usual result.
We note that in the process of letting the volume $\Omega$ become infinite, the normalized distribution function $\phi(v, t)$ must be introduced. The relationship between $\phi(\mathrm{v}, t)$ and $F(\mathrm{v}, t)$ is given by

$$
\phi(\mathbf{v}, t)=\frac{\Omega}{N} F(\mathbf{v}, t) \underset{N \rightarrow \infty}{\rightarrow} n^{-1} F(v, t)
$$

Consequently, $\phi(\mathbf{v}, t)$ satisfies the normalization condition

$$
\int d \mathbf{v} \phi(\mathbf{v}, t)=1
$$

## TEST PARTICLES

Dawson and Nakayama ${ }^{11}$ have indicated the close connection of the microscopic approach and the test-particle method. We note in particular that Eq. (18) lends itself to the interpretation that the system can be described as a superposition of bare particles dressed by screening clouds.

We can make an even closer identification with the test-particle theory by obtaining the test-particle result for the two-particle correlation function. We can use Eq. (18) to calculate the quantity $\left\langle f_{1}(\mathbf{k}, \nabla, t)\right.$ $\left.f_{1}\left(-\mathbf{k}, \mathbf{v}^{\prime}, t\right)\right\rangle$, which is related to $g_{2}\left(\mathbf{k}, \mathbf{v}, \mathbf{v}^{\prime}, t\right)$. If we neglect the initial correlations, we obtain

$$
\begin{align*}
& g_{2}\left(\mathbf{k}, \mathbf{v}, \mathbf{v}^{\prime}, t\right) \\
& =P^{*}\left(\mathbf{k}, \mathbf{v}^{\prime} \mid \mathbf{v}\right) F\left(\mathbf{v}^{\prime}, t\right)+P\left(\mathbf{k}, \mathbf{v} \mid \mathbf{v}^{\prime}\right) F(\mathbf{v}, t) \\
& \quad+\int d \mathbf{v}^{\prime \prime} P^{*}\left(\mathbf{k}, \mathbf{v}^{\prime \prime} \mid \mathbf{v}\right) P\left(\mathbf{k}, \mathbf{v}^{\prime \prime} \mid \mathbf{v}^{\prime}\right) F\left(\mathbf{v}^{\prime \prime}, t\right) \tag{24}
\end{align*}
$$

This equation was also obtained by Dawson and Nakayama. ${ }^{11}$

We can also obtain the much more general relationship that applies for inhomogeneous systems in the presence of external fields. We consider a more general linearized microscopic Vlasov equation

$$
\begin{align*}
& \frac{\partial}{\partial t} f_{1}(X, t)+\nabla \cdot \nabla_{\mathrm{r}} f_{1}(X, t)+\frac{\mathrm{F}_{M}}{m} \cdot \nabla_{\nabla} f_{1}(X, t) \\
&+\frac{e \mathrm{E}(\mathrm{r}, t)}{m} \cdot \nabla_{\mathrm{v}} f(X, t)=0, \tag{25}
\end{align*}
$$

where $\boldsymbol{X}=(\mathbf{r}, \mathbf{v})$,

$$
\begin{align*}
\mathbf{F}_{M}(X, t)= & \mathrm{F}_{\Delta x}(X, t) \\
& -e^{2} \int d X^{\prime} \nabla_{\mathbf{r}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} f_{1}\left(X^{\prime}, t\right),  \tag{26}\\
\mathbf{E}(\mathbf{r}, t)= & -e \int d X^{\prime} \nabla_{r} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left[f_{1}\left(X^{\prime}\right)-f_{1}\left(X^{\prime}\right)\right] . \tag{27}
\end{align*}
$$

Again we use $f_{1}$ to denote the microscopic distribution and $f_{1}$ to denote the macroscopic distribution function.

We next define the quantity $P\left(X^{\prime} \mid X t\right)$ by the equation

$$
\begin{align*}
f_{1}(X, t) & =f_{1}^{0}(X, t) \\
+ & \int d X^{\prime} P\left(X^{\prime} \mid X t\right)\left[f_{1}^{0}\left(X^{\prime}\right)-f_{1}\left(X^{\prime}\right)\right] \tag{28}
\end{align*}
$$

where $f_{1}^{\circ}$ obeys the equation of motion

$$
\begin{align*}
& {\left[\partial f_{1}^{0}(X, t) / \partial t\right]+\mathrm{v} \cdot \nabla_{\mathrm{r}} f_{1}^{0}(X, t)} \\
& \quad+(1 / m) \mathrm{F}_{M}(X, t) \cdot \nabla_{\mathrm{v}} f_{1}^{0}(X, t)=0 \tag{29}
\end{align*}
$$

and the initial condition

$$
\begin{equation*}
f_{1}^{0}(X, 0)=f_{1}(X, 0) . \tag{30}
\end{equation*}
$$

If the expression for $f_{1}$ given by Eq. (28) is substituted into Eq. (25), we obtain the following equation of motion for $P\left(X^{\prime} \mid X t\right)$ :

$$
\begin{align*}
& \frac{\partial}{\partial t} P\left(X^{\prime} \mid X t\right)+\mathrm{v} \cdot \nabla_{\mathrm{r}} P\left(X^{\prime} \mid X t\right) \\
& +\frac{\mathrm{F}_{M}(X, t)}{m} \cdot \nabla_{\mathrm{v}} P\left(X^{\prime} \mid X t\right) \\
& +\nabla^{\prime} \cdot \nabla_{\mathrm{r}} P\left(X^{\prime} \mid X t\right)+\frac{\mathbf{F}_{M}(X, t)}{m} \cdot \nabla_{\mathbf{r}^{\prime}} P\left(X^{\prime} \mid X t\right) \\
& \quad-\frac{e^{2}}{m} \nabla_{\mathrm{r}} f_{1}(X, t) \cdot \int d X^{\prime \prime} \nabla_{\mathrm{r}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} P\left(X^{\prime} \mid X^{\prime \prime} t\right) \\
& \quad-\frac{e^{2}}{m} \nabla_{\mathrm{r}_{1}}(X, t) \cdot \nabla_{\mathbf{r}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=0 \tag{31}
\end{align*}
$$

We can again calculate the two-particle correlation function by using Eq. (28). We find

$$
\begin{align*}
& g_{2}\left(X, X^{\prime}, t\right) \\
& \quad=P\left(X^{\prime} \mid X t\right) f_{1}\left(X^{\prime}, t\right)+P\left(X \mid X^{\prime} t\right) f_{1}(X, t) \\
& \quad+\int d X^{\prime \prime} P\left(X^{\prime \prime} \mid X t\right) P\left(X^{\prime \prime} \mid X^{\prime} t\right) f_{1}\left(X^{\prime \prime}, t\right) \tag{32}
\end{align*}
$$

Equations (31) and (32) are identical to test-particle results. ${ }^{10}$ We also note that we can write

$$
\begin{equation*}
\hat{f}_{1}^{0}(X, t)=\sum_{i=1}^{N} \delta\left(r-r_{i}^{0}(t)\right) \delta\left(v-v_{i}^{0}(t)\right) \tag{33}
\end{equation*}
$$

where

$$
\begin{gather*}
\dot{\mathbf{r}}_{i}^{0}(t)=\mathbf{v}_{i}(t),  \tag{34}\\
\dot{\nabla}_{i}^{0}(t)=(1 / m) \mathbf{F}_{M}(X, t), \\
\mathbf{r}_{i}^{0}(0)=\mathbf{r}_{i}(0), \quad \mathbf{v}_{i}^{0}(0)=\mathbf{v}_{i}(0) . \tag{35}
\end{gather*}
$$

The above formulation is seen to be closely related to the microscopic approach of Dawson and Nakayama, ${ }^{11}$ which consists of an expansion about the zero-order orbits. If we substitute the expression given by Eq. (33) into Eq. (28) we find for homogeneous systems

$$
\begin{equation*}
f_{1}(X, t)=f_{1}^{0}(X, t)+\sum_{i=1}^{N} P\left(X_{i}^{0} \mid X t\right) \tag{36}
\end{equation*}
$$

The above form describes the plasma as a superposition of $N$ "bare" particles accompanied by shielding clouds.

It is often useful to consider autocorrelation functions of the form

$$
\left\langle A(\mathbf{r}, t) B\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle,
$$

where $A(\mathbf{r}, t)$ and $B\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ are observables that have the form

$$
\begin{equation*}
A(\mathbf{r}, t)=\sum_{i=1}^{N} a\left(X_{i} \mid \mathbf{r}\right), \quad B(\mathbf{r}, t)=\sum_{i=1}^{N} b\left(X_{i} \mid \mathbf{r}\right) \tag{37}
\end{equation*}
$$

An example of such an observable is the density

$$
\begin{equation*}
\rho(\mathbf{r}, t)=\sum_{i=1}^{N} \delta\left(\mathbf{r}-\mathbf{r}_{i}(t)\right) \tag{38}
\end{equation*}
$$

Because of the property of the delta function we can write

$$
\begin{equation*}
A(X, t)=\int d X^{\prime} a\left(X \mid X^{\prime}\right) f_{1}\left(X^{\prime}, t\right) \tag{39}
\end{equation*}
$$

Thus we reduce the calculation of all autocorrelation functions to the calculation of

$$
\left\langle\hat{f}_{1}(X, t) \hat{f}_{1}\left(X^{\prime}, t^{\prime}\right)\right\rangle .
$$

This two-time correlation function can be related to the two-time correlation functions, $W_{11}$ and $W_{12}$, that are used in the test-particle theory. ${ }^{10} \mathrm{We}$ do this by noting that the structure of the correlation function $\left\langle f_{1}(X, t) f_{1}\left(X^{\prime}, t\right)\right\rangle$ is given by

$$
\begin{align*}
\left\langle f_{1}(X, t) f_{1}\left(X^{\prime}, t\right)\right\rangle= & f_{1}(X, t) f_{1}\left(X^{\prime}, t\right)+g_{2}\left(X, X^{\prime}, t\right) \\
& +\delta\left(X-X^{\prime}\right) f_{2}(X, t) \tag{40}
\end{align*}
$$

The last term in the above equation contains the self-correlations. Such self-correlations are also present in the two-time correlation function. We denote these self-correlations by $n W_{11}\left(1, t ; 2^{\prime}, t^{\prime}\right)$, where $n$ is the particle density. The remaining correlations are then included in $W_{12}\left(1, t ; 2^{\prime}, t^{\prime}\right)$ and we write

$$
\begin{align*}
& \left\langle\mathcal{f}_{1}(X, t) \mathfrak{f}_{1}\left(X^{\prime}, t^{\prime}\right)\right\rangle \\
& \quad=n^{2} W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right)+n W_{11}\left(X, t ; X^{\prime}, t^{\prime}\right) \tag{41}
\end{align*}
$$

Clearly, $W_{11}$ and $W_{12}$ are given by

$$
\begin{align*}
& W_{11}\left(X, t ; X^{\prime}, t^{\prime}\right) \\
& \quad=n^{-1} \sum_{i=1}^{N}\left\langle\delta\left(X-X_{i}(t)\right) \delta\left(X^{\prime}-X_{i}\left(t^{\prime}\right)\right)\right\rangle,  \tag{42}\\
& W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right) \\
& =n^{-2} \sum_{\substack{i, i=1 \\
i \nsim i}}^{N}\left\langle\delta\left(X-X_{i}(t)\right) \delta\left(X^{\prime}-X_{i}\left(t^{\prime}\right)\right)\right\rangle . \tag{43}
\end{align*}
$$

We can calculate the equation of motion for $W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right)$ as a function of $t^{\prime}$ from the equation of motion for $\left\langle f_{1}(X, t) f_{1}\left(X^{\prime}, t^{\prime}\right)\right\rangle$ by keeping only those terms that have no self-correlations in the variables $X t$ and $X^{\prime} t^{\prime}$. Thus we write

$$
\begin{align*}
& \left(\partial / \partial t^{\prime}\right) W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right) \\
& \quad=\left.n^{-2}\left(\partial / \partial t^{\prime}\right)\left\langle f_{1}(X, t) f_{1}\left(X^{\prime}, t^{\prime}\right)\right\rangle\right|_{\text {no sell-oorrelation }} \tag{44}
\end{align*}
$$

If we use the microscopic linearized Vlasov equation [Eq. (25)], we obtain for a homogeneous system

$$
\begin{align*}
& \left(\frac{\partial}{\partial t^{\prime}}+\nabla^{\prime} \cdot \nabla_{\mathbf{r}^{\prime}}\right) W_{12}\left(X, t ; X^{\prime} t^{\prime}\right) \\
& \quad+\frac{\mathbf{F}_{M}\left(X^{\prime}, t^{\prime}\right)}{m} \cdot \nabla_{\mathbf{v}} \cdot W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right) \\
& =\frac{1}{n^{2} m} \nabla_{\mathbf{v}^{\prime}} F\left(\mathbf{v}^{\prime}\right) \cdot \nabla_{\mathbf{r}^{\prime}} \\
& \quad \times \int d X^{\prime \prime} V\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right)\left\langle\hat{f}_{1}(X, t) \hat{f}_{1}\left(X^{\prime \prime}, t^{\prime}\right)\right\rangle . \tag{45}
\end{align*}
$$

Making use of Eq. (41), we obtain

$$
\begin{align*}
\left(\frac{\partial}{\partial t^{\prime}}\right. & \left.+\nabla^{\prime} \cdot \nabla_{\mathbf{r}^{\prime}}\right) W_{12}\left(X, t ; X^{\prime} t^{\prime}\right) \\
& +\frac{\mathrm{F}_{M}}{m}\left(X^{\prime}, t^{\prime}\right) \cdot \nabla_{\mathbf{r}^{\prime}} W_{12}\left(X, t ; X^{\prime}, t^{\prime}\right) \\
& -\frac{1}{m} \nabla_{\mathbf{v}^{\prime}} F\left(\mathbf{v}^{\prime}\right) \cdot \nabla_{\mathbf{r}^{\prime}} \\
& \times \int d X^{\prime \prime} V\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) W_{12}\left(X, t ; X^{\prime \prime}, t^{\prime \prime}\right) \\
= & \frac{1}{n m} \nabla_{\mathbf{v}^{\prime}} F\left(\mathbf{v}^{\prime}\right) \cdot \nabla_{\mathbf{r}} \\
& \times \int d X^{\prime \prime} V\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) W_{11}\left(X, t ; X^{\prime \prime}, t^{\prime}\right) \tag{46}
\end{align*}
$$

The initial condition is clearly given by

$$
\begin{align*}
& W_{12}\left(X, t ; X^{\prime}, t\right) \\
& \quad=f_{1}(X, t) f_{1}\left(X^{\prime}, t\right)+g_{2}\left(X, X^{\prime}, t\right) \tag{47}
\end{align*}
$$

The equation of motion for $W_{11}\left(X, t ; X^{\prime}, t^{\prime}\right)$ can be calculated in a similar manner. In this case we obtain

$$
\begin{align*}
{\left[\frac{\partial}{\partial t^{\prime}}+\mathrm{v}^{\prime} \cdot \nabla_{\mathrm{r}},\right.} & \left.\frac{F_{M}\left(X^{\prime}, t^{\prime}\right)}{m} \cdot \nabla_{\mathrm{V}^{\prime}}\right] \\
& \times W_{11}\left(X, t ; X^{\prime}, t^{\prime}\right)=0 \tag{48}
\end{align*}
$$

Because of the self-correlation in $X t$ and $X^{\prime} t^{\prime}$, the initial condition becomes

$$
\begin{equation*}
W_{11}\left(X, t ; X^{\prime}, t\right)=\delta\left(X-X^{\prime}\right) f_{1}(X, t) \tag{49}
\end{equation*}
$$

## HIGHER-ORDER MICROSCOPIC EQUATION

We have seen that for a homogeneous system the microscopic linearized Vlasov equation given by Eq. (9) is equivalent to the usual approximate equation assumed for the two-particle correlation function [Eq. (12)]. In this section we present a microscopic equation describing a system that can have spatial inhomogeneities and that can vary on a fast time scale. We assume the system to be composed of two parts (this is the same model as discussed by $\mathrm{Wu}^{14}$ ): a homogeneous and slowly varying main body and small perturbations that can be inhomogeneous and quickly varying.

We assume that we can write

$$
\begin{equation*}
\vec{f}_{1}(\mathbf{r}, \mathbf{v}, t)=\hat{F}(\mathbf{r}, \mathbf{v}, t)+\hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t) \tag{50}
\end{equation*}
$$

where $\hat{F}$ corresponds to the main body of the system and $f^{\prime}(\mathbf{r}, \mathrm{v}, t)$ corresponds to the small perturbations.

Thus, we assume that relative to $\hat{F}$ the quantity $f^{\prime}$ has order $\epsilon$, where $\epsilon$ is a small number characterizing the perturbation. If we then substitute Eq. (37) into Eq. (2), we obtain, to order $\epsilon$, the following equations of motion:

$$
\begin{align*}
\frac{\partial \hat{F}(\mathbf{r}, \mathbf{\nabla}, t)}{\partial t}+ & \mathbf{v} \cdot \nabla_{\mathbf{r}} \hat{F}(\mathbf{r}, \mathbf{v}, t) \\
& -\frac{1}{m} \nabla_{\mathbf{r}} \hat{F}(\mathbf{r}, \mathbf{v}, t) \cdot \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \\
& \times \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)=0 \tag{51}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t)}{\partial t}+\mathbf{v} \cdot \nabla_{\mathbf{r}} \hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t) \\
& =-\frac{1}{m} \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \\
& \quad \cdot \nabla_{\mathbf{r}}\left[\hat{F}(\mathbf{r}, \mathbf{v}, t) \hat{f}^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)+\hat{f}^{\prime}(\mathbf{r}, \mathbf{\nabla}, t) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)\right] \tag{52}
\end{align*}
$$

We again linearize these equations by assuming that we can replace $\hat{F}(\mathbf{r}, \mathbf{\nabla}, t) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{\nabla}^{\prime}, t\right)$ by

$$
\hat{F}(\mathbf{r}, \mathbf{v}, t) F\left(\mathbf{v}^{\prime}, t\right)+F(\mathbf{v}, t) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)
$$

and $\hat{F}(\mathbf{r}, \mathbf{v}, t) \hat{f}^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)$ by

$$
F(\mathbf{v}, t) \hat{f}^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)+\hat{F}(\mathbf{v}, t) f^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)
$$

By linearization we mean that a product of two singular distribution functions is replaced by sums of products of only one singular distribution function and a smooth distribution function. The quantities $F(\mathbf{v}, t)$ and $f^{\prime}(\mathbf{r}, \mathbf{v}, t)$ are the macroscopic distribution functions for the main body and the perturbations, respectively. They are defined as the averages of $\hat{F}(\mathbf{r}, \mathbf{v}, t)$ and $\hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t)$, respectively. We are, in essence, doing an expansion in the discreteness parameter (which gives the linearization) and an expansion in the perturbation parameter $\epsilon$.

The fact that $f^{\prime}(\mathbf{r}, \mathbf{v}, t)$ can have a spatial variation introduces a macroscopic electric field into the problem. We can generalize the problem to include a small external electric field, $\mathbf{E}_{t x}(\mathbf{r}, t)$ (this allows us to calculate the high-frequency conductivity). We then find the approximate microscopic equations of motion to be given by

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{F}(\mathbf{r}, \mathbf{v}, t) & +\mathbf{v} \cdot \nabla_{\mathbf{r}} \hat{F}(\mathbf{r}, \mathbf{v}, t) \\
& -\frac{1}{m} \nabla_{\mathbf{r}} F(\mathbf{v}, t) \cdot \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \\
& \times \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)=0 \tag{53}
\end{align*}
$$

$\frac{\partial}{\partial t} \hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t)+\mathbf{v} \cdot \nabla_{\mathbf{r}} \hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t)$

$$
\begin{align*}
& +\frac{e}{m} \mathbf{E}(\mathbf{r}, t) \cdot \nabla_{\mathbf{v}} \hat{F}(\mathbf{r}, \mathbf{v}, t) \\
& -\frac{1}{m} \nabla_{\mathbf{v}} F(\mathbf{v}, t) \cdot \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \\
& \times \nabla_{\mathrm{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{f}^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right) \\
= & \frac{1}{m} \nabla_{\mathrm{v}} f^{\prime}(\mathbf{r}, \mathbf{v}, t) \cdot \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \\
& \times \nabla_{\mathbf{r}} V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right), \tag{54}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{E}(\mathbf{r}, t) & =\mathbf{E}_{o x}(\mathbf{r}, t) \\
& -e \iint d \mathbf{r}^{\prime} d \mathbf{v}^{\prime} \nabla_{\mathbf{r}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} f^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right) . \tag{55}
\end{align*}
$$

We then define the two-particle correlation functions for the main body and perturbations as $G_{2}\left(\mathbf{r}-\mathbf{r}^{\prime}, \mathbf{v}, \mathbf{v}^{\prime}, t\right)$ and $g_{2}^{\prime}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)$, where

$$
\begin{align*}
& G_{2}\left(\mathbf{r}-\mathbf{r}^{\prime}, \mathbf{v}, \mathbf{v}^{\prime}, t\right)=\left\langle\hat{F}(\mathbf{r}, \mathbf{v}, t) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right\rangle\right\rangle \\
& -F(\mathbf{v}, t) F\left(\mathbf{v}^{\prime}, t\right)-\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{v}-\mathbf{v}^{\prime}\right) F(\mathbf{v}, t),  \tag{56}\\
& \mathbf{g}_{2}^{\prime}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)= \\
& \quad\left\langle\hat{F}(\mathbf{r}, \mathbf{v}, t) \hat{f}^{\prime}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)\right\rangle  \tag{57}\\
& \\
& \quad+\left\langle\hat{f}^{\prime}(\mathbf{r}, \mathbf{v}, t) \hat{F}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, t\right)\right\rangle .
\end{align*}
$$

The approximate equations assumed for $\hat{F}$ and $\hat{f}^{\prime}$ can be used in conjunction with the above equations to obtain the corresponding equations of motion for $G_{2}$ and $g_{2}$. These equations are given by

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.+\mathbf{v}_{1} \cdot \nabla_{\mathbf{r}_{2}}+\nabla_{2} \cdot \nabla_{r_{2}}\right) G_{2}(1,2) \\
& -\frac{1}{m} \nabla_{\mathbf{v}_{2}} F\left(\mathbf{v}_{1}\right) \cdot \int d(3) \nabla_{\mathbf{r}_{2}} V\left(\mathbf{r}_{1}-\mathbf{r}_{3}\right) G_{2}(2,3) \\
& -\frac{1}{m} \nabla_{\nabla_{2}} F\left(\mathbf{v}_{2}\right) \cdot \int d(3) \nabla_{\mathbf{v}_{2}} V\left(\mathbf{r}_{2}-\mathbf{r}_{3}\right) G_{2}(1,3) \\
= & \frac{1}{m} \nabla_{\mathbf{r}_{2}} V\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \cdot\left(\nabla_{\nabla_{1}}-\nabla_{\nabla_{2}}\right) F\left(\mathbf{v}_{1}\right) F\left(\mathbf{r}_{2}\right), \tag{58}
\end{align*}
$$

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+\mathbf{v}_{1} \cdot \nabla_{\mathrm{r}_{2}}+\mathrm{v}_{2} \cdot \nabla_{\mathrm{r}_{2}}\right) g_{2}^{\prime}(1,2) \\
& \quad-\frac{1}{m} \nabla_{\mathrm{r}_{1}} F\left(\mathbf{v}_{1}\right) \cdot \int d\left(3, \nabla_{\mathrm{r}_{1}} V\left(\mathbf{r}_{1}-\mathbf{r}_{3}\right) g_{2}^{\prime}(2,3)\right. \\
& \quad-\frac{1}{m} \nabla_{\mathrm{r}_{2}} F\left(\mathbf{v}_{2}\right) \cdot \int d(3) \nabla_{\mathrm{r}_{2}} V\left(\mathbf{r}_{2}-\mathbf{r}_{3}\right) g_{2}^{\prime}(1,3) \\
& \quad+\frac{e}{m} \mathrm{E}\left(\mathrm{r}_{1}, t\right) \cdot \nabla_{\mathrm{V}_{1}} G_{2}(1,2)+\frac{e}{m} \mathrm{E}\left(\mathbf{r}_{2}, t\right) \cdot \nabla_{\mathrm{v}_{2}} G(1,2)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{m} \nabla_{\mathbf{v}_{1}} f^{\prime}(1) \cdot \int d(3) \nabla_{\mathbf{r}_{1}} V\left(\mathrm{r}_{1}-\mathrm{r}_{3}\right) G_{2}(2,3) \\
& +\frac{1}{m} \nabla_{\nabla_{2}} f^{\prime}(2) \cdot \int d(3) \nabla_{\mathbf{r}_{2}} V\left(\mathbf{r}_{2}-\mathrm{r}_{3}\right) G_{2}(1,3) \\
& +\frac{1}{m} \nabla_{\mathbf{r}_{1}} V\left(\mathrm{r}_{1}-\mathrm{r}_{2}\right) \cdot\left(\nabla_{\mathbf{v}_{1}}-\nabla_{\mathbf{v}_{2}}\right) \\
& \times\left[f^{\prime}\left(1, F(2)+F(1) f^{\prime}(2)\right]\right. \tag{59}
\end{align*}
$$

The above equations are identical to the set of equations used by $\mathrm{Wu}^{14}$ (when generalized to a multicomponent system) to obtain Guernsey's results and an expression for the high-frequency conductivity. Equations (38) and (39) are to be used in conjunction with the following equations for $F$ and $f^{\prime}$ :

$$
\begin{align*}
& \frac{\partial}{\partial t} F(1)=\frac{1}{m} \int d(2) \nabla_{\mathrm{r}_{2}} V\left(\mathrm{r}_{1}-\mathrm{r}_{2}\right) \cdot \nabla_{\mathrm{v}_{2}} G_{2}(1,2)  \tag{60}\\
& \frac{\partial}{\partial t} f^{\prime}(1)+\nabla_{1} \cdot \nabla_{\mathrm{r}_{2}} f^{\prime}(1)+\frac{e}{m} \mathrm{E}(1) \cdot \nabla_{\mathrm{v}_{1}} F\left(\mathbf{v}_{1}\right) \\
& \quad=\frac{1}{m} \int d(2) \nabla_{\mathrm{r}_{1}} V\left(\mathrm{r}_{1}-\mathbf{r}_{2}\right) \cdot \nabla_{\mathrm{v}_{1}} g_{2}^{\prime}(1,2) \tag{61}
\end{align*}
$$

## DISCUSSION

We have presented a method for deriving asymptotic expressions for correlation functions by constructing approximate equations of motion for the singular distribution functions. This approach is essentially the classical analog of a method used by Wyld and Fried ${ }^{12}$ for the quantum electron gas. We have shown that the Balescu-Lenard equation and the test-particle picture are obtained very simply by the microscopic approach. We have also generalized the method to obtain higher-order equations that describe inhomogeneities and high-frequency effects.

The central approximation in the lower-order equations is the random phase approximation in the sense of replacing $\hat{f}_{1}(1) \hat{f}_{1}(2)$ by $f_{1}(1) \hat{f}_{1}(2)+$ $\hat{f}_{1}(1) f_{1}(2)$. This well-known approximation suffers from an almost complete lack of rigor. Of course, any approximation made in equations for highly singular quantities like $\hat{f}_{1}(1)$ are difficult to justify. This problem must be considered as the most severe criticism of a microscopic approach such as the one presented here and that developed by Dawson and Nakayama. ${ }^{11}$ The fact that the microscopic linearized Vlasov equation [Eq. (9)] and the higherorder equation [Eq. (39)] are equivalent to wellknown macroscopic equations [Eqs. (12) and (44)] indicates that the approximations made here and those made in the macroscopic developments are equivalent. It is hoped that a better understanding of the assumptions used in both approaches will soon be obtained. In a future paper we will introduce the full Maxwell equations into the problem and obtain kinetic equations for a plasma with radiation.

Note added in proof: In the derivation of Eq. (32) we have dropped terms of the order of the square of the plasma parameter. The author would like to express his gratitude to Dr. C. S. Wu for pointing out an error in the original expression for Eq. (25). The author would also like to mention two relevant papers that appeared while this manuscript was in press. These are D. A. Tidman, T. J. Birmingham, J. Dawson, and T. Nakayama, Phys. Fluids 9, 1881 (1966), and J. Price, Ph.D. Dissertation, University of California (1966).
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#### Abstract

A formalism is developed for expressing the $n$-particle distribution functions $D_{n}\left(x_{1} \leq x_{2} \leq \ldots\right.$ $\leq x_{n}$ ) explicitly in terms of the configurational partition function for one-dimensional fluids with hard-core repulsive and nearest-neighbor attractive forces. The translational invariance properties of the $D_{n}$ functions are investigated for the case of no attractive forces when the system is finite. When the number density is less than half the close packing density, there exists a central region in which $D_{1}(x)$ is constant and all the $D_{n}$ functions, $n \geq 2$, are functions of the ( $n-1$ ) nearest-neighbor separation distances. Several relevant theorems are proved and limiting cases are investigated.


## I. INTRODUCTION

AMAIN objective in the theory of equilibrium statistical mechanics is the determination of equations of state for systems of physical interest. The common procedures for achieving this entail either the evaluation of an appropriate partition function (canonical or grand canonical) or the determination of the two-particle distribution function and subsequent use of the virial theorem of statistical mechanics. ${ }^{1}$ These methods are completely equivalent and both involve making a connection between mathematical entities of statistical mechanics and the functions of classical thermodynamics for bulk materials. Therefore, the systems under consideration must be uniform. For liquids and gases, in the limit of very large systems and in the absence of external fields, this property is usually assumed. However, if the system is of finite size, the container walls introduce external fields and the degree of uniformity must evidently depend on the density of particles. Furthermore, due to the presence of attractive interparticle forces, this uniformity may also depend on the temperature.

Statistical mechanics provides a direct method of checking the degree of uniformity, namely, by examining the translational invariance properties of the $1,2, \cdots, n$-particle distribution functions. However, except for the trivial case of the ideal gas, one seldom sees an exact calculation of these distribution functions for specific examples, and a rigorous proof of uniformity does not appear to exist. The standard text and reference books on statistical mechanics pass over this point rather hastily. They usually state as factual, without proof, that the single-particle distribution function is a

[^115]constant except for a negligible region near the walls of the container. ${ }^{2}$ Similarly, the $n$-particle functions are stated as being functions of ( $n-1$ ) vectors which specify the positions of $(n-1)$ of the particles relative to the $n$th particle. This again depends on being far from the container walls, but the precise meaning of "far" is lacking. Fisher" has recently emphasized that boundary effects persist even in the thermodynamic limit, if one or more particles go to infinity with the walls. Since the existence of uniformity is crucial in making the usual connection between statistical mechanics and thermodynamics, it is desirable to find concrete examples which are amenable to calculation.

A possible approach is to derive and ultimately solve integral equations for the distribution functions. ${ }^{4}$ Unfortunately, practical considerations in carrying this out force one to make assumptions which are no more acceptable than assuming uniformity itself. We therefore abandon this type of approach and adopt the philosophy of seeking models which may be oversimplified with respect to reality, but which are mathematically tractable. Toward this end, we consider what is probably the most simple, yet nontrivial, model in equilibrium statistical mechanics: A gas of hard-core particles in a one-dimensional container. The canonical partition function for this system can be found exactly and has been investigated by a number of authors. ${ }^{5}$

[^116]Salsburg, Zwanzig, and Kirkwood ${ }^{6}$ have presented a formalism for evaluating the $n$-particle distribution functions for one-dimensional fluids with nearestneighbor forces. In particular, they have shown that the one-particle distribution function $D_{1}(x)$ approaches the number density if $x \rightarrow \infty$ after the thermodynamic limit has been taken. Similarly, they have shown the two-particle function to be a function of $\left|x_{2}-x_{1}\right|$ for $x_{1}, x_{2} \rightarrow \infty$ after the thermodynamic limit has been taken.

It is the purpose of this paper to investigate the translational invariance properties of the $n$-particle distribution functions for the pure hard-core system (no attractive forces). The investigation is carried out for a finite number of particles $N$ in a container of finite length $L$. We show that the effects of the container persist up to a distance ( $N-1$ ) d from each end of the interval, where $d$ is the hard-core diameter. If $L>2(N-1) d$, then there is a central region in which $D_{1}(x)$ is constant and each $n$-particle distribution is a function of the $(n-1)$ nearestneighbor separation distances. These translational invariance properties do not hold outside the central region and also do not hold if $L<2(N-1) d$.

In Sec. II, we develop a formalism which relates the $n$-particle distribution functions directly to the canonical configurational partition function for onedimensional hard-core systems with nearest-neighbor attractive forces. The method differs from that of Salsburg, Zwanzig, and Kirkwood. ${ }^{6}$ In Sec. III, this formalism is applied to the one-particle function $D_{1}(x)$ for the pure hard-core system. Two general theorems are proved and several limiting cases are discussed. In Sec. IV, the results for $D_{1}(x)$ are used to establish the translational invariance properties of the $n$-particle functions $D_{n}\left(x_{1}, \cdots, x_{n}\right)$. Major results are stated in the form of theorems. Section V consists of a summary and discussion of the results.

## II. $n$-PARTICLE DISTRIBUTION FUNCTIONS AND THE PARTITION FUNCTION

In this section, it is shown that the $n$-particle distribution functions for a one-dimensional gas with nearest-neighbor forces are simply related to the canonical partition function. Specifically, we assume a two-body interaction potential energy $w(x)$ which consists of a hard-core repulsive part $w_{h}(x)$ plus a nearest-neighbor attractive part $w_{a}(x), x$ is the separation distance between the two particles.

$$
\begin{equation*}
w(x)=w_{h}(x)+w_{a}(x), \tag{1a}
\end{equation*}
$$

[^117]\[

$$
\begin{gather*}
w_{h}(x)= \begin{cases}\infty, & x \leq d \\
0, & \text { otherwise }\end{cases}  \tag{1b}\\
-A \leq w_{a}(x) \leq 0, \quad A \geq 0  \tag{1c}\\
w_{a}(x)=0, \quad x \geq 2 d \tag{ld}
\end{gather*}
$$
\]

Equation (1c) ensures the existence of the integrals occurring in the partition function and (1d) is the restriction of nearest-neighbor forces. The canonical partition function for this system, contained in the interval $[0, L]$, is

$$
\begin{align*}
& Q(L, \beta, N)=\left(\frac{2 \pi m}{\beta}\right)^{\frac{1}{N}} \\
& \quad \times \iint_{0} \cdots d x_{1} \cdots d x_{N} W_{N}\left(x_{1}, \cdots, x_{N}\right) \tag{2}
\end{align*}
$$

Here, $\beta=1 / k T, k$ is Boltzmann's constant, $T$ is the absolute (Kelvin) temperature, $x_{i}$ is the position coordinate for particle $i, \theta$ is the domain of integration $0 \leq x_{1} \leq x_{2} \leq \cdots \leq x_{N} \leq L$, and
$W_{N}\left(x_{1}, \cdots, x_{N}\right)=\prod_{i<i} \exp \left[-\beta w\left(\left|x_{i}-x_{i}\right|\right)\right]$.
Equation (2) can also be written with an extra $1 / N!$ factor and with each $x$-integral ranging from zero to $L$, since $W_{N}$ is symmetric under pairwise interchange of $x_{i}$ and $x_{i}$ for all $i \neq j$.

The one-particle distribution function $D_{1}(x)$ is defined as

$$
\begin{equation*}
D_{1}(x)=\left\langle\sum_{i=1}^{N} \delta\left(x-y_{i}\right)\right\rangle \tag{4}
\end{equation*}
$$

where 〈 > denotes an average using the multivariate distribution function

$$
\begin{align*}
& P_{N}\left(y_{1}, \cdots, y_{N}\right) \\
& \quad=(2 \pi m / \beta)^{\frac{1}{2} N}\left[W_{N}\left(y_{1}, \cdots, y_{N}\right) / N!Q(L, \beta, N)\right] \\
& \quad \equiv W_{N}\left(y_{1}, \cdots, y_{N}\right) / Z(L, N) \tag{5}
\end{align*}
$$

$Z(L, N) \equiv(2 \pi m / \beta)^{-\frac{1}{\xi} N} Q(L, \beta, N) N!$ is the configurational partition function. The $\beta$ dependence has been suppressed for notational convenience. In carrying out the average, each $y_{i}$ integral runs from zero to $L$. Because of the symmetry of $P_{N}\left(y_{1}, \cdots, y_{N}\right)$, (4) can also be written as $D_{1}(x)=N\left\langle\delta\left(x-y_{1}\right)\right\rangle$. The two-particle distribution function is defined as

$$
\begin{equation*}
D_{2}\left(x_{1}, x_{2}\right)=\left\langle\sum_{i \neq i} \delta\left(x_{1}-y_{i}\right) \delta\left(x_{2}-y_{i}\right)\right\rangle \tag{6}
\end{equation*}
$$

and a straightforward generalization leads to the definition

$$
\begin{align*}
D_{n}\left(x_{1}, \cdots\right. & \left., x_{n}\right) \\
& =\left\langle\sum_{i k i 1}^{\prime} \delta\left(x_{1}-y_{k_{2}}\right) \cdots \delta\left(x_{n}-y_{k_{n}}\right)\right\rangle \tag{7}
\end{align*}
$$

for $1 \leq n \leq N$. The primed summation in (7) indicates a sum over $k_{1}, \cdots, k_{n}$ excluding all terms for which $k_{i}=k_{i}, i \neq j$. Combining (2), (5), and (7), it is clear that $D_{n}$ is normalized to $N!/(N-n)$ !. Since $D_{n}$ is symmetric under permutations of the $\left\{x_{i}\right\}$, it is sufficient to examine

$$
\begin{equation*}
D_{n}\left(x_{1} \leq x_{2} \leq \cdots \leq x_{n}\right) \equiv D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right) \tag{8}
\end{equation*}
$$

The superscript 0 implies that the variables are ordered. $D_{n}^{0}$ is normalized to $N!/(N-n)!n!$ over the ordered domain $0 \leq x_{1} \leq x_{2} \cdots \leq x_{n} \leq L$. One may write

$$
\begin{align*}
& D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right) \\
&= \frac{N!}{(N-n)!n!} \int_{0}^{L} \cdots \int_{0}^{L} d y_{n+1} \cdots d y_{N} \\
& \times \frac{W_{N}\left(x_{1}, \cdots, x_{n}, y_{n+1}, \cdots, y_{N}\right)}{Z(L, N)} \tag{9}
\end{align*}
$$

Now, divide the interval $[0, L]$ into subintervals $R_{1}=\left[0, x_{1}\right], R_{2}=\left[x_{1}, x_{2}\right], \cdots, R_{n+1}=\left[x_{n}, L\right]$ and apply a theorem which is proved in Appendix A. Let $N_{1}, \cdots, N_{n+1}$ denote the numbers of particles in $R_{1}, \cdots, R_{n+1}$, respectively. Then

$$
\begin{align*}
D_{n}^{0}\left(x_{1}, \cdots,\right. & \left.x_{n}\right)=\frac{1}{n!Z(L, N)} \sum_{\left(N_{i}\right)}^{\prime \prime} \frac{N!}{\Pi N_{i}!} \\
& \times \int_{N_{i} R_{i}} \cdots \int d y_{n+1} \cdots d y_{N} \\
& \times W_{N}\left(x_{1}, \cdots, x_{n}, y_{n+1}, \cdots, y_{N}\right) . \tag{10}
\end{align*}
$$

The doubly primed summation signifies that $N_{i}=$ $0,1, \cdots, N$ for $j=1,2, \cdots, n+1$, with $\sum N_{i}=$ $N-n$.

The usefulness of (10) lies in the fact that the integral appearing therein factors into a product of ( $n+1$ ) configurational partition functions. This is so because the forces are effectively between nearest neighbors only, and the different intervals $R_{i}$ are separated by fixed particles at $x_{1}, \cdots, x_{n}$. The first factor in the product is $\widetilde{Z}\left(x_{1}, N_{1}\right)$, the configurational partition function for $N_{1}$ particles in an interval of length $x_{1}$, with one extra particle fixed at $x_{1}$. The last factor is $\tilde{Z}\left(L-x_{n}, N_{n+1}\right)$, where the tilde refers to one extra particle being fixed at $x_{n}$. The remaining $(n-1)$ factors are $\prod_{k=2}^{n} \bar{Z}\left(x_{k}-\right.$ $\left.x_{k-1}, N_{k}\right) . \bar{Z}$ denotes a configurational partition function for the case of two extra fixed particles present, one at each end of the interval. Thus,

$$
\begin{align*}
& D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)=\frac{1}{n!Z(L, N)} \sum_{\langle N i}^{\prime \prime} \frac{N!}{\Pi N_{i}!} \tilde{Z}\left(x_{1}, N_{1}\right) \\
& \quad \times \tilde{Z}\left(L-x_{n}, N_{n+1}\right) \prod_{k=2}^{N} \tilde{Z}\left(x_{k}-x_{k-1}, N_{k}\right) . \tag{11}
\end{align*}
$$

A similar result was previously derived by Salsburg, Zwanzig, and Kirkwood ${ }^{6}$ using Laplace transformation techniques. It is both interesting and useful because it explicitly represents the distribution functions in terms of the configurational partition functions $Z, \tilde{Z}$, and $\bar{Z} .{ }^{7}$

## III. $D_{1}(x)$ FOR THE PURE HARD-CORE FLUID

We now concentrate on the special case for which $w_{a}(x)$ is identically zero, and the forces are entirely due to the hard-core repulsion. For this case (see Appendix B),
$Z(\tau, m)=[\tau-(m-1) d]^{m} \theta(\tau-m d+d)$,
$\tilde{Z}(\tau, m)=[\tau-m d]^{m} \theta(\tau-m d)$,
$\tilde{Z}(\tau, m)=[\tau-(m+1) d]^{m} \theta(\tau-m d-d)$,
where

$$
\theta(s)=\left\{\begin{array}{l}
1, \text { for } s \geq 0  \tag{13}\\
0, \text { for } s<0
\end{array}\right.
$$

Letting

$$
\begin{equation*}
N-1 \equiv M \tag{14a}
\end{equation*}
$$

and

$$
\begin{equation*}
L-M d \equiv \xi \tag{14b}
\end{equation*}
$$

(11) and (12) yield

$$
\begin{align*}
& D_{1}(x)=\frac{M+1}{\xi^{M+1}} \sum_{n=0}^{M}\binom{M}{n}[x-n d]^{n} \\
& \times[\xi-(x-n d)]^{M-n} \theta(x-n d) \theta(\xi-x+n d) \tag{15}
\end{align*}
$$

The product of $\theta$ functions in (15) may be called $\epsilon_{n}(x)$, having the property

$$
\epsilon_{n}(x)= \begin{cases}1, & \text { for } n d \leq x \leq \xi+n d  \tag{16}\\ 0, & \text { otherwise }\end{cases}
$$

If $L \geq 2 M d$ and $M d \leq x \leq L-M d, \epsilon_{n}(x)=1$ in every term of Eq. (15). If $L \geq 2 M d$ and $x<M d$, the upper limit of the summation is less than $M$. Similarly, if $x>L-M d$, the lower limit of the summation is greater than zero. Specifically, one can write

$$
\begin{align*}
D_{1}(x)=\frac{M+1}{\xi^{K+1}} \sum_{\sigma(x)}^{\gamma(x)} & \binom{M}{n}(x-n d)^{n} \\
& \times[\xi-(x-n d)]^{M-n}, \tag{17}
\end{align*}
$$

[^118]where
\[

$$
\begin{align*}
& \gamma(x)=k, \quad \sigma(x)=0, \\
& \text { for } k d \leq x \leq(k+1) d,  \tag{18a}\\
& \gamma(x)=M, \quad \sigma(x)=k, \\
& \text { for } L-M d+(k-1) d \leq x \leq L-M d+k d, \tag{18b}
\end{align*}
$$
\]

with $k=0,1, \cdots, M$, and $L \geq 2 M d$. For $L<$ $2 M d$, the $\epsilon_{n}(x)$ functions can make $\sigma(x)>0$ and $\gamma(x)<M$ simultaneously. At the end of this section, we discuss the close packing limit, but otherwise restrict ourselves to the case $L \geq 2 M d$.

We now show that the above results lead to a simple physical interpretation. For $L \geq 2 M d$, the wall effects of the container manifest themselves up to distances $M d$ from each wall. These outer regions can in principle be filled with particles (not simultaneously, of course). In the remainder of the interval the central region is completely free of edge effects. For $L<2 M d$ the entire interval $[0, L]$ may be thought of as an outer region and edge effects are present throughout. The absence of edge effects in the central region is made explicit by the following theorem.

Theorem $I$ : For $N=M+1$ hard-core particles of length $d$ in the one-dimensional interval $[0, L]$, where $L \geq 2 M d, D_{1}(x)$ is independent of $x$ for $M d \leq x \leq L-M d$ (called the central region).

Proof: From (14)-(16),

$$
\begin{gather*}
D_{1}(x)=\frac{M+1}{\xi^{M+1}} \sum_{n=0}^{\infty}\binom{M}{n}(x-n d)^{n} \sum_{i=0}^{\infty}\binom{M-n}{j} \\
\times(-1)^{i}(x-n d)^{i} \xi^{M-n-i} . \tag{19}
\end{gather*}
$$

The second summation is simply $[\xi-(x-n d)]^{1-n}$ and both of the summations are automatically cut off by the binomial coefficients. Changing summation variables, $(j, n) \rightarrow(n+j=l, n)$, and using

$$
\begin{equation*}
\binom{M}{n}\binom{M-n}{l-n}=\binom{l}{n}\binom{M}{l} \tag{20}
\end{equation*}
$$

we have

$$
\begin{align*}
D_{1}(x)=\frac{M+1}{\xi^{M+1}} & \sum_{l=0}^{\infty}\binom{M}{l}(-1)^{l} \xi^{M-2} \\
& \times \sum_{n=0}^{l}\binom{l}{n}(-1)^{n}(x-n d)^{l} \tag{21}
\end{align*}
$$

In order to obtain a power series expansion in $x$, we write

$$
\begin{equation*}
(x-n d)^{l}=\left.\mathrm{D}_{s}^{l} \exp [s(x-n d)]\right|_{t-0} \tag{22}
\end{equation*}
$$

where $\mathrm{D}_{\text {s }}$ is the differentiation operator $d / d s$. It follows that

$$
\begin{align*}
\sum_{n=0}^{l}\binom{l}{n} & (-1)^{n}(x-n d)^{2} \\
& =\left.\mathbf{D}_{\{ }^{2}\left\{[1-\exp (-s d)]^{l} \exp (s x)\right\}\right|_{\ldots=0} \\
& =d^{l} l! \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
D_{1}(x)=\frac{M+1}{\xi} \sum_{l=0}^{\infty}\binom{M}{l} l!\left(-\frac{d}{\xi}\right)^{l} \tag{24}
\end{equation*}
$$

for $M d \leq x \leq \xi, L \geq 2 M d$. Equation (24) explicitly demonstrates the $x$ independence of $D_{1}(x)$ in the central region, completing the proof of theorem I.

It is a remarkable fact that, when the $\theta$ functions of (15) are replaced by unity, the summation is independent of $x^{8}$. We now examine (24) in the thermodynamic limit $\left(\lim _{T}\right) M \rightarrow \infty, L \rightarrow \infty, M / L=D$, which is finite.

Corollary: For the problem considered in theorem $\mathrm{I}, \lim _{\pi} D_{1}(x)=D$ for all values of $x$ in the central region.

Proof: Denoting the $M$ dependence of $D_{1}(x)$ by the notation $D_{1}^{(s)}(x)$, (24) can be written as

$$
\begin{align*}
D_{1}^{(M)}(x) & \equiv[(M+1) / \xi] G^{(M)}(\eta) \\
& =\left(\eta+\frac{1}{\xi}\right) \sum_{i=0}^{M} \frac{M!}{(M-l)!M^{\overline{3}}}(-\eta d)^{l}, \tag{25}
\end{align*}
$$

where $\eta d=M d / \xi=d D(1-d D)^{-1}<1$. In the thermodynamic limit, $\eta$ is fixed and $\lim _{r}=$ $\lim _{M \rightarrow \infty, 7}$ fixed. From (25) one has the recursion formula

$$
\begin{gather*}
G^{(\mathbb{M + 1 )}(\eta)=}=1-\eta d \sum_{i=0}^{M} \frac{M!}{(M-l):(M+1)^{l}}(-\eta d)^{t} \\
=1-\eta d G^{(M)}(\eta)+\eta d \sum_{i=0}^{M} \frac{M!(-\eta d)^{l}}{(M-l)!M^{l}} \\
\times\left[1-\left(1+M^{-1}\right)^{-l}\right] . \tag{26}
\end{gather*}
$$

In the thermodynamic limit, the summation vanishes (see Appendix C). Since $\lim _{M \rightarrow \infty} G^{(M+1)}(\eta)=$ $\lim _{M \rightarrow \infty} G^{(M)}$, one has $\lim _{M \rightarrow \infty} G^{(M)}(\eta)=(1+\eta d)^{-1}$. It follows that

$$
\begin{equation*}
\lim _{T} D_{1}(x)=D=\text { number density } \tag{27}
\end{equation*}
$$

in the central region.

[^119]We now prove that, in the outer region, $D_{1}(x)$ is not constant. From (15), it follows that $D_{1}(x)=$ $D_{1}(L-x)$ for all $x$ in $[0, L]$. Thus, it suffices to discuss only the left outer region $0 \leq x \leq M d$.

Theorem II: Consider the one-dimensional hardcore system of Theorem I with $L \geq 2 M d . D_{1}(x)$ is a continuous function in the left outer region $0 \leq x \leq M d$ and has discontinuous $l$ th derivatives at $x=k d$ for $k \leq l \leq M, k=1,2, \cdots, M$.

Proof: Define subintervals $\mathbf{0}_{k}$ for which $k d \leq$ $x \leq(k+1) d, k=0,1, \cdots, M .{ }^{10}$ Denote $D_{1}(x)$ by $D_{1}(x, k)$ for $x$ in $0_{k}$. From (17) and (18), the $l$ th derivative of $D_{1}(x, k)$ can be compared with the $l$ th derivative of $D_{1}(x, k-1)$ at $x=k d$.

$$
\begin{align*}
& \left.\frac{d^{l}}{d x^{i}}\left[D_{1}(x, k)-D_{1}(x, k-1)\right]\right|_{x-k d} \\
& \quad=\left.\frac{M+1}{\xi^{M+1}}\binom{M}{k} \frac{d^{l}}{d x^{l}}\left[(x-k d)^{k}(\xi+k d-x)^{M-k}\right]\right|_{x-k d} \\
& \quad=\frac{(M+1)!l!}{k!(M-l)!(l-k)!}(-1)^{l+k} \frac{1}{\xi^{l+1}} . \tag{28}
\end{align*}
$$

Equation (28) vanishes automatically for $l>M$ and $l<k$. In particular, for $l=0$, (28) vanishes for $k=1,2, \cdots, M$. Thus $D_{1}$ is continuous at the boundaries of the $\mathbf{0}_{k}$ regions. Since it is a polynomial within every such region, it is continuous everywhere. The discontinuous derivatives of $D_{1}(x)$ in the outer regions preclude the possibility of this function being constant. This completes the proof.

Remarks: (a) At $x=k d, k=1, \cdots, M$, the $l$ th derivatives are discontinuous for $k \leq l \leq M$. As one moves further from the walls, the first discontinuity appears in higher derivatives. The wall effects become less severe and the $D_{1}$ function becomes less "nonanalytic".
(b) For fixed $k$ and $l$, the thermodynamic limit of (28) is

$$
\begin{align*}
\lim _{T} \frac{d^{l}}{d x^{l}}\left[D_{1}(x,\right. & \left.k)-D_{1}(x, k-1)\right]\left.\right|_{x-k d} \\
& =\frac{(-1)^{l+k}}{d^{l+1}}\binom{l}{k}\left(\frac{d D}{1-d D}\right)^{l+1} \tag{29}
\end{align*}
$$

Thus, the discontinuity in the $l$ th derivative of $D_{1}(x)$ remains finite in the left outer region at integral values of $x / d$ greater than or equal to $l .{ }^{11}$

[^120]\[

$$
\begin{gather*}
\text { (c) For }(M-1) d \leq x \leq M d, \\
D_{1}(x)=\bar{D}_{1}(x)-\left[(M+1) / \xi^{M+1}\right] \\
\times(M d-x)^{M}(-1)^{M} \tag{30}
\end{gather*}
$$
\]

where $\bar{D}_{1}(x)$ refers to the value of $D_{1}(x)$ in the central region, as given by (24). Since ( $M d-x$ ) is positive and is bounded from above by $d$, the second term vanishes in the thermodynamic limit. An extension of this argument shows that, in the thermodynamic limit, $D_{1}(x)=D$ when $x$ is a finite distance from the boundary of the central region as well as when $x$ is in the central region.
(d) In the thermodynamic limit, $D_{1}(x)$ is not equal to $D$ for all values of $x$. For example, for $x=0$

$$
\begin{align*}
\lim _{T} D_{1}(0) & =D /(1-d D) \\
& \geq D . \tag{31}
\end{align*}
$$

The equality holds only for $D=0$, i.e., in the limit of zero density. The limiting form of $D_{1}(0)$ given by (31) serves as a specific example of the "wall theorem" of Reiss, Frisch, and Lebowitz. ${ }^{12,18}$ This states that the equation of state of the system is $\beta P=D_{\text {wal1 }}$. If $k d \leq x \leq(k+1) d$ the generalization of (31) is ${ }^{14}$

$$
\begin{align*}
& \lim _{r} D_{1}(x)= \frac{D}{1-d D} \sum_{n=0}^{k} \frac{1}{n!}\left[\frac{D(x-n d)}{1-d D}\right]^{n} \\
& \quad \times \lim _{M \rightarrow \infty}\left[1-\frac{(x-n d) D}{M(1-d D)}\right]^{M} \\
&= \frac{D}{1-d D} \sum_{n=0}^{k} \frac{1}{n!}\left[\frac{D(x-n d)}{1-d D}\right]^{n} \\
& \quad \times \exp \left[-\frac{(x-n d) D}{1-d D}\right] \\
& \neq D . \tag{32}
\end{align*}
$$

In general, $D_{1}(x)$ may be greater than or less than $D$, depending on $x$.

To close this section, consider the high-density region $\xi<d$ or $1 / d-1 / L<D<1 / d$. The nonzero portions of $\epsilon_{n}(x)$ and $\epsilon_{n+1}(x)$ do not overlap and (15) predicts that $D_{1}(x)$ consists of a sequence of

[^121]$M+1$ "spikes", one localized near each value $x=k d, k=0,1, \cdots, M$. In the limit of close packing, these spikes become Dirac delta functions, which can be seen as follows. Consider an arbitrary bounded continuous function $f(x)$ which is integrable in $[0, \infty]$. Multiply $f(x)$ by a typical term of (15) and integrate from zero to infinity.
\[

$$
\begin{align*}
& \frac{M+1}{\xi^{M+1}}\binom{M}{k} \int_{0}^{\infty} d x f(x)(x-k d)^{k}(\xi-x+k d)^{M-k} \epsilon_{k}(x) \\
& \underset{\xi \rightarrow 0}{\sim} \frac{(M+1)}{\xi^{M+1}}\binom{M}{k} f(k d) \int_{0}^{k} d y y^{k}(\xi-y)^{M-k}=f(k d) \tag{33}
\end{align*}
$$
\]

Hence, each term of (15) behaves as a delta function at close packing and

$$
\begin{equation*}
D_{1}(x)=\sum_{k=0}^{M} \delta(x-k d) \tag{34}
\end{equation*}
$$

a result which is intuitively obvious.

## IV. $D_{n}$ FOR THE PURE HARD-CORE FLUID

From (11) and (12), the ordered two-particle distribution function is

$$
\begin{align*}
& D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{M+1}{2!\xi^{M+1}} \sum^{\prime \prime} M!\frac{\left(x_{1}-n d\right)^{n}}{n!} \\
& \times \frac{\left(L-x_{2}-m d\right)^{m}}{m!} \frac{\left[x_{2}-x_{1}-(l+1) d\right]^{2}}{l!} \theta_{1} \theta_{2} \theta_{3} . \tag{35}
\end{align*}
$$

Here, $\theta_{1}=\theta\left(x_{1}-n d\right), \theta_{2}=\theta\left(L-x_{2}-m d\right), \theta_{3}=$ $\theta\left(x_{2}-x_{1}-l d-d\right)$ and the doubly primed summation means $n, m, l$ run from zero to $M$ with $m=$ $M-1-n-l$. This can be rewritten as

$$
\begin{align*}
& D_{2}^{0}\left(x_{1}, x_{2}\right)=\frac{(M+1) M}{2!\xi^{M+1}} \sum_{l=0}^{\infty}\binom{M-1}{l} \\
& \times\left[x_{2}-x_{1}-(l+1) d\right]^{l} \theta_{3} \sum_{n=0}^{\infty}\binom{M-1-l}{n} \\
& \times\left(x_{1}-n d\right)^{n}\left[\xi_{l}^{(2)}-\left(x_{1}-n d\right)\right]^{M-1-l-n} \theta_{1} \theta_{2}, \tag{36}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{2}^{(2)} \equiv L-\left(x_{2}-x_{1}\right)-(M-l-1) d . \tag{37}
\end{equation*}
$$

The summation limits have formally been extended to infinity, but the binomial coefficients provide an automatic cutoff. The second summation can be interpreted as being proportional to a single-particle distribution function for ( $M-l$ ) particles in an interval $\left[0, L-\left(x_{2}-x_{1}\right)\right]$. According to theorem I, this function is independent of $x_{1}$ (but is dependent on $x_{2}-x_{1}$ ) for fixed $l$, if

$$
\begin{equation*}
L-\left(x_{2}-x_{1}\right) \geq 2(M-l-1) d \tag{38a}
\end{equation*}
$$

and

$$
\begin{align*}
& (M-l-1) d \leq x_{1} \\
& \quad \leq L-\left(x_{2}-x_{1}\right)-(M-l-1) d . \tag{38b}
\end{align*}
$$

When $x_{2}-x_{1}>d$, the $l=0$ term of Eq. (36) is nonzero, and Eqs. (38) must hold for $l=0$ if $D_{2}^{0}$ is to be translationally invariant. Furthermore, if Eqs. (38) hold for $l=0$, they hold for all $l>0$. For $x_{2}-x_{1} \geq 0$ and $l=0$, Eqs. (38) reduce to $L \geq 2(M-1) d$ and $(M-1) d \leq x_{1} \leq x_{2} \leq L-$ ( $M-1$ )d. It is therefore possible for $D_{2}^{0}$ to be translationally invariant when the density is somewhat greater than one-half the close packing density, i.e., when $D_{1}$ is not translationally invariant.

It is clear that a similar argument can be made for $D_{3}, D_{4}, \cdots, D_{N}$. This is true because of the structure of (11). $D_{n}$ is always expressible as a function of $\left(x_{2}-x_{1}\right), \cdots,\left(x_{n}-x_{n-1}\right)$ and either $x_{1}$ or $x_{n}$. The latter dependence occurs solely through the two $\widetilde{Z}$ factors. One single sum involving these factors can always be isolated, as in the case of $D_{2}$ above, and conditions under which this sum depends only on ( $x_{n}-x_{1}$ ) are readily found. If one or more of the $x_{i}$ coordinates lies outside the resulting central region (which depends on $n$ ), then using Theorem II one can show that ( $\partial^{m} / \partial x_{i}^{m}$ ) $D_{n}$, holding the nearest-neighbor separations fixed, has discontinuities for certain values of $x_{i}$ and $m$. These remarks are made precise by the following theorems.

Theorem III: Consider $(M+1)$ hard-core particles of length $d$ in the interval $[0, L]$. If

$$
L \geq 2(M+1-n) d
$$

and

$$
\begin{aligned}
(M+1-n) d \leq x_{1} & \leq x_{2} \leq \cdots \\
& \leq x_{n} \leq L-(M+1-n) d
\end{aligned}
$$

then the ordered distribution function $D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$ is expressible as a function of $\left(x_{2}-x_{1}\right),\left(x_{3}-\right.$ $\left.x_{2}\right), \cdots,\left(x_{n}-x_{n-1}\right)$. If

$$
L \geq 2 M d
$$

and

$$
M d \leq x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq L-M d
$$

then all $M+1$ distribution functions $D_{1}^{0}, D_{2}^{0}, \cdots$, $D_{M+1}^{0}$ are translationally invariant.

Theorem IV: Consider the system of Theorem III, with $L \geq 2(M+1-n) d$. Suppose $0 \leq x_{1}<$
( $M+1-n$ )d. The ordered distribution function $D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$ is expressible as a function of ( $x_{k}-x_{k-1}$ ), $k=2, \cdots, n$, and $x_{1}$. For fixed values of the $\left\{x_{k}-x_{k-1}\right\}, D_{n}^{0}$ is a continuous, nonconstant function of $x_{1}$. Similarly, if $x_{n}>L-(M+1-n) d$, $D_{n}^{0}$ is a continuous, nonconstant function of $x_{1}$ for fixed values of the $\left\{x_{k}-x_{k-1}\right\}$.

Remarks: (a) In analogy with the discussion of $D_{2}^{0}$, the relevant summation in the proof of Theorem III is

$$
\begin{align*}
& \sum_{s=0}^{\infty}\binom{M+1-n-l}{s}\left(x_{1}-s d\right)^{s} \\
& \quad \times\left[\xi_{l}^{(n)}-\left(x_{1}-s d\right)\right]^{M+1-n-l-s} \theta_{1} \theta_{2} \tag{39}
\end{align*}
$$

with

$$
\begin{gathered}
N_{1}=s, \quad N_{n+1}=M+1-n-\sum_{i=2}^{n} N_{i}-s, \\
\sum_{i=2}^{n} N_{i} \equiv l
\end{gathered}
$$

and
$\xi_{l}^{(N)} \equiv L-\left(x_{n}-x_{1}\right)-(M+1-n-l) d$.
The necessary conditions for translational invariance come from Theorem I, applied to a system of ( $M+$ $2-n-l)$ particles in an interval $\left[0, L-\left(x_{n}-x_{1}\right)\right]$. As in the case of $D_{2}^{0}$, these conditions must hold for $l=0$ and thus for all $l>0$, yielding the conditions stated in Theorem III. The summation in expression (39) will then be a function of $\left(x_{n}-x_{1}\right)$ which is fully determined by $\left(x_{2}-x_{1}\right),\left(x_{3}-x_{2}\right), \cdots$, $\left(x_{n}-x_{n-1}\right)$.
(b) Suppose $x_{1}<(M+1-n) d$ and $L \geq$ $2(M+1-n) d$. The sth derivative of expression (39) with respect to $x_{1}$, holding ( $x_{n}-x_{1}$ ) fixed, is discontinuous at $x=k d$ for $k=1,2, \cdots, l$ when $s \geq k$. The sth partial derivative of $D_{n}^{0}$ with respect to $x_{1}$, holding all nearest-neighbor separation distances fixed, will then have discontinuities at $x=$ $k d$ for $k=1,2, \cdots,(M+1-n)$ (unless $D_{n}^{0}$ is identically zero, because 2 nearest neighbors are separated by a distance less than $d$ ). The discontinuities are expressible as mixed polynomials in $\left(x_{2}-x_{1}\right),\left(x_{3}-x_{2}\right), \cdots,\left(x_{n}-x_{n-1}\right)$ and are in general nonzero. This illustrates the nonconstant nature of $D_{n}^{0}$ as a function of $x_{1}$, as stated in Theorem IV. If $x_{n}>L-(M+1-n) d$, a similar argument can be made for $D_{n}^{0}$ as a function of $x_{1}$ and the ( $n-1$ ) nearest-neighbor distances.

## V. DISCUSSION

The main results of this paper are the following: (1) $D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$ is explicitly expressible in terms
of the configurational partition function for a onedimensional system with hard-core repulsive and nearest-neighbor attractive forces. This result follows directly from the decomposition of a multiple integral and does not require complicated Laplace transform considerations. ${ }^{6}$ (2) For the pure hardcore case, $D_{1}(x)$ is a constant if $L \geq 2 M d$ and $M d \leq x \leq L-M d$. This constant approaches the number density in the thermodynamic limit. Outside the latter central region $D_{1}(x)$ is continuous but has derivative discontinuities at $x=k d, k=$ integer. These discontinuities occur in higher derivatives far from the walls and remain finite in the thermodynamic limit. (3) In the close packing limit, $D_{1}(x)$ becomes a sum of Dirac delta functions. (4) The ordered distribution functions $D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$ are functions of the nearest-neighbor separation distances, if $L \geq 2(M+1-n) d$ and $(M+1-n) d \leq$ $x_{1} \leq \cdots \leq x_{n} \leq L-(M+1-n) d$. Therefore, $D_{n+1}^{0}$ may be translationally invariant, although $D_{n}^{0}$ is not. However, in the central region, where $D_{1}(x)$ is constant, all the $D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$ are translationally invariant. This statement is nontrivial for any particular value of $n$ when the central region is of length $>(n-1) d$. These results suggest that finite two- and three-dimensional hard-core systems have translational invariance properties in some interior region.

The general formalism of Sec. II is applicable to all nearest-neighbor one-dimensional fluids with hardcore repulsion. The proof of Theorem I, however, depends very specifically on the fact that $w_{a}=0$ and cannot be generalized in an obvious way. It is, of course, of interest to know the effects of attractive forces on the translational invariance properties and, in particular, their dependence on the temperature. An investigation of these points will be contained in a subsequent paper.

## APPENDIX A

Consider the integral
$K_{m}=\int_{0}^{L} \cdots \int_{0}^{L} d y_{1} \cdots d y_{m} F_{m}\left(y_{1}, \cdots, y_{m}\right)$,
where $F_{m}$ is symmetric under permutations of the $\left\{y_{i}\right\}$. Subdivide $[0, L]$ into $(n+1)$ disjoint subintervals $R_{1}=\left[0, x_{1}\right], R_{2}=\left[x_{1}, x_{2}\right], \cdots, R_{n+1}=$ $\left[x_{n}, L\right]$, where $0 \leq x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq L$.
$\int_{0}^{L} d y_{k}=\sum_{i=1}^{n+1} \int_{R_{j}} d y_{k}, \quad k=1,2, \cdots, m$.
Denoting the integral operator $\int_{R_{i}} d y_{k}$ by $\mathrm{I}_{i}^{k}$, we have

$$
\begin{equation*}
K_{m}=\prod_{k=1}^{m}\left(\sum_{i=1}^{n+1} \mathrm{I}_{i}^{k}\right) F_{m} \tag{A3}
\end{equation*}
$$

The latter product can be expanded in a way which is formally analogous to the multinomial expansion, a typical term being ( $\prod_{k=1}^{m} \mathrm{I}_{i k}^{k}$ ). Here, $N_{1}$ of the $\left\{j_{k}\right\}$ are equal to $1, N_{2}$ are equal to 2 , and so forth, with $\sum_{i=1}^{n+1} N_{i}=m$. Due to the symmetry of $F_{m}$, each such term appears ( $m!/ N_{1}!\cdots N_{n+1}$ !) times, and
$K_{m}=\sum_{\left.t N_{i}\right]}^{\prime \prime} \frac{m!}{\Pi N_{i}!} \int \cdots \int_{N_{i} \in R_{j}} d y_{1} \cdots d y_{m} F_{m}$.

The doubly primed summation takes into account the restriction $\sum N_{i}=m$. Taking $m=N-n$ and $F_{m}\left(y_{1}, \cdots, y_{m}\right)$
$=\frac{N!}{(N-n)!n!} \frac{W_{N}\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{m}\right)}{Z(L, \beta, N)}$,
one effectively has $K_{m}=D_{n}^{0}\left(x_{1}, \cdots, x_{n}\right)$. Application of (A4) then yields Eq. (10) of Sec. II.

## APPENDIX B

Consider $m$ hard-core particles of length $d$, with $w_{a} \equiv 0$, confined to $[0, \tau]$. The total potential energy is taken as

$$
\begin{align*}
V=\sum_{i<i}^{m} w_{h}\left(x_{i j}\right) & +a \sum_{i=1}^{m} w\left(x_{i}\right) \\
& +b \sum_{i=1}^{m} w_{h}\left(\tau-x_{i}\right)+a b w_{h}(\tau) \tag{B1}
\end{align*}
$$

$a=(1,0)$ if (one, zero) extra particle is fixed at $x=0 . b=(1,0)$ if (one, zero) extra particle is fixed at $x=\tau$. For any nontrivial case, the last term of (B1) is identically zero. Define

$$
\begin{align*}
& Y(\tau, a, b) \\
& \quad=m!\int \not \approx \int d x_{1} \cdots d x_{m} \exp (-\beta V) \tag{B2}
\end{align*}
$$

0 denotes the ordered domain of integration $0 \leq$ $x_{1} \leq \cdots \leq x_{m} \leq L$. The Laplace transform of $Y(r, a, b)$ is

$$
\begin{equation*}
\Phi(s, a, b)=\int_{0}^{\infty} d \tau \exp (-s \tau) Y(\tau, a, b) \tag{B3}
\end{equation*}
$$

Define the $(m+1)$ new variables $\sigma_{1}=x_{1}, \sigma_{2}=$ $x_{2}-x_{1}, \cdots, \sigma_{m}=x_{m}-x_{m-1}, \sigma_{m+1}=\tau-x_{m}$. Clearly, $\tau=\sigma_{1}+\sigma_{2}+\cdots+\sigma_{m+1}$. The Jacobian of the transformation is unity and each $\sigma_{i}$ ranges
over $[0, \infty]$. Due to the nearest-neighbor nature of the hard-core potential,

$$
\begin{align*}
& \Phi(s, a, b)=m!\int_{0}^{\infty} d \sigma_{1} \exp \left[-s \sigma_{1}-\beta a w_{h}\left(\sigma_{1}\right)\right] \\
& \quad \times \int_{0}^{\infty} d \sigma_{m+1} \exp \left[-s \sigma_{m+1}+\beta b w_{h}\left(\sigma_{m+1}\right)\right] \\
& \quad \times\left\{\int_{0}^{\infty} d \sigma \exp \left[-s \sigma-\beta w_{h}\right]\right\}^{m-1} \\
& =\frac{m!}{s^{m+1}} \exp [-(a+b) s d] \exp [-(m-1) s d] . \tag{B4}
\end{align*}
$$

## Laplace transform inversion gives

$$
\begin{align*}
Y(\tau, a, b)= & {[\tau-(m-1)-a-b]^{m} } \\
& \times \theta(\tau-m d+d-a-b) . \tag{B5}
\end{align*}
$$

The connections

$$
\begin{gather*}
Y(\tau, 0,0)=Z(\tau, m), \quad Y(\tau, 1,1)=\bar{Z}(\tau, m)  \tag{B6}\\
Y(\tau, 1,0)=Y(\tau, 0,1)=\tilde{Z}(\tau, m)
\end{gather*}
$$

yield Eqs. (12a)-(12c).

## APPENDIX C

Although the individual terms in the summation on the right-hand side of Eq. (26) vanish in the limit of large $M$, this does not guarantee that the whole sum vanishes, since the number of terms increases with $M$. We now show that the limit of the summation for $M \rightarrow \infty$ is actually zero. The sum is first rewritten as follows:

$$
\begin{align*}
\sum_{i=0}^{M} a_{l}^{(M)}(-x)^{l}= & \sum_{i=0}^{l_{0}-1} a_{l}^{(M)}(-x)^{l} \\
& +\sum_{l=l_{0}}^{M} a_{l}^{(M)}(-x)^{l} \tag{C1}
\end{align*}
$$

where $x=\eta d$, and the coefficients are given by

$$
\begin{equation*}
\boldsymbol{a}_{l}^{(M)}=\left[M!/(M-l)!M^{l}\right]\left[1-\left(1+M^{-1}\right)^{-t}\right] . \tag{C2}
\end{equation*}
$$

We show that $l_{0}$ may be chosen so that the terms in the second sum decrease in magnitude as $l$ increases. Since the terms alternate in sign, the sum is bounded by the magnitude of its first term. In the limit $M \rightarrow \infty$, we show that a finite $l_{0}$ with the above property exists, and that the bound on the second term vanishes in this limit. The first sum has a finite number of terms each of which vanishes for $M \rightarrow \infty$.

In order to find $l_{0}$, we look at the ratio of the
absolute values of two successive terms in the sum. Denoting this by $x f_{M}(l)$, we have

$$
\begin{align*}
f_{M}(l)=\frac{a_{t+1}^{(M)}}{a_{l}^{(M)}} & =1-\frac{l}{M} \\
& +\frac{M-l}{M(M+1)} \frac{1}{\left(1+M^{-1}\right)^{l}-1} \tag{C3}
\end{align*}
$$

It is evident that $f_{M}(l)$ is infinite at $l=0$ and decreases monotonically to zero for $l=M$. Thus, there exists an $l_{0}$ such that for $l>l_{0}, x f_{M}(l)<1$. Also,

$$
\begin{align*}
\lim _{x \rightarrow \infty} f_{M}(l) & \equiv f(l) \\
& =1+1 / l . \tag{C4}
\end{align*}
$$

Therefore, in the limit $M \rightarrow \infty, l_{0}$ may be found by setting $x f_{M}\left(l_{0}\right)=1$, which gives the result

$$
\begin{equation*}
l_{0}=x /(1-x) \tag{C5}
\end{equation*}
$$

To be precise, $l_{0}$ should be chosen as the nearest integer greater than $x / 1-x$. This is finite for $0 \leq$ $x<1$. The first term of the second sum on the righthand side of Eq. (C1) is then bounded in magnitude by

$$
l_{0} x^{l_{0}} / M
$$

which vanishes for $M \rightarrow \infty$. This completes the proof.
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#### Abstract

A proof is given within the context of the Bremermann, Oehme, and Taylor proof of dispersion relations that the absorptive part of the elastic scattering amplitude remains tempered throughout the relevant region of analytic continuation. The technique of this proof, which avoids the use of the Jost-Lehmann-Dyson representation, may be applicable to some field theories which do not assume local commutativity and for which such a representation cannot, therefore, be constructed.


## I. STATEMENT OF THE PROBLEM

IN the Bremermann, Oehme, and Taylor ${ }^{1}$ proof of dispersion relations in the framework of axiomatic quantum field theory, we begin with the reduction formulas,

$$
\begin{align*}
& M_{r, a}\left(k+k^{\prime} ; p^{\prime}, p\right) \\
& = \\
& \quad \pm i \int d^{4} x \exp \left\{i \frac{1}{2}\left(k+k^{\prime}\right) \cdot x_{\theta}\right\}\left( \pm x^{0}\right)\left\langle p^{\prime}\right|  \tag{1}\\
& \quad \times\left[j\left(\frac{1}{2} x\right), j\left(-\frac{1}{2} x\right)\right]|p\rangle,
\end{align*}
$$

where the $M_{r, c}$ are related to the elastic scattering amplitude for the process $k+p \rightarrow k^{\prime}+p^{\prime}$ involving scalar particles of equal mass and $j(x)$ is the usual current operator. We introduce the "brick wall" coordinate system in which

$$
\begin{gathered}
\frac{1}{2}\left(k+k^{\prime}\right)=\omega,\left\{\left(\omega^{2}-E_{\Delta}^{2}\right)^{\frac{1}{e}} \mathrm{e}\right\} \\
p^{\prime}=p_{\Delta}, \quad p=p_{-\Delta}
\end{gathered}
$$

where

$$
\begin{array}{cr}
p_{\Delta}=\left\{E_{\Delta}, \Delta\right\}, & \Delta \cdot \mathbf{e}=0 \\
E_{\Delta}=\left(m^{2}+\Delta^{2}\right)^{\frac{1}{2}}, & |\mathbf{e}|=1 .
\end{array}
$$

Then (1) becomes

$$
\begin{aligned}
& M_{r . a}\left(\omega, \Delta^{2}\right) \\
& = \\
& \quad \pm i \int d^{4} x \exp \left\{i \omega x^{0}-i\left(\omega^{2}-E_{\Delta}^{2}\right)^{\frac{1}{2}} \mathbf{e} \cdot \mathbf{x}\right\} \\
& \\
& \quad \times \theta\left( \pm x^{0}\right)\left\langle p_{\Delta}\right|\left[j\left(\frac{1}{2} x\right), j\left(-\frac{1}{2} x\right)\right]\left|p_{-\Delta}\right\rangle .
\end{aligned}
$$

Now this relation does not immediately imply any analyticity for the $M$ 's. So BOT introduce a new variable $\beta$ and write

$$
\begin{aligned}
& M_{r, a}\left(\omega, \beta, \Delta^{2}\right) \\
& = \\
& \quad \pm i \int d^{4} x \exp \left\{i \omega x^{0}-i\left(\omega^{2}-\beta\right)^{\frac{1}{2}} \mathbf{e} \cdot \mathbf{x}\right\} \\
& \quad \times \theta\left( \pm x^{0}\right)\left\langle p_{\Delta}\right|\left[j\left(\frac{1}{2} x\right),\left(j-\frac{1}{2} x\right)\right]\left|p_{-\Delta}\right\rangle .
\end{aligned}
$$

[^122]Then we see that $M_{r, a}\left(\omega, \beta, \Delta^{2}\right)$ may be continued in $\omega$ into the entire upper (for $M_{r}$ ) or lower (for $M_{a}$ ) half-planes, provided we take $\beta<0$ and $\Delta^{2}$ fixed. Furthermore, for $\beta<-\Delta^{2}, M_{r}$ and $M_{a}$ have the same limit as $\omega$ goes to a segment of the real axis from the respective half-planes. Under these assumptions, BOT derive the representation

$$
\begin{equation*}
M\left(\omega, \beta, \Delta^{2}\right)=\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{A\left(\omega^{\prime}, \beta, \Delta^{2}\right) d \omega^{\prime}}{\omega^{\prime}-\omega}, \tag{2}
\end{equation*}
$$

where

$$
A\left(\omega, \beta, \Delta^{2}\right)=(1 / 2 i)\left[M_{r}\left(\omega, \beta, \Delta^{2}\right)-M_{a}\left(\omega, \beta, \Delta^{2}\right)\right]
$$

is the absorptive part of the amplitude. In order to get a dispersion relation for the physical amplitude, it is necessary to make an analytic continuation of the absorptive part in $\beta$ back to the physical value of $\beta=+E_{\Delta}^{2}$. In BOT it is shown that this is equivalent to the proof of their Theorem 1, which we paraphrase here as follows.

Theorem 1: We are given four distributions of the four-vector variables $y_{1}, y_{2}$, and $y_{3}$.

$$
\tilde{g}_{i i}\left(y_{1}, y_{2}, y_{3}\right), \quad i=r, a, \quad j=r, a .
$$

The $\tilde{g}_{i j}$ are assumed to be tempered, invariant under the transformations of the inhomogeneous, orthochronous Lorentz group, and as retarded or advanced in $y_{1}$ or $y_{2}$, as denoted by the subscripts $i, j$. The Fourier transforms of the $\tilde{g}_{i j}$,

$$
\begin{aligned}
& g_{i j}\left(q_{1} q_{2} q_{3}\right)=\int d^{4} y_{1} d^{4} y_{2} d^{4} y_{2} \\
& \quad \times \exp \left[i\left(q_{1} \cdot y_{1}+q_{2} \cdot y_{2}+q_{3} \cdot y_{3}\right)\right] \tilde{g}_{i i}\left(y_{1} y_{2} y_{3}\right),
\end{aligned}
$$ are assumed to have the properties,

$$
\begin{aligned}
& g_{r i}-g_{\mathrm{a} i}=0 \text { for } \quad\left(q_{1}+q_{3}\right)^{2}<4 m^{2}, \\
& \\
& \quad\left(q_{1}-q_{3}\right)^{2}<4 m^{2}, \quad j=r, a, \\
& g_{i r}-g_{i a}=0 \text { for } \quad\left(q_{2}+q_{3}\right)^{2}<4 m^{2}, \\
& \quad\left(q_{2}-q_{3}\right)^{2}<4 m^{2}, \quad i=r, a, \\
& g_{i j} \equiv 0 \text { for } q^{2}<4 m^{2}, \text { or } q_{3}^{0}<0, \quad i, j=r, a .
\end{aligned}
$$

Then there exists a function $\chi\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}, z_{6}\right)$ of the complex variables $z_{1}, \cdots, z_{5}$ and the real variable $z_{8}$ with the properties:
(i) For each real $z_{6}, \chi\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}, z_{6}\right)$ is holomorphic in $z_{1}, \cdots, z_{5}$ in the domain $D$,

$$
\begin{aligned}
& D=\left\{z_{1}, \cdots, z_{5}| | z_{1,2}-m^{2} \mid<\delta,\right. \\
& \\
& \left.\left|z_{3,4}-\gamma\right|<\delta,\left|z_{5}+4 \Delta^{2}\right|<\delta\right\},
\end{aligned}
$$

where $-R \leq \gamma \leq m^{2}$, for any positive number $R$, and where $\delta$ is some small positive number. We further find:
(ii) For $q_{1}, q_{2}, q_{3}$ real, and $q_{3}^{0}>0$, with

$$
\begin{aligned}
& z_{1}=\left(q_{1}+q_{3}\right)^{2}=p^{\prime 2}, \\
& z_{2}=\left(q_{2}+q_{3}\right)^{2}=p^{2}, \\
& z_{3}=\left(q_{1}-q_{3}\right)^{2}=k^{\prime 2}, \\
& z_{5}=\left(q_{1}-q_{2}\right)^{2}=\left(p^{\prime}-p\right)^{2}, \\
& z_{6}=4 q_{3}^{2}=\left(p^{\prime}+k^{\prime}\right)^{2},
\end{aligned}
$$

and $z_{1}, \cdots, z_{5}$ in $D$, we have the representation

$$
g_{i j}\left(q_{1}, q_{2}, q_{3}\right)=\chi\left(z_{1}, \cdots, z_{6}\right)
$$

(iii) $\chi \equiv 0$ for $z_{6}<4 m^{2}$.

In the proof of this theorem it is shown that there exists some $g\left(q_{1}, q_{2}, q_{3}\right)$ analytic for each fixed real $q_{3}$ in the region $W \times W$, where $W$ is the wedge domain,

$$
\begin{aligned}
W=\left\{q| | \operatorname{Im} q^{0} \mid>\right. & |\operatorname{Im} \mathbf{q}| \\
& \left.\left|\operatorname{Re} q^{0}\right|<\infty,|\operatorname{Req}|<\infty\right\},
\end{aligned}
$$

and represented by one of the $g_{i i}$ in every part of the region. Furthermore, for $\operatorname{Im} q$ in a bounded subset of its region of variation in $W, g$ is of at most polynomial increase in Re $q$. The proof consists of constructing a portion of the holomorphy envelope of $W \times W$, which is then shown to contain the relevant points to map onto $D$. However, it is never

proven in BOT that the function $g\left(q_{1}, q_{2}, q_{3}\right)$ retains its polynomial increase property, its temperateness, at all the new points, and this property is crucial in order for the representation (2) to remain valid during the continuation in $\beta$.

In modern treatments of dispersion relations which make use of the Jost-Lehmann-Dyson ${ }^{2,3}$ representation, the necessary temperateness follows directly from the representation. ${ }^{4}$ However, in discussions of field theories for which local commutativity does not hold, it may be difficult to find an extension of the Jost-Lehmann-Dyson technique, while arguments analogous to those of BOT may still be useful. ${ }^{5}$ For this reason, it seems desirable to construct a proof of the extension of temperateness of the absorptive part within the context of the BOT proof.

## II. A LEMMA ON TRUNCATED WEDGE DOMAINS

In this section we prove the extension of temperateness into a region resulting from the partial analytic completion of a truncated wedge domain. The basic result is contained in the following lemma, in which for the sake of clarity we deal with a function of only two complex variables.

Lemma: We are given a function $g\left(z_{0}, z_{1}\right)$ of the two complex variables,

$$
z_{0}=x_{0}+i y_{0}, \quad z_{1}=x_{1}+i y_{1}
$$

holomorphic in the region,

$$
W=\left\{\left(z_{0}, z_{1}\right)| | y_{1}\left|<\left|y_{0}\right| ;\left|x_{0}\right|<\infty ;\left|x_{1}\right|<\infty\right\} .\right.
$$

A section of $W$ in the $y_{0}-y_{1}$ plane is shown in Fig. 1. This region is the union of two disconnected domains of holomorphy, in each of which we assume that $g$ can be represented as the Fourier transform of a tempered distribution. $g$ is further assumed to have tempered distributions for boundary values as $y^{0} \rightarrow 0$. A connection between the portions of $W$ is provided by the hypothesis that there exists a set,

$$
E=\left\{\left(z_{0}, z_{1}\right) \mid y_{0}=y_{1}=0 ;\right.
$$

$$
\left.\left|x_{1}\right|<\infty ;\left|x_{0}\right|<\eta, \eta>0\right\}
$$

such that if $\left(z_{0}^{(n)}, z_{1}^{(n)}\right) \in W$ and

$$
\lim _{n \rightarrow \infty}\left(z_{0}^{(n)}, z_{1}^{(n)}\right) \in E
$$

[^123]then
$$
\lim _{n \rightarrow \infty} g\left(z_{0}^{(n)}, z_{1}^{(n)}\right)
$$
exists and depends only on the limit point in $E$. We now assert that $g\left(z_{0}, z_{1}\right)$ may be analytically continued into a region $H$, to be defined in the proof, which contains points not in $W$ and where $|g|$ is bounded by a polynomial in $x_{0}$ and $x_{1}$. In the next section, we show that the region $H$ is large enough to allow the desired extension of temperateness of the absorptive part of the scattering amplitude.

Proof: By virtue of the hypothesis that $g$ is the Fourier transform of a tempered distribution in $W$, we have

$$
\left|g\left(z_{0}, z_{1}\right)\right|<P\left(x_{0}, x_{1}\right)
$$

as $y_{0}$ and $y_{1}$ vary over any compact subset of the region $\left|y_{1}\right|<\left|y_{0}\right|$, where $P\left(x_{0}, x_{1}\right)$ is some polynomial in $x_{0}$ and $x_{1}{ }^{6}$. In particular, it is so bounded in the truncated wedge,

$$
\begin{array}{r}
W_{T}(a, b, c)=\left\{\left(z_{0}, z_{1}\right)\left|a \leq\left|y_{1}\right|<b\right| y_{0} \mid<c ;\right. \\
\left.\left|x_{0}\right|<\infty,\left|x_{1}\right|<\infty\right\} \tag{3}
\end{array}
$$

where $a, b$, and $c$ are positive numbers such that $b<1$. An example, of such a domain is indicated by the shaded region in Fig. 1.

We now employ the techniques used by BOT in their discussion of the edge-of-the-wedge theorem. ${ }^{7}$ Let us consider an arbitrary point in $E$, say ( $X_{0}, X_{1}$ ), such that $\left|X_{0}\right|<\eta-d$. We now define new variables,

$$
w_{0}=z_{0}-X_{0}, \quad w_{1}=z_{1}-X_{1},
$$

and the function $h\left(w_{0}, w_{1}\right)=g\left(z_{0}, z_{1}\right)$. Consider the analytic plane: $z_{0}=\lambda, z_{1}=\alpha \lambda$, with $\alpha<b<1$. Then in the $\lambda$ plane, $h$ is holomorphic everywhere except for cuts which approach no closer than $d$ to the origin. If we expand $h$ in a power series about the origin,

$$
h\left(w_{0}, w_{1}\right)=\sum c_{n} \lambda^{n}
$$

the series will converge absolutely and uniformly for $|\lambda|<d$. The number $d$, it should be noted, was chosen independent of the value of $X_{1}$. In the smaller region $|\lambda|<b d, h$ is not only holomorphic, but tempered in the sense that if we write

$$
\left|h\left(w_{0}, w_{1}\right)\right|<M \quad \text { for } \quad|\lambda|<b d,
$$

[^124]then the bound $M$ can grow at most as a polynomial in $X_{1}$ as we go from one starting point to another. Now the edge-of-the-wedge theorem permits a continuation of $h$ into
$$
\left|w_{0}\right|<\frac{1}{3} b d, \quad\left|w_{1}\right|<\frac{1}{3} b^{2} d .
$$

Furthermore, in this region we have

$$
\left|h\left(w_{0}, w_{1}\right)\right|<M \sum n d^{n}=M d /(1-d)^{2}
$$

for $d<1$. The right-hand side is just $M$ times a factor independent of $X_{1}$. This argument implies that we may certainly continue $g\left(z_{0}, z_{1}\right)$ into the domain

$$
\begin{aligned}
N=\left\{\left(z_{0}, z_{1}\right) \mid\right. & \left|x_{1}\right|<\infty \\
& \left.\left|x_{0}\right|<\eta-\delta ;\left|y_{0}\right|,\left|y_{1}\right|<\frac{1}{4} \delta\right\}
\end{aligned}
$$

such that for sufficiently small $\delta,|g|$ is bounded in $N$ by a polynomial in $x_{1}$.

We now consider the domain formed from the union of $N$ and $W_{T}\left(\frac{1}{5} \delta, b, c\right)$, in which $|g|$ is bounded by some polynomial in $x_{0}$ and $x_{1}$. We take the analytic plane $z_{1}=X_{1}$ (real). Then, in the $z_{0}$ plane, the domain of analyticity resulting from $W_{T} \cup N$ will be the strip $B$,

$$
\begin{align*}
& B=\left\{z_{0} \mid-c<y_{0}<c\right\} \\
& -\left\{z_{0}\left|-\frac{1}{5} \delta<y_{0}<\frac{1}{5} \delta ; \eta-\delta<\left|x_{0}\right|<\infty\right\} .\right. \tag{4}
\end{align*}
$$

Using the method of Bremermann, ${ }^{8}$ we take a circle centered on $x_{0}$, with $\left|x_{0}\right|<\eta-\delta$, and of radius $r<\eta-\left|x_{0}\right|-\delta$. We are concerned with the Euclidean distance from any point on this circle and the boundary of the domain $W_{T} \cup N$. It is clear that if we choose $c$ large enough, say greater than $2 \eta$, this distance will be the same as if the wedge were not truncated. Making this choice of $c$, we may proceed as in BOT to continue $g$ into the region

$$
\begin{aligned}
& N^{\prime}=\left\{( z _ { 0 } , z _ { 1 } ) | | x _ { 1 } \left|<\infty ;\left|x_{0}\right|<\eta-\delta ;\right.\right. \\
& \left.\left|y_{0}\right|,\left|y_{1}\right|<\frac{1}{4} b\left(\eta-\left|x_{0}\right|-\delta\right)\right\} .
\end{aligned}
$$

We assert that $g$ will be tempered in $N^{\prime}$. For, in $W_{T} \cup N,|g|$ was bounded by a polynomial of, say, order $n$ in $x_{0}$ and order $m$ in $x_{1}$. If we take

$$
\begin{equation*}
h\left(z_{0}, z_{1}\right)=g\left(z_{0}, z_{1}\right) /\left(z_{0}-\alpha\right)^{n}\left(z_{1}-\beta\right)^{m} \tag{5}
\end{equation*}
$$

with $\operatorname{Im} \alpha$ and $\operatorname{Im} \beta$ sufficiently large, we have a function holomorphic in $W_{T} \cup N$ and bounded by a constant there. The function $h$ may be continued into $N^{\prime}$, and has the same bound there by virtue

[^125]

Fig. 2. The semi-tube region $W_{T} \cup N^{\prime}$, shown in the $z_{0}-y_{1}$ space, holding $x_{1}$ fixed.
of the fact that a holomorphic function of several complex variables takes on no new values in the analytic completion of its domain of holomorphy. ${ }^{\circ}$ The relation (5) holds in $N^{\prime}$ by analytic continuation, which gives the desired bound on $|g|$. We now have $g$ holomorphic and tempered in the semi-tube $W_{T} \cup N^{\prime}$. This region (Fig. 2) may be expressed in the form
$\left\{\left(z_{0}, z_{1}\right)\left|z_{0} \in B ;\left|x_{1}\right|<\infty, m\left(z_{0}\right) \leq\left|y_{1}\right|<M\left(z_{0}\right)\right.\right.$, where

$$
\begin{gathered}
m\left(z_{0}\right)= \begin{cases}0, & \left|x_{0}\right|<\eta-\delta, \\
\frac{1}{5} \delta, & \left|x_{0}\right| \geq \eta-\delta,\end{cases} \\
M\left(z_{0}\right)=b \max \left\{\left|y_{0}\right|, \frac{1}{z}\left(\eta-\left|x_{0}\right|-\delta\right)\right\} .
\end{gathered}
$$

Using standard methods, ${ }^{10}$ we may further enlarge this region to

$$
\begin{align*}
H=\left\{\left(z_{0}, z_{1}\right) \mid z_{0} \in B\right. & ;\left|x_{1}\right|<\infty \\
& m\left(z_{0}\right) \leq\left|y_{1}\right|<\boldsymbol{M}\left(z_{0}\right) \tag{6}
\end{align*}
$$

where

$$
\tilde{M}\left(z_{0}\right)=b \operatorname{Im}\left[z_{0}^{2}-(\eta-\delta)^{2}\right]^{\frac{1}{2}}
$$

By the same reasoning as used in going from $N$ to $N^{\prime}, g$ will still be tempered in $H$.

## III. EXTENSION OF TEMPERATENESS <br> TO THE STRIP D

The lemma developed in the preceding section may now be generalized to the case of a function $g\left(q_{1}, q_{2}, q_{3}\right)$ considered as a function of eight complex variables for each fixed real $q_{3}$. The extension is not trival, but differs in no significant respect from

[^126]the procedure outlined in BOT. We simply state the result here.

Under the assumptions of Theorem $1, g\left(q_{1}, q_{2}, q_{3}\right)$ may be analytically continued into the region $H \times H$ in the variables $q_{1}$ and $q_{2}$, where

$$
\begin{aligned}
& H=\left\{q ^ { 0 } \left|q^{0} \in B ;|\operatorname{Req}|<\infty\right.\right. ; \\
&\left.m\left(q^{0}\right) \leq|\operatorname{Im} \mathbf{q}|<\bar{M}\left(q^{0}\right)\right\}
\end{aligned}
$$

which is the generalization of the region (6) for a four-vector variable, and $|g|$ is bounded in $H \times H$ by polynomials in the $\operatorname{Re} q^{\alpha}$.

We now examine the extent to which the points of $D$, as defined in Theorem 1, are images of points in $H \times H$. First, with BOT we denote $\left(q_{3}\right)^{2}=t$ (real), and note that the parameter $\eta$ appearing in the definition of $H$ may be taken as $2 m-t$. Now, put

$$
\begin{aligned}
& q_{1}^{0}=q_{2}^{0}=\left(m^{2}-\gamma\right) / 4 t, \\
& \mathbf{q}_{1}=\rho(t, \gamma) \mathbf{e}_{1}+\Delta \mathbf{e}_{2}, \\
& \mathbf{q}_{2}=\rho(t, \gamma) \mathbf{e}_{1}-\Delta \mathbf{e}_{2},
\end{aligned}
$$

where $\mathbf{e}_{i} \cdot \mathbf{e}_{i}=\delta_{i j}$ and

$$
\rho^{2}(t, \gamma)=\left\{t+\left(m^{2}-\gamma\right) / 4 t\right\}^{2}-E_{\Delta}^{2} .
$$

We are interested in all $\gamma \leq m^{2}$ and $t \geq m$. If $\rho^{2}>0$, the point $\left(q_{1}, q_{2}\right)$ is real, and furthermore lies in the set connecting the various parts of $W \times W . g$ is holomorphic in this set by the edge-of-the-wedge theorem and tempered there by hypothesis. Thus we need consider only the shaded region of Fig. 3. The requirement that $q_{1}^{0}$ and $q_{2}^{0}$ be in $B$ is simply

$$
\begin{equation*}
\left(m^{2}-\gamma\right) / 4 t<2 m-t-\delta . \tag{7}
\end{equation*}
$$

Note that this condition is met for any strip width $c$ in the definition of $H$ and $B$, an indication that truncation of the wedge will prove immaterial for

Fig. 3. Region of the $t-\gamma$ plane covered by the domain $H \times H$.

the points in $D$. Points satisfying (7) lie above the curve I in Fig. 3, which is actually drawn for $\delta=0$. For sufficiently small $\delta$, all points in the shaded region will satisfy the requirement. The remaining condition that $(q, q)$ lie in $H \times H$ is

$$
m\left(q^{0}\right) \leq|\operatorname{Im} \mathbf{q}|<\tilde{M}\left(q^{0}\right)
$$

For the $q^{0}$ under consideration, $\left|\operatorname{Re} q^{0}\right|<\eta-\delta$, so $m\left(q^{0}\right)=0$. Thus we need only satisfy

$$
|\operatorname{Im} \mathbf{q}|<b \operatorname{Im}\left[\left(q^{0}\right)^{2}-(2 m-t-\delta)^{2}\right]^{\frac{1}{2}}
$$

or

$$
\begin{aligned}
&|\operatorname{Im} \rho(t, \gamma)|<b \operatorname{Im}\left\{\left[\left(m^{2}-\gamma\right) / 4 t\right]^{2}\right. \\
&\left.-(2 m-t-\delta)^{2}\right\}^{4} .
\end{aligned}
$$

The relevant points lie below the curve,

$$
\begin{aligned}
& \left|E_{\Delta}^{2}-\left(t+\frac{m^{2}-\gamma}{4 t}\right)^{2}\right| \\
& \quad=b^{2}\left\{(2 m-t-\delta)^{2}-\left(\frac{m^{2}-\gamma}{4 t}\right)^{2}\right\},
\end{aligned}
$$

such as that marked II in Fig. 3. If we put $b=1 /(1+\epsilon)$, then for $\epsilon$ and $\delta$ small, and neglecting second order, this curve has its minimum for

$$
\boldsymbol{\gamma}_{\text {min }} \geq 3 m^{2}-2 \Delta^{2}-4 m \delta-4 m^{2} \epsilon .
$$

Thus, if $\Delta^{2}=m^{2}-d^{2}$ and we choose $\epsilon$ and $\delta$ so that

$$
d^{2} \gg 2 m \delta+2 m^{3} \epsilon,
$$

then $\gamma_{\text {min }}>m^{2}$. For any fixed $\Delta^{2}<m$, then, we can find some truncated wedge such that all relevant $q_{1}$ and $q_{2}$ lie in the domain $H \times H$ so defined. At these $q_{1}$ and $q_{2}$, the function $g$ is not only holomorphic but tempered.

The basic element in the discussion given here is that the points of the strip $D$ may be reached by continuation from a portion of the wedge which is bounded in the imaginary directions. In such a portion, we have polynomial bounds on the absorptive part which may be extended to $D$, permitting the analytic continuation of the dispersion relation (2), or some subtracted form of it.
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#### Abstract

From unitarity, analyticity in $t$, and analyticity in $E$, a variety of conditions can be derived for the high-energy behavior of a crossing symmetric two-body scattering amplitude $F(E, t)$. These conditions are studied as consistency conditions for a class of models for high-energy scattering based on smoothly varying functions. For this class of models they lead to: (1) the Froissart bound without making explicit use of Martin's enlargement of the Lehmann ellipse, (2) conditions on the phase of the amplitude and its derivative with respect to $t$ in the forward direction. As an example of the use of the phase conditions, it is shown how the Lehmann ellipse can be enlarged to give analyticity in the circle $|t|<R$, where $R$ is fixed. Although the method is different, this result is closely related to the general results of Martin, but with our smoothness assumptions a little more detail can be stated about the behavior of $F(E, t)$.


## 1. INTRODUCTION

THE basic assumptions in this paper are that the scattering amplitude $F(E, t)$ has the unitarity and analyticity properties that have been derived from quantum field theory. ${ }^{1,2}$ From these properties a number of inequalities are derived for the imaginary part of $F(E, t)$ and its derivatives with respect to $t$ at $t=0$, for large values of the laboratory energy $E$. Combining these inequalities with a dispersion relation for the derivatives of $F$ at $t=0$, which has been proved by Martin, ${ }^{3}$ and using a smoothness assumption on the total cross section, one obtains a direct derivation of the Froissart bound ${ }^{4}$ without explicit use of Martin's enlargement ${ }^{3}$ of the Lehmann ellipse. ${ }^{5}$

The main purpose of this paper is to develop methods for studying the consistency of models for high-energy scattering with known or desirable analyticity and unitarity properties. For this purpose we limit our main discussion to a general class of models for which the high-energy behavior of $F(E, t)$ is dominated by terms that do not contain explicitly the normal threshold singularities as $E \rightarrow \infty$. In particular, models are considered that are explicitly crossing symmetric and analytic, and for which the high-energy behavior of $F(E, t)$ and its derivatives at $t=0$ is dominated (or bracketed) by powers of $E$ or $(\log E)$. This class of model has been studied by Van Hove, ${ }^{6}$ and it is sufficiently general to fit existing experiments and to contain most existing

[^127]detailed models for high-energy scattering. It is possible to generalize some of the methods presented for smooth functions to include functions with oscillations by use of the theorems of Khuri and Kinoshita. ${ }^{7}$

A condition is obtained on the phase of the coeffcient of $t^{n}$ in the power series expansion of $F(E, t)$ for large $E$. From this phase condition it is shown that any model of this type must satisfy the Froissart bound and, further, that for large $E$ the amplitude $F(E, t)$ must be analytic in $|t|<R$, where $R$ is a constant. Although these results have been obtained generally by Martin, ${ }^{3}$ the approach here is somewhat different from his and it is hoped that it will add to our understanding of the way in which conditions on the amplitude $F$ can be combined to extend our knowledge of its behavior.

The basic assumptions are essentially the same as those used by Martin ${ }^{3}$ for enlarging the Lehmann ellipse, and used earlier by Martin ${ }^{8}$ and by the author ${ }^{9}$ for improving the Greenberg-Low bound. ${ }^{10}$ These assumptions are
(1) analyticity of $F(E, t)$ for $t$ in the Lehmann ellipse,
(2) analyticity of $F(E, t)$ for $E$ in the complex plane cut along part of the real axis,
(3) polynomial boundedness for small values of $t$ in the Lehmann ellipse

$$
|F(E, t)|<|E|^{N}, \text { as } E \rightarrow \infty,
$$

(4) unitarity, particularly $\operatorname{Im} f_{l}(E) \geq 0$ for every partial wave.

[^128]From these assumptions a number of inequalities are derived in Sec. 2 or quoted from earlier work. In Sec. 3 these inequalities are used to derive the Froissart bound, with the extra assumption that $\sigma$ (total) is smooth (not oscillatory), from a dispersion integral whose convergence has been established by Martin. ${ }^{3}$

In Sec. 4 the form of crossing-symmetric models to be studied is given and phase conditions are investigated. These phase conditions are closely related to the convergence conditions used in Sec. 3. As an illustration of their use with these models it is shown how the Froissart bound $\sigma$ (total) $\leq$ $(\log E)^{2}$ can be derived and how the Lehmann ellipse can be enlarged to include $|t|<R$, where $R$ is constant.

## 2. CONDITIONS ON THE SCATTERING AMPLITUDE

Given analyticity in $t$ of $F(E, t)$ for $t$ inside the Lehmann ellipse, the partial wave expansion is convergent, and
$\operatorname{Im} F(E, t)=\sum_{0}^{\infty}(2 l+1) \operatorname{Im} f_{l}(E) P_{l}(\cos \theta)$.
For large $E$ we have

$$
\begin{equation*}
\cos \theta \sim 1+t / E \tag{2.2}
\end{equation*}
$$

where the unit of mass is taken to be one. From (2.1) we have, for $|\cos \theta|<1, t<0$,

$$
\begin{equation*}
\operatorname{Im} F(E, t) \leq \operatorname{Im} F(E, 0), \tag{2.3}
\end{equation*}
$$

since from unitarity $\operatorname{Im} f_{l} \geq 0$. From polynomial boundedness of $F$ for large $E$ when $t=\left(t_{0} / E\right)>0$, it follows from (2.1) that

$$
\begin{equation*}
\operatorname{Im} f_{l}(E)<\exp \left(N \log E-l l_{0}^{\frac{1}{2}} / E\right) \tag{2.4}
\end{equation*}
$$

For $L=C E \log E$, we can by choice of $C$ terminate the series (2.1) after $L$ terms with an error less than $E^{-N^{\prime}}$ for any given $N^{\prime}$,
$\operatorname{Im} F(E, t) \sim \sum_{0}^{L}(2 l+1) \operatorname{Im} f_{l}(E) P_{l}(\cos \theta)$.
We do not make any special use of the choice of $L$, and could, for example, allow $C$ to tend to infinity as $E \rightarrow \infty$. Then the derivatives of $\operatorname{Im} F$ would also be approximated by the derivatives of the series (2.5) for large $E$. Rearranging we get

$$
\begin{equation*}
\operatorname{Im} F(E, t) \sim \sum_{0}^{L} a_{n}(E) \frac{t^{n}}{(n!)^{2}} \tag{2.6}
\end{equation*}
$$

From the optical theorem (omitting a constant factor),

$$
\begin{equation*}
\operatorname{Im} F(E, 0) \sim E \sigma(E) \tag{2.7}
\end{equation*}
$$

where $\sigma(E)$ denotes the total cross section. We use the symbol $\sim$ to denote the same order of magnitude for large $E$ so that constant factors are in general omitted except for those that change significantly with $n$.

Let $g(E)$ denote the logarithmic derivative

$$
\begin{equation*}
g(E)=\left.(d / d t) \log [\operatorname{Im} F(E, t)]\right|_{i=0} . \tag{2.8}
\end{equation*}
$$

From (2.1) (2.2) and

$$
\begin{equation*}
a_{n}(E)=(n!)\left(d^{n} / d t^{n}\right) \operatorname{Im} F(E, 0) \tag{2.9}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
a_{n}(E) \sim \frac{1}{2^{n} E^{n}} \sum_{0}^{L} l^{2 n+1} \operatorname{Im} f_{l} \tag{2.10}
\end{equation*}
$$

provided $n \ll L$. In particular,

$$
\begin{align*}
& a_{0} \sim E \sigma(E) \sim \sum_{0}^{L} l \operatorname{Im} f_{l}  \tag{2.11}\\
& a_{1} \sim E \sigma(E) g(E) \sim \frac{1}{2 E} \sum_{0}^{L} l^{3} \operatorname{Im} f_{l} \tag{2.12}
\end{align*}
$$

Using Cauchy's inequality for the product of two series, we obtain

$$
\begin{equation*}
a_{n}(E) \geq E \sigma\left[g\left(E^{\prime}\right)\right]^{n} . \tag{2.18}
\end{equation*}
$$

Writing

$$
\begin{equation*}
a_{n}=E \sigma g^{n} a_{n}^{\prime}(E) \tag{2.14}
\end{equation*}
$$

we obtain from Cauchy's inequality

$$
\begin{equation*}
a_{n+1}^{\prime} / a_{n}^{\prime} \geq a_{n}^{\prime} / a_{n-1}^{\prime} \geq 1 \tag{2.15}
\end{equation*}
$$

Following Martin and MacDowell ${ }^{11}$ [or directly from (2.11) and (2.12)] a bound can be obtained on $\sigma=\sigma$ (total) for given $g(E)$ by minimizing $a_{1}(E)$ when $\sigma$ and $\sigma(\mathrm{el} . \mathrm{im})$ are regarded as given fixed quantities, where

$$
\begin{equation*}
\sigma(\mathrm{el} . \mathrm{im})=\sum_{0}^{L} l\left(\operatorname{Im} f_{l}\right)^{2} . \tag{2.16}
\end{equation*}
$$

This gives for large $E$

$$
\begin{equation*}
\sigma=\sigma(\text { total }) \leq 2 g(E), \tag{2.17}
\end{equation*}
$$

and from (2.13)
$a_{n}(E)=(n!)\left(d^{n} / d t^{n}\right) \operatorname{Im} F(E, 0) \geq E[\sigma(E)]^{n} 2^{-n}$.

An upper bound can also be obtained directly from (2.5) using $\operatorname{Im} f_{l} \leq 1$,

$$
\begin{equation*}
E\left(2 E \log ^{2} E\right)^{n+1} \geq a_{n}(E) \tag{2.19}
\end{equation*}
$$

[^129]The factors $2^{n}$ are not normally required in our discussion of orders of size for large $E$ and so are omitted in the following. If the Martin ${ }^{3}$ enlargement of the Lehmann ellipse was assumed one would lose the factor $E^{n+1}$ on the left of (2.19).

The inequalities (2.13) and (2.18) provide a general condition on the polynomial expansion of $\operatorname{Im} F(E, t)$ which must be satisfied by any scattering amplitude. We combine this with other conditions which are of several types. One is the simple use of unitarity and the properties of Legendre polynomials as in (2.3). Writing

$$
\begin{equation*}
F_{n}(E, t)=\left(d^{n} / d t^{n}\right) F(E, t) \tag{2.20}
\end{equation*}
$$

we have $a_{n}=(n!) \operatorname{Im} F_{n}(E, 0)$. Differentiating (2.1) we obtain for $-E<t<0$,

$$
\begin{equation*}
\operatorname{Im} F_{n}(E, t)<\operatorname{Im} F_{n}(E, 0), \quad n=0,1,2, \cdots \tag{2.21}
\end{equation*}
$$

We also have, since $\operatorname{Im} f_{l} \geq 0$,

$$
\begin{equation*}
0<\operatorname{Im} F_{n}(E, 0), \quad n=0,1,2, \cdots \tag{2.22}
\end{equation*}
$$

This condition is stated more strongly in our inequality (2.13).

Another type of condition that we use is a consequence of (2.21) and (2.22) combined with a dispersion relation for $F(E, t)$. This condition was derived by Martin ${ }^{3}$ as an intermediate step in his enlargement of the Lehmann ellipse, and it is stated and used in the next section. In the following section we use analyticity and crossing symmetry to obtain conditions on the phase of $F_{n}(E, 0)$.

## 3. MARTIN CONDITION AND THE FROISSART BOUND

In the forward direction, $F(E, 0)$ satisfies a dispersion relation with no more than two subtractions. ${ }^{8,9}$

$$
\begin{align*}
F(E, 0)=A & +B E \\
& +\frac{E^{2}}{\pi} \int_{m}^{\infty} \frac{\operatorname{Im} F\left(E^{\prime}, 0\right) d E^{\prime}}{E^{\prime 2}\left(E^{\prime}-E\right)} \\
& +\frac{E^{2}}{\pi} \int_{-\infty}^{-m} \frac{\operatorname{Im} F\left(E^{\prime}, 0\right) d E^{\prime}}{E^{\prime 2}\left(E^{\prime}-E\right)} . \tag{3.1}
\end{align*}
$$

From (2.3) it follows for $E$ in ( $-m, m$ ) that $F(E, t)$ satisfies a similar dispersion relation with only two subtractions when $t<0$. Using (1) the holomorphy of $F(E, t)$ inside a circle of finite radius $|t|<R$, when $-m<E<m$, (2) the regularity in $t$ of $F\left(E^{\prime}, t\right)$ at $t=0$ for finite $E^{\prime}$, (3) the inequalities (2.21) and (2.22), Martin ${ }^{3}$ shows that there is a similar
dispersion relation for the $n$th derivative of $F(E, t)$ at $t=0$. In particular he shows that

$$
\begin{equation*}
\frac{n!}{R^{n}}>\frac{E^{2}}{\pi} \int_{m}^{\infty} \frac{d E^{\prime} \operatorname{Im} F_{n}\left(E^{\prime}, 0\right)}{E^{\prime 2}\left(E^{\prime}-E\right)} \tag{3.2}
\end{equation*}
$$

where $F_{n}$ is defined by (2.20). The left-hand side of this inequality is obtained from holomorphy of $F(E, t)$ for $|t|<R$. For simplicity we have written Martin's result in the form (3.2) with only one integral on the right-hand cut. A closely analogous inequality holds ${ }^{3}$ if $F$ is an amplitude that is crossing symmetric; for example, it could be the sum of the $\pi^{+}, p$ and the $\pi^{-}, p$ scattering amplitudes. Properties of symmetric amplitudes are stated in more detail in the next section.

We now use the inequality (2.13) in (3.2) to give

$$
\begin{equation*}
\frac{n!}{R^{n}}>\frac{E^{2}}{\pi} \int_{m}^{\infty} \frac{d E^{\prime} \sigma\left(E^{\prime}\right)\left[g\left(E^{\prime}\right)\right]^{n}}{(n!) E^{\prime}\left(E^{\prime}-E\right)} \tag{3.3}
\end{equation*}
$$

If $\sigma\left(E^{\prime}\right)$ and $g\left(E^{\prime}\right)$ are smooth functions as $E^{\prime} \rightarrow \infty$, one obtains the Froissart bound directly from (3.3). Thus for $g(E) \sim E^{\alpha}, 0<\alpha<1$, the integral is not even convergent when $(n+1) \alpha \geq 1$ so the inequality is clearly violated. For

$$
\begin{equation*}
g(E) \sim(\log E)^{\beta} \quad \text { as } \quad E \rightarrow \infty \tag{3.4}
\end{equation*}
$$

we consider the value of $n$ that maximizes,

$$
\begin{equation*}
(\log E)^{\beta_{n}} /(n!)^{2} \sim\left[(\log E)^{\beta} / n^{2}\right]^{n} \tag{3.5}
\end{equation*}
$$

This is maximum near $n \sim \log E$, and one finds that the corresponding integral (3.3) is dominated by $E^{\prime}$ near $e^{n}$. The inequality $\beta \leq 2$ follows, giving for smooth functions

$$
\begin{equation*}
\sigma(\text { total })<g(E) \leq(\log E)^{2} \tag{3.6}
\end{equation*}
$$

which is the Froissart bound.
The above argument does not exclude possible oscillations that exceed the bound, even for large $E$. This possibility is, of course, excluded by Martin's enlargement of the Lehmann ellipse, and it can probably be excluded also by an extension of the phase discussion in the next sections.

## 4. PHASE CONDITIONS USING SMOOTH FUNCTIONS

In this section we develop the analog of Martin's convergency condition (3.2) in terms of the phase of derivatives of the scattering amplitude. We use a crossing symmetric amplitude $F$ and limit our discussion to smooth functions whose rate of growth as $E \rightarrow \infty$ obeys a power law in $E$ or in $\log E$. For more general situations, including the possibility of oscillatory terms, a number of theorems have
been established by Khuri and Kinoshita ${ }^{7}$ which relate bounds on the phase to bounds on the rate of growth of crossing symmetric functions. At least some of these more general situations can be studied in the present context but, although they are important for completeness, they complicate the discussion and are not included here.

The use of the Phragmen-Lindeloff theorems for determining the phase of (smooth) crossing symmetric amplitudes has been developed by Van Hove ${ }^{6}$ following earlier work by Meiman. ${ }^{12}$ We only outline the main results that we require here. Crossing symmetry for the forward amplitude, combined with Hermitian analyticity gives

$$
\begin{equation*}
F(E \exp i \pi, 0)=F^{*}(E, 0) \tag{4.1}
\end{equation*}
$$

where both amplitudes are evaluated above the branch cuts along the real $E$ axis. This relation determines the phase of $F(E, 0)$ for any given rate of growth with $E$, by using the Phragmen-Lindeloff theorem for a function regular in the upper halfplane, continuous on the real axis and bounded. Thus if

$$
\begin{equation*}
\left|F(E, 0) / E^{\alpha}\right| \rightarrow C \quad \text { as } \quad E \rightarrow \infty, \tag{4.2}
\end{equation*}
$$

then from (4.1) for large $E$,

$$
\begin{equation*}
F(E, 0) \sim \pm C(-i E)^{\alpha} \tag{4.3}
\end{equation*}
$$

Conversely, given that the phase of $F(E, 0)$ is ( $-\frac{1}{2} \alpha \pi$ ) with $0<\alpha<2$ and that for large $E$,

$$
\begin{equation*}
\text { const }<F(E, 0)<E^{2} \tag{4.4}
\end{equation*}
$$

it follows that $F$ has the form given in (4.3). The ambiguity in the sign of $F(E, 0)$ can be resolved by using the inequality $\operatorname{Im} F>0$.
The corresponding form of a crossing symmetric function with a logarithmic power growth together with a single power of $E$ is

$$
\begin{equation*}
F(E, 0) \sim i E\left(\log E-\frac{1}{2} i \pi\right)^{\beta} . \tag{4.5}
\end{equation*}
$$

It should be noted in particular that, from a given rate of growth for the imaginary part of $F$, we can deduce the phase and hence obtain the form for the real part. There are analogous results when nonsmooth functions are considered. ${ }^{7}$ From bounds on Im $F$ one can obtain bounds on $\operatorname{Re} F$.

In the nonforward direction, crossing symmetry for fixed $t$ has to be expressed in terms of a different variable from $E$. For equal masses this crossing variable is

$$
\begin{equation*}
W=2 m E+\frac{1}{2} t-2 m^{2} . \tag{4.6}
\end{equation*}
$$

${ }^{12}$ N. N. Merman, Zh. Eksperim i Teor. 43, 2277 (1962) [English transl.: Soviet Phys.-JETP 16, 1609 (1963)].

Writing

$$
\begin{equation*}
F(E, t)=G(W, t) \tag{4.7}
\end{equation*}
$$

crossing symmetry gives

$$
\begin{equation*}
G(-W+i 0, t)=G^{*}(W+i 0, t) \tag{4.8}
\end{equation*}
$$

where we write

$$
\begin{equation*}
W \exp i \pi=-W+i 0 \tag{4.9}
\end{equation*}
$$

This relation is exact, like (4.1), and not merely asymptotic. It is valid for each fixed $t$. We can use it to construct models that are crossing symmetric [through satisfying (4.8)] for each $t$ and analytic in $W$. These models are then considered in relation to the inequalities obtained in Sec. 2.
The simplest generalization of (4.3) for $t \neq 0$, in terms of $G(W, t)$ is

$$
\begin{equation*}
G(W, t) \sim(-i W)^{\alpha(t)} \tag{4.10}
\end{equation*}
$$

where $\alpha(0)=\alpha, G(W, 0)=F(E, 0)$. From (2.7) and (2.8), for this model

$$
\begin{gather*}
\sigma \sim W^{\alpha-1} \sim E^{\alpha-1}  \tag{4.11}\\
g \sim \alpha^{\prime} \log W \sim \alpha^{\prime} \log E \tag{4.12}
\end{gather*}
$$

Then the inequality of Martin and MacDowell (2.17), gives for large $E$

$$
\begin{equation*}
E^{\alpha-1} \leq \alpha^{\prime} \log E \tag{4.13}
\end{equation*}
$$

Hence $\alpha \leq 1$, which is a well-known result. Similarly if we generalize (4.5) in the form

$$
\begin{equation*}
G(W, t) \sim-(i W)^{\alpha(t)}\left(\log W-\frac{1}{2} i \pi\right)^{\beta(t)} \tag{4.14}
\end{equation*}
$$

we obtain for $t=0$, if $\alpha(0)=1$,

$$
\begin{equation*}
\sigma \sim(\log E)^{\beta}, \quad g \sim \alpha^{\prime} \log E \tag{4.15}
\end{equation*}
$$

The inequality (2.17) now gives $\beta \leq 1$. This generalization was first noted by Martin using another method.
So far we have only made limited use of crossing symmetry through the phases of $F$ or $G$. It is apparent that the models indicated by the assumed forms (4.10) and (4.14) are too simple to allow the Froissart bound to be attained.
A much more general class of model is one based on the series expansion of $F(E, t)$ in powers of $t$, for which we have investigated conditions on the dominant terms of $\operatorname{Im} F$ in Sec. 2. We can readily make this series expansion for the dominant part of $\operatorname{Im} F(E, t)$ into a crossing-symmetric series for $G(W, t)$ provided we assume that each term in Im $F_{n}(E, 0)$ has a dominant part which is a smooth function of $E$. The explicit simplification that is
required for our method is the absence (by assumption) of the normal threshold singularities from the dominant terms in the series expansion for $\operatorname{Im} F(E, t)$ for large values of $E$. This assumption is likely to be made in any tractable model for high-energy scattering and it may even be correct rigorously (the general method used by Martin ${ }^{3}$ might be used to determine whether this is the situation). Alternatively it may be possible to use the inequalities obtained for $\operatorname{Im} F_{n}(E, 0)$ to obtain inequalities on the phase of $F_{n}(E, 0)$ without explicit use of the smoothness assumption. We recall from (2.20) that

$$
\begin{equation*}
F_{n}(E, t)=\left(d^{n} / d t^{n}\right) F(E, t) . \tag{4.16}
\end{equation*}
$$

We now limit our discussion to models for which the dominant terms in $\operatorname{Im} F_{n}(E, 0)$ are smooth. For these terms we can obtain, by substitution in the series for $\operatorname{Im} F(E, t)$, a series for $\operatorname{Im} G(W, t)$. This leads to a crossing symmetric form of $G(W, t)$ if we use the condition (4.8) for each term $G_{n}(W, 0)$, the $n$th derivative of $G$. However, so long as we restrict ourselves to the range where $|t|$ is small compared with $E$, the dominant terms of $F(E, t)$ and $G(E, t)$ are the same. In particular we can obtain the phase of $F_{n}(E, 0)$ by the condition for large $E$,

$$
\begin{equation*}
F_{n}(-E+i 0,0) \sim F_{n}^{*}(E+i 0,0) \tag{4.17}
\end{equation*}
$$

provided we know its rate of growth with $E$.
We have an inequality on the rate of growth of $\operatorname{Im} F_{n}(E, 0)$ in (2.13) or (2.18). One can readily verify using (4.17) that this gives an inequality on the phase of $F_{n}(E, 0)$, for example by using the theorems of Khuri and Kinoshita. ${ }^{7}$ To obtain an upper bound on $g(E)$ and hence on $\sigma$ (total), it is sufficient to assume that the inequality (2.13) is in fact an equality. We therefore consider typical situations using this assumption.

First we consider

$$
\begin{equation*}
\sigma \sim g(E) \sim E^{\alpha}, \quad 0<\alpha<1 \tag{4.18}
\end{equation*}
$$

Using (2.13) as an equality gives

$$
\begin{equation*}
(n!) \operatorname{Im} F_{n}(E, 0) \sim E^{(1+n) \alpha+1} . \tag{4.19}
\end{equation*}
$$

From (4.17) and (4.19) we obtain, using a uniqueness condition analogous to (4.2),

$$
\begin{align*}
& (n!) F_{n}(E, 0) \\
& \quad \sim E^{(1+n) \alpha+1}\left\{i+\tan \left[\frac{1}{2}(1+n) \alpha \pi\right]\right\} \tag{4.20}
\end{align*}
$$

provided $(1+n) \alpha+1$ is not an even integer. If it were even, say $2 m$, we would obtain instead of (4.20)

$$
\begin{equation*}
E^{2 m}[i-(2 / \pi) \log E] . \tag{4.21}
\end{equation*}
$$

In principle, an arbitrary power of $E^{2}$ could be added to (4.20) without affecting its crossing symmetry or analyticity, just as in a dispersion relation, unless one has a uniqueness condition like (4.2). However, this lack of uniqueness is removed by the fact that $F_{n}(E, 0)$ is the derivative of $F_{n-1}(E, t)$ at $t=0$ and that we have some inequalities like (2.21). We use this inequality to discuss the form (4.20) for $F_{n-1}$ and $F_{n}$. It gives
$\operatorname{Im} F_{n-1}(E, t) \leq \operatorname{Im} F_{n-1}(E, 0)$, for $t<0$. (4.22)
Let us assume that $0<(n \alpha+1)<2$, so that from (4.20),

$$
\begin{equation*}
\operatorname{Re} F_{n-1}(E, 0)>0 \tag{4.23}
\end{equation*}
$$

Because of the inequality (4.22), for $t<0$ the phase of $F_{n-1}(E, t)$, as well as its rate of growth, is bounded by its phase and rate of growth at $t=0$. It is not necessary to assume that the phase depends on $t$ as in (4.10), but one can just use continuity and the inequalities (4.22), (4.23) to give
$\operatorname{Re} F_{n-1}(E, t)<\operatorname{Re} F_{n-1}(E, 0)$, for $t<0$. (4.24)
Hence by differentiation at $t=0$, (4.24) gives

$$
\begin{equation*}
\operatorname{Re} F_{n}(E, 0)>0 \tag{4.25}
\end{equation*}
$$

But with our assumption (4.18) it would be possible to choose $n$ large enough so that

$$
\begin{equation*}
(n \alpha+1)<2<(n+1) \alpha+1 \tag{4.26}
\end{equation*}
$$

This contradicts the result (4.25) and the inequality (4.22), and shows that a power law for $\sigma(E)$ or $g(E)$ is not consistent with analyticity and unitarity. This result is the analog of the divergence of the dispersion integral discussed following the inequality (3.3).

A logarithmic rate of growth as considered in the dispersion method of Sec. 3 involves a more delicate condition. We see also that the phase condition used here gives more information than the dispersion method. We assume that

$$
\begin{equation*}
\sigma \sim g(E) \sim(\log E)^{\beta} \tag{4.27}
\end{equation*}
$$

and we use (2.18) as an equality to give a bound on the phase and rate of growth of $F_{n}$ for large $E$,

$$
\begin{equation*}
(n!) \operatorname{Im} F_{n}(E, 0) \sim E(\log E)^{(1+n) \beta} \tag{4.28}
\end{equation*}
$$

From the crossing symmetry conditions

$$
\begin{align*}
& (n!) F_{n}(E, 0) \sim E(\log E)^{(1+n) \beta} \\
& \quad \times\{i+\tan [(1+n) \beta \pi / 2 \log E]\} \tag{4.29}
\end{align*}
$$

As $E \rightarrow \infty$ this term always satisfies the condition
(4.25) when (4.23) is given, that is to say, when $\beta>0$.

The question that we wish to consider now is whether the term (4.28) can remain the dominant term in $\operatorname{Im} F_{n}(E, 0)$ when $E$ is finite. The analogous problem in the dispersion method arose in the integral in (3.3), which was dominated by values near $\log E \sim n$, and the inequality (3.3) could not be satisfied unless $\beta \leq 2$.

It is evident that (4.28) must not be the only term in $\operatorname{Im} F_{n}(E, 0)$ since for values of $E$ such that

$$
\begin{equation*}
(1+n) \beta \sim \log E \tag{4.30}
\end{equation*}
$$

the real part of $F_{n}(E, 0)$ becomes arbitrarily large and then changes sign. This contradicts the result (4.25) and can be prevented only by the existence of another term in $\operatorname{Im} F_{n}(E, 0)$ which has a smaller rate of growth with $E$ than in (4.28), and which becomes comparable with $\operatorname{Im} F_{n}(E, 0)$ near the value in (4.30). The smaller rate of growth is necessary so that this other term does not itself contradict the phase condition. It is clear that by successive steps one finds that, near (4.30), $\operatorname{Im} F_{\boldsymbol{n}}(\boldsymbol{E}, 0)$ must be dominated by a term independent of $E$. We consider the relation of this term to the term (4.28). Denote the corresponding series by $F_{1}$ and $F_{2}$, both being parts of $F$.

$$
\begin{gather*}
\operatorname{Im} F_{1}(E, t)=E \sum_{0}^{L} C_{n} t^{n}  \tag{4.31}\\
\operatorname{Im} F_{2}(E, t)=E \sum_{0}^{L}(\log E)^{(n+1) \beta} \frac{t^{n}}{(n!)^{2}}, \tag{4.32}
\end{gather*}
$$

where $C_{n}$ is bounded by a term independent of $E$. Each term in (4.32) is the smallest term compatible with (4.27), their size being determined by $g(E)$. We require "phase interference" between the terms $F_{1 n}$ and $F_{2 n}$ that correspond to the coefficients of $t^{n}$ in (4.31) and (4.32). For this phase interference to prevent contradiction of (4.22) we require, near $n \sim \log E$,

$$
\begin{equation*}
C_{n}>(\log E)^{n \beta} /(n!)^{2} . \tag{4.33}
\end{equation*}
$$

The largest allowed value of $C_{n}$ is of order unity for (4.31) to be convergent; more precisely

$$
\begin{equation*}
C_{n} \leq 1 / R^{n} \tag{4.34}
\end{equation*}
$$

where $R$ is a radius of convergence that does not depend on $E$ for large $E$. The Froissart bound follows from (4.33) and (4.34), giving $\beta \leq 2$. Under this condition the real part of $F_{n}(E, 0)$ obtained from $\left(F_{1 n}+F_{2 n}\right)$ cannot change sign by going through infinity but only by going through zero. This is called the "phase condition."

As a further application of the phase condition assume that $\operatorname{Im} F_{2}(E, t)$ is represented by a series of dominant terms that is more general than (4.32), namely,

$$
\begin{equation*}
\operatorname{Im} F_{2}(E, t) \sim E \sigma \sum_{0}^{L}(\log E)^{n \beta} \frac{t^{n} a_{n}^{\prime}}{(n!)^{r}} \tag{4.35}
\end{equation*}
$$

where $a_{n}^{\prime} \sim 1$ for large $n$, and from (2.6) and (2.13), $\gamma \leq 2$. Note that we are not asserting for negative $t$ that $\operatorname{Im} F_{2}$ is dominant, but only that for each coefficient of $t^{n}$, with $n$ fixed and $E \rightarrow \infty$ the individual terms in (4.35) dominate over corresponding terms in $\operatorname{Im} F$ the full amplitude. For the sum itself there are complicated cancellations when $t<0$, but our discussion has avoided the need to consider these.

With (4.31) and (4.35) the inequality (4.33) is replaced by

$$
\begin{equation*}
1 / R^{n} \geq C_{n} \geq(\log E)^{n \beta} / n^{n \gamma} \tag{4.36}
\end{equation*}
$$

when $n>\log E$. This gives

$$
\begin{equation*}
\beta \leq \gamma \leq 2 \tag{4.37}
\end{equation*}
$$

For positive values of $t$, if we let $L \rightarrow \infty$ in (4.35), it does represent a bound on $\operatorname{Im} F(E, t)$ as $E \rightarrow \infty$, given that $g \sim(\log E)^{\beta}$, since each term is now positive so there is no cancellation. The inequalities (4.36) and (4.37) ensure that $\operatorname{Im} F(E, t)$ given by (4.35) must be analytic in the region

$$
\begin{equation*}
|t|<R \tag{4.38}
\end{equation*}
$$

where $R$ is fixed as $E \rightarrow \infty$. This result for our model is evidently closely related to Martin's enlargement of the Lehmann ellipse, but here we have not made any direct use of the analyticity domain for low energy.

Conversely, if the result (4.38) is assumed, then we can derive the condition (4.37) from (4.35). For large $E$, we have (for $t>0$ ) from (4.35).

$$
\begin{equation*}
\operatorname{Im} F(E, t) \sim E \sigma \exp \left[t^{1 / \gamma}(\log E)^{\beta / \gamma}\right] . \tag{4.39}
\end{equation*}
$$

If this is to be polynomial bounded for fixed $t>0$, we must have $\beta \leq \gamma$, and from (2.6), (2.13), we have $\gamma \leq 2$.
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#### Abstract

Lichnerowicz has developed a general-relativistic theory of an electrically charged fluid with infinite conductivity. No exact solutions of the corresponding Einstein-Lichnerowicz equations have previously been given. The present paper establishes homogeneous solutions of these equations.


## 1. INTRODUCTION

IN a recent series of lectures ${ }^{1}$ given at the Southwest Center for Advanced Studies, Lichnerowicz developed a general-relativistic theory of an electrically charged fluid with infinite conductivity. The relevant equations are as follows:

$$
\begin{gather*}
R_{i k}=-\chi\left\{\left(r f+\mu|h|^{2}\right) u_{i} u_{k}\right. \\
\left.-\frac{1}{2}\left[r f+\mu|h|^{2}-2\left(p / c^{2}\right)\right] g_{i k}-\mu h_{i} h_{k}\right\},  \tag{1.1}\\
u_{i} u^{i}=1, \quad u_{i} h^{i}=0,  \tag{1.2}\\
\left(u^{i} h^{k}-u^{k} h^{i}\right)_{i ;}=0, \tag{1.3}
\end{gather*}
$$

where $|h|^{2}=-h_{i} h^{i}, \chi$ is the relativistic constant of gravitation, $\mu$ is the permeability, $r f(>0)$ is the density of the fluid, $p(\geq 0)$ is the pressure, and $c$ is the velocity of light; the semicolon denotes covariant derivation.

Lichnerowicz proved the existence of the solutions; i.e., he solved the Cauchy problem connected with (1.1)-(1.3). Our aim is to find homogeneous solutions $^{2}$ of the Einstein-Lichnerowicz equations, i.e., space-times allowing four parametric simply transitive transformation groups. We give at the beginning a few theorems concerning homogeneous Lichnerowicz universes.

Suppose that the vector field

$$
\begin{equation*}
\xi^{i}=\xi^{i}\left(x^{k}\right) \tag{1.4}
\end{equation*}
$$

generates a one-parametric group of transformations, and denote the Lie derivative with respect to (1.4) by the symbol

$$
\begin{equation*}
\underset{\xi}{£} \tag{1.5}
\end{equation*}
$$

The operator (1.5) has the following formal properties:

$$
\begin{aligned}
& {\underset{\xi}{\prime}}_{£_{-}}=a_{.,} \xi^{i}, \quad \underset{\xi}{£} b d=(\underset{\xi}{f} b) d+b(\underset{\xi}{f} d), \\
& \underset{\xi}{£}(b+d)=\underset{\xi}{£} b+\underset{\xi}{£} d,
\end{aligned}
$$

[^130]where $a$ is an arbitrary scalar and $b$ and $d$ are arbitrary tensors. The Killing equation
\[

$$
\begin{equation*}
\underset{\xi}{\underset{\xi}{f k}} g_{i k}=\xi_{(i ; k)}=0 \tag{1.7}
\end{equation*}
$$

\]

expresses the fact that the metric is invariant under the transformations of the group generated by (1.4). From (1.7) it follows that

$$
\begin{equation*}
\underset{\xi}{£} R_{i k}=0, \tag{1.8}
\end{equation*}
$$

where $R_{j k}$ is the Ricci tensor corresponding to $g_{j k}$. In order to avoid possible troubles, we mention our definitions:

$$
\begin{gather*}
u_{i ; k ; l}-u_{i ; l ; k}=-u^{i} R_{i j k l},  \tag{1.9}\\
R_{i l}=R_{i k l}^{k}, \tag{1.10}
\end{gather*}
$$

concerning the Riemann and the Ricci tensors.
Using the notations

$$
\begin{gather*}
a^{2}=\chi\left(r f+\mu|h|^{2}\right), \\
b=\frac{1}{2} \chi\left[r f+\mu|h|^{2}-2\left(r / c^{2}\right)\right], \quad a^{2} l^{2}=\chi \mu|h|^{2} \\
h_{i}=|h| \hat{h}_{i}, \quad l^{2}<1, \quad \mu=\text { const, } \tag{1.11}
\end{gather*}
$$

we can write (1.1) in the following form:

$$
\begin{equation*}
R_{i k}=a^{2}\left(-u_{i} u_{k}+l^{2} \hat{h}_{j} \hat{h}_{k}\right)+b g_{i k} . \tag{1.12}
\end{equation*}
$$

From (1.8) and (1.12) it then follows that

$$
\begin{equation*}
\underset{\xi}{£}\left\{a^{2}\left(-u_{j} u_{k}+l^{2} \hat{h}_{i} \hat{h}_{k}\right)+b g_{j k}\right\}=0 . \tag{1.13}
\end{equation*}
$$

Using (1.6) and (1.7) we see that

$$
\begin{gather*}
\underset{\xi}{£} a^{2}=0, \quad \underset{\xi}{£} l^{2}=0, \quad \underset{\xi}{£} b=0,  \tag{1.14}\\
\underset{\xi}{£} u_{i}=0, \quad \underset{\xi}{£} \hat{h}_{i}=0 .
\end{gather*}
$$

In a homogeneous space-time, we have four linearly independent generators

$$
\begin{equation*}
\xi_{a}^{i}=\xi_{a}^{i}\left(x^{k}\right), \quad a=0,1,2,3, \tag{1.15}
\end{equation*}
$$

satisfying the equations

$$
\begin{equation*}
\xi_{0}^{i} \xi_{b, i}^{k}-\xi_{b}^{i} \xi_{a, i}^{k}=C_{a b}{ }^{\circ} \xi_{0}^{k} \tag{1.16}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
\operatorname{det}\left(\xi_{a}^{i}\right) \neq 0 \tag{1.17}
\end{equation*}
$$

where $C_{a b}{ }^{*}=-C_{b a}{ }^{c}$ are the structure constants of the group satisfying the Jacobi identities

$$
\begin{equation*}
C_{a b}{ }^{f} C_{f c}{ }^{d}+C_{b c}{ }^{f} C_{f a}{ }^{d}+C_{c a}{ }^{f} C_{f b}{ }^{d}=0 \tag{1.18}
\end{equation*}
$$

All the four generators (1.15) satisfy (1.7). Therefore, using (1.14) and (1.17), we have the following.

Theorem 1: In a homogeneous Lichnerowicz universe, the scalars $a^{2}, l^{2}$, and $b$ are constant and the vectors $u_{i}$ and $\hat{h}_{i}$ are invariant vectors of the group.

Theorem 2: In a homogeneous Lichnerowicz universe,

$$
\begin{equation*}
u_{: i}^{i}=0, \quad \hat{h}_{; i}^{i}=0 \tag{1.19}
\end{equation*}
$$

always hold.
Using (1.12), Theorem 1, and the twice-contracted Bianchi identities, we obtain the equations

$$
\begin{equation*}
\left(u^{i} u_{k}-l^{2} \hat{h}^{i} \hat{h}_{k}\right)_{i j}=0 \tag{1.20}
\end{equation*}
$$

Equation (1.3) takes the form

$$
\begin{equation*}
\left(u^{i} \hat{h}_{k}-\hat{h}^{i} u_{k}\right)_{; i}=0 \tag{1.21}
\end{equation*}
$$

Using the equations

$$
\begin{equation*}
u^{i} u_{i}=1, \quad \hat{h}^{i} \hat{h}_{i}=-1, \quad u^{i} \hat{h}_{i}=0 \tag{1.22}
\end{equation*}
$$

the statement follows.
One defines the acceleration vector by the following equation:

$$
\begin{equation*}
\dot{u}_{i}=u_{i ; k} u^{k} \tag{1.23}
\end{equation*}
$$

Using this definition, one sees that, in the case of a homogeneous space-time, equations (1.3) and (1.20) can be replaced by (1.19) and the following equations:

$$
\begin{gather*}
u^{i} \hat{h}^{k} ; j-\hat{h}^{i} u^{k}{ }_{. i} \equiv u^{i} \hat{h}_{, j}^{k}-\hat{h}^{i} u^{k}{ }_{. j}=0  \tag{1.24}\\
\dot{u}_{k}=l^{2} \hat{h}_{k ; i} \hat{h}^{i} . \tag{1.25}
\end{gather*}
$$

From (1.22) and (1.25) immediately follows

$$
\begin{equation*}
\dot{u}_{k} \hat{h}^{k}=0 ; \tag{1.26}
\end{equation*}
$$

i.e., we have

Theorem 3: In a homogeneous Lichnerowicz universe, the magnetic unit vector $\hat{h}^{i}$ and the acceleration vector are mutually perpendicular.

We later use the mutually orthogonal vectors

$$
u^{i}, \hat{h}^{i}, \dot{u}^{i}
$$

to fix our tetrad. We mention for later use these further definitions:

$$
\begin{equation*}
\omega^{i}=\frac{1}{2} \eta^{i k k} u_{i ; k} u_{i} \tag{1.27}
\end{equation*}
$$

is the rotation vector and

$$
\begin{equation*}
\sigma_{i k}=u_{(i ; k)}-\frac{1}{3} \theta\left(g_{i k}-u_{i} u_{k}\right)-\dot{u}_{(i} u_{k)} \tag{1.28}
\end{equation*}
$$

is the shear tensor, where

$$
\begin{equation*}
\theta=u_{i ;}^{i} \tag{1.29}
\end{equation*}
$$

is the expansion scalar.
The following statements also hold:
Theorem 4: In a homogeneous Lichnerowicz universe, the rotation and the acceleration vector are perpendicular; i.e., the equation

$$
\begin{equation*}
\omega_{i} \dot{u}^{i}=0 \tag{1.30}
\end{equation*}
$$

always holds.
Theorem 5: There exist only two families of homogeneous Lichnerowicz universes with geodesic and shear-free motion given by

$$
\begin{align*}
& d s^{2}=R^{2}\left\{\left(d x^{0}+e^{x^{*}} d x^{3}\right)^{2}\right. \\
& \left.-\frac{1}{2}\left(\frac{1-2 l^{2}}{1-l^{2}}\right) e^{2 x^{0}}\left(d x^{2}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{3}\right)^{2}\right\}, \tag{1.31}
\end{align*}
$$

where $0 \leq l^{2}<\frac{1}{2}$ ( $l^{2}=0$ is the Gödel cosmos); and

$$
d s^{2}=R^{2}\left\{\left(d x^{0}+x^{3} d x^{2}\right)^{2}\right.
$$

$$
\begin{align*}
& -\exp \left[-\left(2 l^{2}-1\right)^{\frac{1}{2}} x^{1}\right]\left(d x^{2}\right)^{2}-\left(d x^{1}\right)^{2} \\
& \left.-\exp \left[\left(2 l^{2}-1\right)^{\frac{1}{1}} x^{1}\right]\left(d x^{3}\right)^{2}\right\} \tag{1.32}
\end{align*}
$$

where $\frac{1}{2} \leq l^{2}<1$ and $R^{2} \neq 0$ is an arbitrary constant. The proofs of these statements emerge in the text. [See (9.20) and (9.21).]

After these general remarks, we turn to the question of how to construct homogeneous Lichnerowicz universes. The basic idea is to apply the usual tetrad formalism using basic tetrads invariant under the transformations of the group.

Tetrads, satisfying these conditions, can be built out of the invariant vectors

$$
\begin{equation*}
e_{a}^{i}=e_{a}^{i}\left(x^{k}\right), \tag{1.33}
\end{equation*}
$$

and the reciprocal vectors

$$
\begin{equation*}
e_{i}^{a}=e_{i}^{a}\left(x^{k}\right) \tag{1.34}
\end{equation*}
$$

of the group, where $a=0,1,2,3$ labels the vectors and $j=0,1,2,3$ labels the coordinates.

The invariant vectors (1.33) are defined by the equations

$$
\begin{equation*}
\xi_{a}^{i} e_{b, i}^{k}-e_{b}^{j} \xi_{a, i}^{k}=0 \tag{1.35}
\end{equation*}
$$

which must hold for each $a$ and $b$, with the proviso that

$$
\begin{equation*}
\operatorname{det}\left(e_{a}^{i}\right) \neq 0 \tag{1.36}
\end{equation*}
$$

If we impose the conditions

$$
\begin{equation*}
e_{a}^{i}\left(x_{0}^{k}\right)=\xi_{a}^{i}\left(x_{0}^{k}\right), \tag{1.37}
\end{equation*}
$$

where $x_{0}^{k}$ are the coordinates of some arbitrarily chosen point, we have for (1.33) the equations

$$
\begin{equation*}
e_{a}^{j} e_{b, i}^{k}-e_{b}^{j} e_{a, j}^{k}=-c_{a b}{ }^{6} e_{c}^{k}, \tag{1.38}
\end{equation*}
$$

as a consequence of (1.16) and (1.35). The reciprocal vectors (1.34) are defined by

$$
\begin{equation*}
e_{a}^{j} e^{b}{ }_{i}=\delta_{a}^{b} \quad \text { or } \quad e_{a}^{j} e^{a}{ }_{k}=\delta_{k}^{i}, \tag{1.39}
\end{equation*}
$$

and then satisfy the equations

$$
\begin{equation*}
e_{i, k}^{a}-e_{k, i}^{a}=-c_{b c}{ }^{a} e^{b} e^{b} e_{k}^{c}, \tag{1.40}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
\operatorname{det}\left(e^{a}{ }_{i}\right) \neq 0 . \tag{1.41}
\end{equation*}
$$

The transformations of the group carry the vector fields $e_{a}{ }^{i}$ and $e^{a}{ }_{j}$ into themselves, therefore, we have an invariant tetrad of contravariant vectors (1.33) and an invariant tetrad of covariant vectors (1.34) in each point, and it is possible to assign unique tetrad components to each tensor, e.g., $T^{i}{ }_{k}$

$$
\begin{equation*}
T^{i}{ }_{k}=e_{a}^{i} T^{a}{ }_{b} e_{k}^{b}, \quad T^{a}{ }_{b}=e^{a}{ }_{i} T_{k}^{i} e_{b}^{k} \tag{1.42}
\end{equation*}
$$

The invariant tensors (tensor fields going into themselves under the transformations of the group) have constant tetrad components. For example, according to Theorem 1, the tetrad components of $u_{i}$ and $\hat{h}_{i}$

$$
\begin{equation*}
u_{a}=u_{i} e_{a}^{i}, \quad \hat{h}_{a}=\hat{h}_{j} e_{a}^{i} \tag{1.43}
\end{equation*}
$$

are constant. The tetrad components of the metric

$$
\begin{equation*}
g_{a b}=e_{a}^{i} g_{i k} e_{b}^{k}, \quad g^{a b}=e_{i}^{a} g^{i k} e_{k}^{b} \tag{1.44}
\end{equation*}
$$

are constant and can be chosen to be

$$
\begin{equation*}
g_{a b}=g^{a b}=\operatorname{diag}(+1,-1,-1,-1) \tag{1.45}
\end{equation*}
$$

which fixes our tetrad up to Lorentz transformations. The metric is given by

$$
\begin{equation*}
g_{i k}=e^{a}{ }_{i} g_{a b} e^{b}{ }_{k}, \quad g^{i k}=e_{a}^{j} g^{a b} e_{b}^{k} . \tag{1.46}
\end{equation*}
$$

The Ricci rotation coefficients defined by

$$
\begin{equation*}
A_{b c}^{a}=e_{i ; k}^{a} e_{b}^{i} e_{c}^{k} \tag{1.47}
\end{equation*}
$$

are constant and are given by

$$
\begin{equation*}
A_{a b c}=-\frac{1}{2}\left(C_{b c a}+C_{c a b}-C_{a b c}\right), \tag{1.48}
\end{equation*}
$$

as one can see easily. From (1.48) follows

$$
\begin{equation*}
C_{a b c}=A_{c b a}-A_{c a b} \tag{1.49}
\end{equation*}
$$

The covariant derivative of an invariant vector is given by

$$
\begin{equation*}
v_{i ; k}=v_{a ; b} e^{a}{ }_{j} e^{b}{ }_{k} \tag{1.50}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{a ; b}=v^{f} A_{f a b} \tag{1.51}
\end{equation*}
$$

From all these, it is obvious that the EinsteinLichnerowicz equations for a homogeneous spacetime reduce to an algebraic system. This system reads as follows:

$$
\begin{gather*}
A_{a g}^{f} A^{o}{ }_{b f}-k^{f} A_{f a b} \\
=a^{2}\left(-u_{a} u_{b}+l^{2} \hat{h}_{a} \hat{h}_{b}\right)+b g_{a b},  \tag{1.52}\\
u_{a} u^{a}=1, \quad \hat{h}_{a} \hat{h}^{a}=-1, \quad u_{a} \hat{h}^{a}=0  \tag{1.53}\\
u_{a} k^{a}=0, \quad \hat{h}_{a} k^{a}=0  \tag{1.54}\\
u^{\prime} \hat{h}^{o} C_{f o a} \equiv u^{\prime} \hat{h}^{o}\left(A_{a q \rho}-A_{a f_{g}}\right)=0,  \tag{1.55}\\
\dot{u}_{a}=u^{\prime} u^{o} A_{f a g}=l^{2} \hat{h}^{\prime} \hat{h}^{o} A_{f a g} \tag{1.56}
\end{gather*}
$$

where

$$
\begin{equation*}
k_{a}=C_{f a}{ }^{\prime}=A_{f_{a}}{ }^{\prime} . \tag{1.57}
\end{equation*}
$$

These equations correspond to (1.12), (1.22), (1.19), (1.24), and (1.25), respectively. In addition to these equations, we have the Jacobi identities (1.18). In this system, we regard the constants $A_{a b c}, a^{2}$, $l^{2}, b, u_{a}, \hat{h}_{a}$, and $k_{a}$ as unknowns. We listed Eq. (1.56) separately, in spite of the fact that it is a consequence of the other equations, because it is linear in $A_{\text {abc }}$ and can be used to simplify our later calculations.

The construction of a homogeneous Lichnerowicz universe goes in two steps:
(i) Solution of the algebraic equations (1.52)(1.57), (1.18).
(ii) Explicit construction of the tetrad.

Concerning (i), we remark that, according to (1.54), we distinguish two main cases:

$$
\begin{array}{ll}
\text { Case } 1, & k_{a} \neq 0, \\
\text { Case } 2, & k_{a}=0, \tag{1.59}
\end{array}
$$

which are developed separately in the next sections.
To conclude this section, we make a technical remark concerning step (ii), which is of some use
later. Suppose we solved the algebraic equations; i.e., we know the structure constants of the group. In order to obtain the tetrads we would have to integate Eqs. (1.40). Any set of solutions satisfying (1.41) could be picked. Using different solutions only means different choice of coordinates. But, in order to obtain coordinate systems where the operations of the group "look simplest," it is useful to apply the following procedure:

Knowing the structure constants of the group, we have the commutator relations

$$
\begin{equation*}
\left(X_{a} X_{b}\right)=C_{a b}{ }^{c} X_{c}, \tag{1.60}
\end{equation*}
$$

where $X_{a}=\xi_{a}^{j}\left(\partial / \partial X^{i}\right)$ and $\left(X_{a} X_{b}\right)=X_{a} X_{b}-X_{b} X_{a}$, which correspond to (1.16). Introducing new linear operators by

$$
\begin{equation*}
Y_{b}=X_{a} A^{a}{ }_{b}, \tag{1.61}
\end{equation*}
$$

where $A^{a}{ }_{b}$ are constant and $\operatorname{det}\left(A^{a}{ }_{b}\right) \neq 0$, we get the commutator relations

$$
\begin{equation*}
\left(Y_{a} Y_{b}\right)=A^{d}{ }_{a} A^{0}{ }_{b} C_{d e}{ }^{f} A^{-1 c}{ }_{r} Y_{c}=\bar{C}_{a b}{ }^{e} Y_{c} \tag{1.62}
\end{equation*}
$$

of a group isomorphic to (1.60). By suitable choice of $A^{a}{ }_{b}$, one can arrange that $\bar{C}_{a b}{ }^{6}$ has one of the normal forms first given by Lie. ${ }^{3}$ Then integrating the corresponding equations (1.16) under the condition (1.17), one finds a set of infinitesimal generators $\eta_{a}^{i}$ of (1.62). Here, the remark that different solutions only mean different coordinates applies equally. After that, one integrates the corresponding Eqs. (1.35) under the conditions (1.36) and (1.37), and finds the invariant vectors $\bar{e}_{a}^{i}$ and [using (1.39)] the reciprocal vectors $\bar{e}^{a}{ }_{i}$ of (1.62). The reciprocal vectors of (1.60) are then finally given by

$$
\begin{equation*}
e^{a}{ }_{i}=A^{a}{ }_{b} \bar{e}^{b}{ }_{i}, \tag{1.63}
\end{equation*}
$$

as one easily sees.

## 2. ALGEBRAIC SYSTEM IN CASE $\boldsymbol{k}_{a} \neq 0$

In this case, we can choose our tetrad uniquely in such a way that $u_{i}=e^{0}{ }_{i}, \hat{h}_{i}=-e_{i}^{1}, k_{i}=-e_{i}{ }_{i}$, i.e.,

$$
\begin{equation*}
u_{a}=\delta_{a}^{0}, \quad \hat{h}_{a}=-\delta_{a}^{1}, \quad k_{a}=-\delta_{a}^{3} . \tag{2.1}
\end{equation*}
$$

Equations $k_{a}=-\delta_{a}^{3}$ imply that $k_{i} k^{i}=-1$, which is no restriction of generality, since the length of $k^{i}$ is just a constant conform factor on the metric as one easily sees. By this normalization, Eqs. (1.53) and (1.54) are automatically satisfied, and the remaining equations can be written as
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$$
\begin{gather*}
A_{{ }_{a g} A^{q}{ }_{b f}-A_{3 a b}}=a^{2}\left\{-\delta_{a}^{0} \delta_{b}^{0}+l^{2} \delta_{a}^{1} \delta_{b}^{1}\right\}+b g_{a b}, \\
A_{f a}{ }^{f}=-\delta_{a}^{3},  \tag{2.2}\\
C_{10 a}=A_{a 01}-A_{a 10}=0,  \tag{2.3}\\
\dot{u}_{a}=A_{0 a 0}=l^{2} A_{1 a 11},  \tag{2.4}\\
C_{a b 3}=A_{3 b a}-A_{3 a b}=0, a, b=0,1,2,3,  \tag{2.5}\\
C_{3 \alpha}{ }^{\varphi} C_{\varphi \beta \gamma}+C_{\alpha \beta}{ }^{\varphi} C_{\varphi 3 \gamma}+C_{\beta 3}{ }^{\varphi} C_{\varphi \alpha \gamma}=0,  \tag{2.6}\\
\alpha, \beta, \gamma, \varphi=0,1,2,
\end{gather*}
$$
\]

where (2.3) is the consequence of the normalization, (2.6) is the contracted Jacobi identity, and (2.7) are the rest of the Jacobi identities. Geometrically, (2.6) indicates that the vector field $k^{i}=k^{a} e_{a}{ }^{i}$ is hypersurface orthogonal ( $k^{f} A_{f[a b]}=0 \leftrightarrow k_{[i ; k]}=0$ ). One can replace the $C$ 's by the $A$ 's in (2.7) using (1.49).

We now proceed to set up our equations explicitly. We regard $a^{2}$ and $l^{2}$ (the parameters and the coefficients of $A_{a b c}$ ) as unknowns which satisfy the linear equations (2.3)-(2.6). The following table gives the results of this operation listing the coefficients of $A_{a b c}$ and defining our notations

| $c$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 23 | $B$ | $C$ | $1+\left(1-l^{2}\right) A$ | 0 |
| 31 | $D$ | $A$ | $-C$ | 0 |
| 12 | $E$ | 0 | 0 | $G$ |
| 10 | 0 | 0 | $F$ | $H$ |
| 20 | 0 | $-E$ | 0 | $K$ |
| 30 | $l^{2} A$ | $D$ | $-B$ | 0. |

We write now Eqs. (2.7) and (2.2) explicitly

$$
\begin{align*}
& (B-K)(E+F)=0, \quad(C+G)(E-F)=0, \\
& \left(1-2 l^{2} A\right)(E+F)=0, \quad(1+2 A)(E-F)=0, \\
& (D+H)(E+F)-(D-H)(E-F)=0,  \tag{2.9}\\
& -2 E F+2 D H-2 B K-l^{2} A=-a^{2}+b, \\
& -2 E F+2 D H+2 C G-A=a^{2} l^{2}-b, \\
& -2 E^{2}-2 B K-2 C G+\left(1-l^{2}\right) A+1=-b, \\
& \left(1+l^{2}\right) A H+B G-C K-D=0, \\
& \left(2 l^{2}-1\right) A K-C H+D G+B-K=0,  \tag{2.10}\\
& C(E-F)=0,
\end{align*}
$$

$$
\begin{gathered}
\left(2-l^{2}\right) A G-B H+D K+C+G=0 \\
B(E+F)=0 \\
E D=0 \\
2\left\{\left(l^{4}-l^{2}+1\right) A^{2}+\left(1-l^{2}\right) A\right. \\
\left.-B^{2}+C^{2}-D^{2}\right\}+1=-b
\end{gathered}
$$

The tetrad components of the acceleration and the rotation vector [see (1.25) and (1.27)] and the nonvanishing tetrad components of the shear tensor [see (1.28)] are given, respectively, by
$\dot{u}_{a}=\left[0,0,0,-l^{2} A\right]$,
$\omega_{a}=\left[0,-\frac{1}{2}(B+K),-\frac{1}{2}(D-H),-\frac{1}{2}(E+F)\right]$,

$$
\begin{align*}
& \sigma_{12}=\sigma_{21}  \tag{2.12}\\
&=\frac{1}{2}(E-F),  \tag{2.13}\\
& \sigma_{13}=\sigma_{31}=-\frac{1}{2}(D+H), \\
& \sigma_{23}=\sigma_{32}=\frac{1}{2}(B-K) .
\end{align*}
$$

## 3. ALGEBRAIC SYSTEM IN CASE $\boldsymbol{k}_{\boldsymbol{o}}=\mathbf{0}$

Using the normalization

$$
\begin{equation*}
u_{a}=\delta_{a}^{0}, \quad \hat{h}_{a}=-\delta_{a}^{1} \tag{3.1}
\end{equation*}
$$

as before, we can write the Einstein-Lichnerowicz equations in the form

$$
\begin{gather*}
A_{a g}^{f} A_{b j}^{o}=a^{2}\left\{-\delta_{a}^{0} \delta_{b}^{0}+l^{2} \delta_{a}^{1} \delta_{b}^{1}\right\}+b g_{a b},  \tag{3.2}\\
A_{f a}^{f}=0,  \tag{3.3}\\
C_{10 a}=A_{a 01}-A_{a 10}=0,  \tag{3.4}\\
\dot{u}_{a}=A_{0 a 0}=l^{2} A_{1 a 1},  \tag{3.5}\\
C_{a b}{ }^{f} C_{f c d}+C_{b c}{ }^{f} C_{f a d}+C_{c a}{ }^{f} C_{f b d}=0 . \tag{3.6}
\end{gather*}
$$

In order to fix our tetrad completely, we use the acceleration and the rotation vector [See (1.25), (1.27)]
$\dot{u}_{\mathrm{a}}=\left[0,0,-A_{200},-A_{300}\right]$,
$\omega_{c}=\left[0,-\frac{1}{2} C_{230},-\frac{1}{2} C_{510},-\frac{1}{2} C_{120}\right]$,
and the Jacobi identity

$$
\begin{equation*}
C_{12}{ }^{f} C_{f 30}+C_{23}{ }^{f} C_{f 10}+C_{31}{ }^{f} C_{f 20} \equiv 4 \dot{u}_{a} \omega^{a}=0 \tag{3.9}
\end{equation*}
$$

[Eq. (3.9) proves Theorem 4 in case $k_{a}=0$ ], and proceed as follows:

If $\dot{u}^{j} \neq 0$, then we can choose $e^{i}{ }_{3}$ in the direction of $\dot{u}^{i}$, i.e.,

$$
\begin{equation*}
A_{200}=0 \tag{3.10}
\end{equation*}
$$

and since $A_{300} \neq 0$ from (3.9), it then follows

$$
\begin{equation*}
C_{120} \equiv A_{102}-A_{201}=0 \tag{3.11}
\end{equation*}
$$

If $\dot{u}^{j}=0$, then (3.10) is satisfied and we can choose our tetrad in such a way that (3.11) holds.

Therefore, we can always assume (3.10) and (3.11) without restriction of generality, and this assumption fixes our tetrad uniquely, except in the case, where $\dot{u}_{a}=0$ holds, and $\omega^{a}$ lies in the plane of $u^{\alpha}$ and $\hat{h}^{a}$. In this special case, which in fact occurs later, we fix our tetrad by other means.

After solving the linear equations (3.3)-(3.5), (3.10), and (3.11), we have for the coefficients of $A_{\text {abc }}$ the following table:

| $\bar{c}$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $a b$ |  |  |  |  |
| 23 | $F$ | $G$ | $\left(1-l^{2}\right) A$ | 0 |
| 31 | $C$ | $A$ | $H$ | $E$ |
| 12 | $-B$ | 0 | $E$ | $K$ |
| 10 | 0 | 0 | $B$ | $M$ |
| 20 | 0 | $B$ | $D$ | $N$ |
| 30 | $l^{2} A$ | $C$ | $P$ | $-D$. |

Equations (3.6) have the form

$$
\begin{gather*}
A B=0, \\
B(C-M)=0 \\
l^{2} A E+D(C-M)=0 \\
l^{2} A(G+H)-(C-M)(F+P)=0, \\
A D-2 B(G+K)+E(C+M)=0,  \tag{3.13}\\
A(F+P)+2 B E-(G+H)(C+M)=0 \\
D(G+K)+E(F-N)=0, \\
D(G+H)+E(F+P)=0,
\end{gather*}
$$

$(F+P)(G+K)-(F-N)(G+H)=0$, and the field equations are given by

$$
\begin{aligned}
& B^{2}+D^{2}+C M+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
& B^{2}+E^{2}+C M-H K=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \\
& \quad B^{2}+G K+F N=\frac{1}{2} b, \\
& \left(l^{4}-l^{2}+1\right) A^{2}-C^{2}+F P-G H=-\frac{1}{2} b, \\
& \left(1+l^{2}\right) A M-2 D E+N H-K P=0, \\
& \left(2 l^{2}-1\right) A N+B E+C K-G M=0, \\
& \left(1-2 l^{2}\right) A D+B(G-H)-C E=0, \\
& \left(2-l^{2}\right) A K+B D+C N-F M=0, \\
& \left(2-l^{2}\right) A E-B(F+P)+C D=0, \\
& \quad-B C+D F+E G=0
\end{aligned}
$$

The tetrad components of the acceleration and the rotation vector [see (3.7) and (3.8)] and the nonvanishing tetrad components of the shear tensor [see (1.28)] are given by

$$
\begin{align*}
& \dot{u}_{\mathrm{a}}=\left[0,0,0,-l^{2} A\right],  \tag{3.15}\\
& \omega_{\mathrm{a}}=\left[0,-\frac{1}{2}(N-P),-\frac{1}{2}(C-M), 0\right],  \tag{3.16}\\
& \sigma_{12}=\sigma_{21}=-B, \quad \sigma_{13}=\sigma_{31}=-\frac{1}{2}(C+M), \\
&-\sigma_{22}=\sigma_{33}=D, \quad \sigma_{23}=\sigma_{32}=-\frac{1}{2}(N+P) . \tag{3.17}
\end{align*}
$$

The first step in finding a homogeneous Lichnerowicz universe is to solve Eqs. (2.9), (2.10), (3.13), and (3.14). These equations look very complicated at first sight, but, as we see in the next sections, one can reduce them easily to simpler systems.

## 4. DISCUSSION OF THE CASE $k_{0} \neq 0$. EQUATIONS (2.9) AND (2.10)

It follows from the equations
$\left(1-2 l^{2} A\right)(E+F)=0$ and $(1+2 A)(E-F)=0$ that

$$
\begin{equation*}
(E+F)(E-F)=0 \tag{4.1}
\end{equation*}
$$

which leads to three different possibilities,

$$
\begin{gather*}
F=E=0  \tag{4.2}\\
F=-E \neq 0  \tag{4.3}\\
F=E \neq 0 \tag{4.4}
\end{gather*}
$$

We now show that (4.4) is not possible, since, in this case, Eqs. (2.9) and (2.10) reduce to

$$
\begin{gather*}
F=E \neq 0, \quad B=0, \quad D=0, \quad H=0, \\
K=0, \quad A=\frac{1}{2 l^{2}}, \quad C=-\left[\left(2+l^{2}\right) / 2 l^{2}\right] G, \\
-\left(2 E^{2}+\frac{1}{2}\right)=-a^{2}+b,  \tag{4.5}\\
-b=\left(1 / 2 l^{2}\right)\left[2\left(2+l^{2}\right) G^{2}-4 l^{2} E^{2}+1+l^{2}\right], \\
-\left(1 / 2 l^{2}\right)\left[2\left(2+l^{2}\right) G^{2}+4 l^{2} E^{2}+1\right]=a^{2} l^{2}-b, \\
-b=\left(1 / 2 l^{4}\right)\left[\left(2+l^{2}\right)^{2} G^{2}+l^{4}+l^{2}+1\right],
\end{gather*}
$$

which are not consistent, since the last equation tells that $-b>0$, therefore $a^{2} l^{2}-b>0$, which contradicts second to the last equation.

Equations (2.9) and (2.10) reduce in the case (4.2) to the following system:

$$
\begin{aligned}
E=0, \quad F & =0 \\
2 D H-2 B K-l^{2} A & =-a^{2}+b, \\
2 C G+2 D H-A & =a^{2} l^{2}-b
\end{aligned}
$$

$$
\begin{align*}
-2 B K-2 C G+\left(1-l^{2}\right) A+1 & =-b \\
\left(1+l^{2}\right) A H+B G-C K-D & =0 \tag{4.6}
\end{align*}
$$

$$
\left(2 l^{2}-1\right) A K-C H+D G+B-K=0
$$

$$
\left(2-l^{2}\right) A G-B H+D K+C+G=0
$$

$$
2\left[\left(l^{4}-l^{2}+1\right) A^{2}+\left(1-l^{2}\right) A\right.
$$

$$
\left.-B^{2}+C^{2}-D^{2}\right]+1=-b
$$

Table (2.8) then takes the form

| $c$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $a b$ |  |  |  |  |
| 23 | $B$ | $C$ | $1+\left(1-l^{2}\right) A$ | 0 |
| 31 | $D$ | $A$ | $-C$ | 0 |
| 12 | 0 | 0 | 0 | $G$ |
| 10 | 0 | 0 | 0 | $H$ |
| 20 | 0 | 0 | 0 | $K$ |
| 30 | $l^{2} A$ | $D$ | $-B$ | 0. |

The tetrad components of the acceleration and the rotation vector [see (2.11) and (2.12)] and the nonvanishing tetrad components of the shear tensor [see (2.13)] are given, respectively, by

$$
\begin{align*}
\dot{u}_{a} & =\left[0,0,0,-l^{2} A\right],  \tag{4.8}\\
\omega_{a} & =\left[0,-\frac{1}{2}(B+K),-\frac{1}{2}(D-H), 0\right],  \tag{4.9}\\
\sigma_{13} & =\sigma_{31}=-\frac{1}{2}(D+H), \quad \sigma_{23}=\sigma_{32}=\frac{1}{2}(B-K) . \tag{4.10}
\end{align*}
$$

The commutator relations [see (1.60)] of the corresponding group are
$\left(X_{0} X_{1}\right)=\left(X_{1} X_{2}\right)=\left(X_{2} X_{0}\right)=0$,
$\left(X_{0} X_{3}\right)=-l^{2} A X_{0}$
$+(D+H) X_{1}-(B-K) X_{2}$,
$\left(X_{1} X_{8}\right)=-(D-H) X_{0}+A X_{1}-(C+G) X_{2}$,
$\left(X_{2} X_{8}\right)=(B+K) X_{0}$

$$
-(C-G) X_{1}-\left[1+\left(1-l^{2}\right) A\right] X_{2}
$$

quations (2.9) and (2.10) reduce in the case of (4.3) to the following system:

$$
\begin{gather*}
F=-E \neq 0, \quad A=-\frac{1}{2}, \\
C=D=G=H=0, \quad B=\frac{1}{2}\left(1+2 l^{2}\right) K, \\
2 E^{2}-\left(1+2 l^{2}\right) K^{2}+\frac{1}{2} l^{2}=-a^{2}+b, \\
2 E^{2}+\frac{1}{2}=a^{2} l^{2}-b,  \tag{4.12}\\
2 E^{2}+\left(1+2 l^{2}\right) K^{2}-\frac{1}{2}\left(1+l^{2}\right)=b \\
l^{4}+l^{2}+1-\left(1+2 l^{2}\right) K^{2}=-2 b .
\end{gather*}
$$

Table (2.8) then has the form

| $c$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $a b$ |  |  |  |  |
| 23 | $B$ | 0 | $\frac{1}{2}\left(1+l^{2}\right)$ | 0 |
| 31 | 0 | $-\frac{1}{2}$ | 0 | 0 |
| 12 | $E$ | 0 | 0 | 0 |
| 10 | 0 | 0 | $-E$ | 0 |
| 20 | 0 | $-E$ | 0 | $K$ |
| 30 | $-\frac{1}{2} z^{2}$ | 0 | $-B$ | 0 |

The tetrad components of the acceleration and the rotation vector [see (2.11) and (2.12)] and the nonvanishing tetrad components of the shear tensor [see (2.13)] are given, respectively, by

$$
\begin{gather*}
\dot{u}_{a}=\left[0,0,0, \frac{1}{2} l^{2}\right],  \tag{4.14}\\
\omega_{a}=\left[0,-\frac{1}{2} K, 0,0\right],  \tag{4.15}\\
\sigma_{12}=\sigma_{21}=E, \quad \sigma_{23}=\sigma_{32}=-\frac{1}{2} K . \tag{4.16}
\end{gather*}
$$

The commutator relations (1.60) of the corresponding group are given by
$\left(X_{0} X_{1}\right)=0, \quad\left(X_{1} X_{2}\right)=0, \quad\left(X_{2} X_{0}\right)=2 E X_{1}$,
$\left(X_{0} X_{3}\right)=\frac{1}{2} l^{2} X_{0} \quad-(B-K) X_{2}$,
$\left(X_{1} X_{3}\right)=-\frac{1}{2} X_{1}$,
$\left(X_{2} X_{3}\right)=(B+K) X_{0} \quad-\frac{1}{2}\left(1+l^{2}\right) X_{2}$.
[If $E \rightarrow 0$, (4.17) goes into a special case of (4.11).]
One sees from (4.8), (4.9) and (4.14), (4.15) that the equation

$$
\begin{equation*}
\dot{u}_{a} \omega^{a}=0 \tag{4.18}
\end{equation*}
$$

also holds in case $k_{a} \neq 0$ [see (3.9)], which completes the proof of Theorem 4.

One sees that Eqs. (4.12) have no solutions in case $K=0$; i.e., the cases (4.3) models always have shear and rotation and the motion of the matter is never geodesic. One finds the case $k_{a} \neq 0$ models solving Eqs. (4.6) and (4.12) in later sections.

## 5. DISCUSSION OF THE CASE $\boldsymbol{k}_{a}=0$. EQUATIONS (3.13), (3.14)

Dealing with Eqs. (3.13) and (3.14), we want to distinguish two different cases [see (3.15)].

$$
\begin{array}{ll}
\text { Nongeodesic case: } & A \neq 0, \\
\text { Geodesic case: } & A=0 . \tag{5.2}
\end{array}
$$

We now develope the equations for the nongeodesic case. We obviously have

$$
\begin{equation*}
B=0, \tag{5.3}
\end{equation*}
$$

and prove that

$$
\begin{equation*}
D=E=\mathbf{0} \tag{5.4}
\end{equation*}
$$

also hold.
Consider the following four equations:

$$
\begin{aligned}
(C-M) D+l^{2} A E & =0, \\
A D+(C+M) E & =0, \\
\left(2 l^{2}-1\right) A D+C E & =0, \\
C D+\left(2-l^{2}\right) A E & =0,
\end{aligned}
$$

as linear equations in $D$ and $E$.
If one of the determinants of this system does not vanish, our statements follow. We now show that, under the assumption (5.1), the determinants $A\left\{\left(2-l^{2}\right)(C-M)-l^{2} C\right\}, A\left\{C+\left(1-2 l^{2}\right)(C+\right.$ $M)\}, l^{2} A^{2}-C^{2}+M^{2}$, cannot vanish simultaneously, since the equations $2\left(1-l^{2}\right) C=\left(2-l^{2}\right) M$, $2\left(1-l^{2}\right) C=\left(2 l^{2}-1\right) M, l^{2} A^{2}-C^{2}+M^{2}=0$, would imply $A=0$ under the condition that $l^{2} \neq 1$, as one easily sees. Equations (3.13) and (3.14) reduce therefore, in the nongeodesic case, to the following system:

$$
\begin{gathered}
A=1, \quad B=0, \quad D=0, \quad E=0 \\
l^{2}(G+H)-(C-M)(F+P)=0 \\
(C+M)(G+H)-(F+P)=0, \\
(F-N)(G+H)-(G+K)(F+P)=0, \\
C M+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
C M-H K=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \\
G K+F N=\frac{1}{2} b, \\
\left(l^{4}-l^{2}+1\right)-C^{2}+F P-G H=-\frac{1}{2} b, \\
\left(1+l^{2}\right) M+N H-K P=0, \\
\left(2 l^{2}-1\right) N+C K-G M=0, \\
\left(2-l^{2}\right) K+C N-F M=0
\end{gathered}
$$

Table (3.12), coefficients of $A_{a b c}$, has the form

| $c$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $a b$ |  |  |  |  |
| 23 | $F$ | $G$ | $\left(1-l^{2}\right) A$ | 0 |
| 31 | $C$ | $A$ | $H$ | 0 |
| 12 | 0 | 0 | 0 | $K$ |
| 10 | 0 | 0 | 0 | $M$ |
| 20 | 0 | 0 | 0 | $N$ |
| 30 | $l^{B} A$ | $C$ | $P$ | 0. |

The tetrad components of the acceleration and the rotation vector [see (3.15) and (3.16)] and the
nonvanishing tetrad components of the shear tensor [see (3.17)] are given, respectively, by

$$
\begin{gather*}
\dot{u}_{a}=\left[0,0,0, l^{2} A\right],  \tag{5.7}\\
\omega_{a}=\left[0,-\frac{1}{2}(N-P),-\frac{1}{2}(C-M), 0\right],  \tag{5.8}\\
 \tag{5.9}\\
\quad \sigma_{13}=\sigma_{3_{1}}=-\frac{1}{2}(C+M), \\
\\
\quad \sigma_{23}=\sigma_{32}=-\frac{1}{2}(N+P) .
\end{gather*}
$$

We now want to set up the equations of the geodesic case: $A=0$. Equations (3.13) and (3.14) now read

$$
\begin{gathered}
A=0 \\
B(C-M)=0 \\
D(C-M)=0 \\
(F+P)(C-M)=0 \\
-2 B(G+K)+E(C+M)=0 \\
2 B E-(G+H)(C+M)=0 \\
D(G+K)+E(F-N)=0 \\
D(G+H)+E(F+P)=0 \\
(F+P)(G+K)-(F-N)(G+H)=0
\end{gathered}
$$

$$
B^{2}+D^{2}+C M+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b
$$

$$
B^{2}+E^{2}+C M-H K=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b
$$

$$
B^{2}+G K+F N=\frac{1}{2} b
$$

$$
C^{2}+G H-F P=\frac{1}{2} b
$$

$$
2 D E+K P-N H=0
$$

$$
B E+C K-G M=0
$$

$$
B(G-H)-C E=0
$$

$$
B D+C N-F M=0,
$$

$$
B(F+P)-C D=0
$$

$$
-B C+D F+E G=0
$$

We now show that these equations imply

$$
\begin{equation*}
B=C=M=D=E=0 . \tag{5.11}
\end{equation*}
$$

We prove this statement step by step. The first step is to show that (5.3) holds. Suppose, on the contrary,

$$
\begin{equation*}
B=1, \tag{5.12}
\end{equation*}
$$

then after trivial calculations (5.10) reduces to

$$
\begin{gathered}
A=0, \quad B=1, \quad M=C, \quad K=-H \\
C E=G-H \\
E=C(G+H)
\end{gathered}
$$

$$
\begin{gather*}
D(G-H)+E(F-N)=0, \\
D(G+H)+E(F+P)=0, \\
(F+P)(G-H)-(F-N)(G+H)=0, \\
1+D^{2}+C^{2}+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b,  \tag{5.13}\\
1+E^{2}+C^{2}+H^{2}=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \\
1-G H+F N=\frac{1}{2} b, \\
C^{2}+G H-F P=\frac{1}{2} b, \\
2 D E=H(N+P), \\
D=C(F-N), \\
F+P=C D, \\
C=D F+E G .
\end{gather*}
$$

From equations

$$
\begin{gathered}
D(G-H)+E(F-N)=0 \\
E=C(G+H), \quad \text { and } \quad D=C(F-N)
\end{gathered}
$$

it follows that

$$
\begin{aligned}
0=D(G-H) & +E(F-N) \\
& =D(G-H)+(G+H) C(F-N) \\
& =D(G-H)+D(G+H)=2 D G
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
D G=0 \tag{5.14}
\end{equation*}
$$

Multiplying equations

$$
G-H=C E, \quad E=C(G+H)
$$

by $D$, and using (5.14), we see that

$$
\begin{equation*}
D H=0, \quad D E=0 \tag{5.15}
\end{equation*}
$$

follows. Using (5.14) and (5.15), Eqs. (5.13) simplify to the system

$$
\begin{gather*}
A=0, \quad B=1, \quad M=C, \quad K=-H, \\
H=\frac{1-C^{2}}{1+C^{2}} G, \quad E=\frac{2 C G}{1+C^{2}}, \\
G(F-N)=0, \\
D G=D H=D E=0, \\
1+C^{2}+D^{2}+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
1+C^{2}+E^{2}+H^{2}=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b,  \tag{5.16}\\
1-G H+F N=\frac{1}{2} b, \\
C^{2}+G H-F P=\frac{1}{2} b, \\
H(N+P)=0, \\
F+P=C D, \\
C=D E+E G,
\end{gather*}
$$

which has no solutions, as we prove immediately:
Consider the case $C \neq 0$ and $G \neq 0$, then the relevant equations are

$$
\begin{gathered}
D=0, \quad N=F, \quad P=-F, \\
H=\frac{1-C^{2}}{1+C^{2}} G, \quad 2 G^{2}=1+C^{2}, \\
2 G^{2}-F^{2}=-\frac{1}{2} a^{2}+\frac{1}{2} b, \quad \text { and } \quad G^{2}+F^{2}=\frac{1}{2} b
\end{gathered}
$$

Using (1.11), it follows, from the last two equations, that $\left(\mathrm{X} p / c^{2}\right)=\frac{1}{2} a^{2}-b=-3 G^{2}<0$, which contradicts $\boldsymbol{p} \geq 0$.

Consider the case $C \neq 0, G=0$. The relevant equations are then

$$
\begin{gathered}
C \neq 0, \quad G=0, \quad H=0, \quad E=0, \\
1+C^{2}+D^{2}+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
1+F N=\frac{1}{2} b, \quad C^{2}-F P=\frac{1}{2} b, \\
F+P=C D, \quad C=D F .
\end{gathered}
$$

Using the last two equations to eliminate $C$ and $P$, we are left with the following equations:

$$
\begin{gathered}
1+D^{2}\left(1+F^{2}\right)+\left(D^{2}-1\right) F N=-\frac{1}{2} a^{2}+b, \\
1+F N=\frac{1}{2} b, \quad F^{2}=\frac{1}{2} b .
\end{gathered}
$$

From the last two equations, we see that $F N=$ $F^{2}-1$; therefore we have the equations

$$
2\left(1+D^{2} F^{2}\right)-F^{2}=-\frac{1}{2} a^{2}+\frac{1}{2} b, \quad \frac{1}{2} b=F^{2},
$$

and the argument with the negative pressure applies.

Consider the case $C=0, G \neq 0$. The relevant equations are then

$$
\begin{gathered}
C=0, \quad H=G \neq 0, \quad D=0, \\
E=0, \quad N=F, \quad P=-F \\
1-F^{2}=-\frac{1}{2} a^{2}+\frac{1}{2} b, \quad 1+F^{2}=\frac{1}{2} b,
\end{gathered}
$$

and the argument with the negative pressure applies.

Consider the case $C=0, G=0$. The relevant equations are
$C=0, \quad G=0, \quad H=0, \quad E=0, \quad P=-F$, $1+D^{2}-F N=-\frac{1}{2} a^{2}+\frac{1}{2} b, \quad 1+F N=\frac{1}{2} b$,
and the argument with the negative pressure applies, which completes the first step in proving (5.11).

In order to prove

$$
\begin{equation*}
C=0 \tag{5.17}
\end{equation*}
$$

we consider (5.10) under the assumption

$$
\begin{equation*}
B=0, \quad C=1 \tag{5.18}
\end{equation*}
$$

Equations (5.10) read

$$
\begin{gather*}
A=0, \quad B=0, \quad C=1, \quad D=0, \\
E=0, \quad M \neq 0, \quad K=G M, \quad N=F M, \\
(F+P)(1-M)=0, \quad(G+H)(1+M)=0, \\
(F+P)(1+M) G-(G+H)(1-M) F=0, \\
F H-G P=0, \quad M(1+F P)=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
M(1-G H)=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \quad M\left(F^{2}+G^{2}\right)=\frac{1}{2} b, \\
1+G H-F P=\frac{1}{2} b . \tag{5.19}
\end{gather*}
$$

We distinguish now the three different cases

$$
M=1, \quad M=-1, \quad M \neq-1,0,+1
$$

If $M=1$, the relevant equations are $H=-G$,

$$
\begin{aligned}
& G(F+P)=0, \quad 1+F P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
& F^{2}+G^{2}=\frac{1}{2} b, \quad 1-G^{2}-F P=\frac{1}{2} b .
\end{aligned}
$$

If $G \neq 0$ then $P=-F$ and

$$
1-F^{2}=-\frac{1}{2} a^{2}+\frac{1}{2} b, \quad F^{2}+G^{2}=\frac{1}{2} b
$$

and the argument with the negative pressure applies.
If $G=0$, then the relevant equations are

$$
1+F P=-\frac{1}{2} a^{2}+\frac{1}{2} b \quad \text { and } \quad 1-F P=\frac{1}{2} b,
$$

and the argument with the negative pressure applies, therefore the possibility of $M=1$ is excluded.

If $M=-1$, the relevant equations are

$$
\begin{gathered}
P=-F, \quad F(G+H)=0 \\
F^{2}-1=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
-\left(F^{2}+G^{2}\right)=\frac{1}{2} b, \\
G H-1=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \\
F^{2}=\frac{1}{2} b .
\end{gathered}
$$

If $F \neq 0$ then $H=-G$, and the relevant equations are $-\left(1+G^{2}\right)=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b,-\left(F^{2}+G^{2}\right)=$ $\frac{1}{2} b$, which lead to the impossible equation

$$
\frac{1}{2} a^{2} l^{2}=-\left(1+F^{2}+2 G^{2}\right)
$$

If $F=0$ then

$$
\begin{gathered}
-1=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
G H-1=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \quad G H+1=\frac{1}{2} b,
\end{gathered}
$$ and therefore

$$
\begin{gathered}
G H=-\frac{1}{2} a^{2}+b=-\chi p / c^{2} \leq 0 \\
2 G H=\frac{1}{2} a^{2} l^{2}>0
\end{gathered}
$$

should hold simultaneously, which is not possible.
The case $M \neq-1,0,+1$ is easily excluded. The relevant equations are
$P=-F, \quad H=-G, \quad M\left(1-F^{2}\right)=-\frac{1}{2} a^{2}+\frac{1}{2} b$, $M\left(1+G^{2}\right)=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \quad M\left(F^{2}+G^{2}\right)=\frac{1}{2} b$.
Therefore

$$
\begin{gathered}
M\left(1+G^{2}\right)=-\frac{1}{2} a^{2}+b=-\chi p / c^{2}<0 \\
M\left(1+F^{2}+2 G^{2}\right)=\frac{1}{2} a^{2} l^{2}>0
\end{gathered}
$$

i.e., $M<0$ and $M>0$ should hold simultaneously, which completes the second step in proving (5.11).

To prove that

$$
\begin{equation*}
M=0 \tag{5.20}
\end{equation*}
$$

is now very easy, since the assumptions

$$
B=C=0, \quad M=1
$$

applied to (5.10) leads to the equations

$$
\begin{gathered}
C=0, \quad D=0, \quad P=-F=0, \\
E=0, \quad H=-G=0, \quad-\frac{1}{2} a^{2}+\frac{1}{2} b=0, \\
\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b=0, \quad \frac{1}{2} b=0,
\end{gathered}
$$

which violate the conditions

$$
a^{2}>0, \quad p \geq 0
$$

We are left now to show that the assumptions

$$
\begin{equation*}
D=0, \quad E=0 \tag{5.21}
\end{equation*}
$$

can be made without restriction of generality.
First we point out that in case

$$
\begin{equation*}
A=C=M=0 \tag{5.22}
\end{equation*}
$$

our tetrad is not fixed, since the acceleration vector vanishes and the rotation vector lies in the plane spanned by the velocity and the magnetic vectors [see (5.7) and (5.8)]. We therefore have the freedom to perform rotations in the $2-3$ plane, i.e., make Lorentz transformations of the form

$$
\mathcal{S}_{b}^{a}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{5.23}\\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \varphi & \sin \varphi \\
0 & 0 & -\sin \varphi & \cos \varphi
\end{array}\right]
$$

on the tetrad components of our tensors.
Note: Whenever in this paper we exhibit a matrix it is understood that the first or upper index denotes the row and the other the column.

For example, we can apply (5.23) to $A_{a b c}$ :

$$
\begin{equation*}
\tilde{A}_{a b c}=A_{d o f} \mathcal{L}^{d}{ }_{a} \mathcal{L}^{f}{ }_{b} \mathcal{L}^{f}{ }_{c}, \tag{5.24}
\end{equation*}
$$

and try to simplify them.

Using (5.22), Table (3.12) takes the form

| $C$ | 0 | 1 | 2 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 23 |  | $F$ | $G$ | 0 | 0 |
| 31 | 0 | 0 | $H$ | $E$ |  |
| 12 | 0 | 0 | $E$ | $K$ |  |
| 10 | 0 | 0 | 0 | 0 |  |
| 20 | 0 | 0 | $D$ | $N$ |  |
| 30 | 0 | 0 | $P$ | $-D$. |  |

The Jacobi identities [see (5.10)]

$$
\begin{aligned}
& D(G+K)+E(F-N)=0, \\
& D(G+H)+E(F+P)=0,
\end{aligned}
$$

give the equation

$$
\begin{equation*}
D(K-H)+E(N+P)=0 \tag{5.26}
\end{equation*}
$$

It is very easy to see that the transformed $\tilde{A}_{\text {abe }}$ has the same table of coefficients as (5.25) with $\sim$ on the top of the corresponding letters, and, in particular, it holds for

$$
\begin{align*}
& \tilde{E}=E \cos 2 \varphi+\frac{1}{2}(H-K) \sin 2 \varphi  \tag{5.27}\\
& \tilde{D}=D \cos 2 \varphi-\frac{1}{2}(N+P) \sin 2 \varphi .
\end{align*}
$$

If $E=0, D=0$ should already hold, then we do not have to do anything (i.e., choose $\varphi=0$ ).
If $E=0$ while $D \neq 0$, then $H-K=0$ follows from (5.26), and $\widetilde{E}=E=0$ from (5.27), i.e., $E=0$ is invariant under (5.27), and $\varphi$ can be chosen in such a way that $\tilde{D}=0$ holds.

If $D E \neq 0$, then we choose $\varphi$ such that either $\cot 2 \varphi=-(H-K) / 2 E$ or $\cot 2 \varphi=(N+P) / 2 D$ hold, but according to (5.26), these two choices are identical, i.e., we can always arrange that

$$
\widetilde{D}=0, \quad \widetilde{E}=0
$$

hold, in other words, assumption (5.21) can always be made without restriction of generality. This remark finishes the proof of (5.11), and using it we can reduce (5.10) to the following system:

$$
\begin{gather*}
A=0, \quad B=0, \quad C=0, \\
M=0, \quad D=0, \quad E=0, \\
(F+P)(G+K)-(F-N)(G+H)=0,  \tag{5.28}\\
N H-K P=0, \quad N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
-H K=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \quad G K+F N=\frac{1}{2} b, \\
G(K-H)+F(N+P)=0,
\end{gather*}
$$

which is really simple.

Table (3.12) reduces to

| $c$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a b$ | 0 | 1 | 2 | 3 |
| 23 | $F$ | $G$ | 0 | 0 |
| 31 | 0 | 0 | $H$ | 0 |
| 12 | 0 | 0 | 0 | $K$ |
| 10 | 0 | 0 | 0 | 0 |
| 20 | 0 | 0 | 0 | $N$ |
| 30 | 0 | 0 | $P$ | 0 |

The tetrad components of the rotation vector [see (3.16)] and the nonvanishing tetrad components of the shear tensor [see (3.17)] are given, respectively, by

$$
\begin{gather*}
\omega_{a}=\left[0,-\frac{1}{2}(N-P), 0,0\right]  \tag{5.30}\\
\sigma_{23}=\sigma_{32}=-\frac{1}{2}(N+P) \tag{5.31}
\end{gather*}
$$

The commutator relations of the corresponding group are

$$
\begin{align*}
& \left(X_{2} X_{3}\right)=(N-P) X_{0}+(H+K) X_{1}, \\
& \left(X_{3} X_{1}\right)=(G+K) X_{2}, \\
& \left(X_{1} X_{2}\right)=(G+H) X_{3},  \tag{5.32}\\
& \left(X_{1} X_{0}\right)=0 \\
& \left(X_{2} X_{2}\right)=-(F+P) X_{3}, \\
& \left(X_{3} X_{0}\right)=(F-N) X_{2}
\end{align*}
$$

Our algebraic problem for finding homogeneous Lichnerowicz universes is finally reduced to the solution of Eqs. (4.6), (4.12), (5.5), and (5.28), which we discuss in the next sections.

## 6. SOLUTION OF THE EQUATIONS (4.6). CASE $k_{a} \neq 0$, ABELIAN SUBCASE

Equations (4.6) can still be simplified. To this end we look into the following three equations:

$$
\begin{gather*}
2 D H-2 B K-l^{2} A=-a^{2}+b \\
-2 D H-2 C G+A=-a^{2} l^{2}+b  \tag{6.1}\\
2 B K+2 C G-\left(1-l^{2}\right) A=b+1
\end{gather*}
$$

By adding these equations, we obtain

$$
\begin{equation*}
b=\frac{1}{3}\left[a^{2}\left(1+l^{2}\right)-1\right], \tag{6.2}
\end{equation*}
$$

which we can use instead of the third equation. The first two equations can be written in the form

$$
\begin{gathered}
-l^{2} A-2 K B+2 H D+\frac{1}{3} a^{2}\left(2-l^{2}\right)=-\frac{1}{3} \\
A-2 G C-2 H D-\frac{1}{3} a^{2}\left(1-2 l^{2}\right)=-\frac{1}{3}
\end{gathered}
$$

or, equivalently,

$$
\begin{align*}
& \frac{1}{2}\left(1-l^{2}\right) A-K B-G C \\
& \quad+\frac{1}{6} a^{2}\left(1+l^{2}\right)=-\frac{1}{3}  \tag{6.3}\\
& \left(l^{4}-l^{2}+1\right) A+\left(2 l^{2}-1\right) K B-\left(2-l^{2}\right) G C \\
& -\left(1+l^{2}\right) H D=-\frac{1}{2}\left(1-l^{2}\right) \tag{6.4}
\end{align*}
$$

and the rest of (4.6) has the form

$$
\begin{array}{r}
\left(1+l^{2}\right) H A+G B-K C-D=0, \\
\left(2 l^{2}-1\right) K A+B-H C+G D=K, \\
\left(2-l^{2}\right) G A-H B+C+K D=-G, \\
\left(l^{4}-l^{2}+1\right) A^{2}+\left(1-l^{2}\right) A-B^{2}+C^{2} \\
-D^{2}+\frac{1}{6} a^{2}\left(1+l^{2}\right)=-\frac{1}{3} . \tag{6.8}
\end{array}
$$

Multiplying (6.3), (6.4), (6.5), (6.6), and (6.7) by $1, A, D,-B$, and $C$, respectively, and summing up we obtain (6.8). This means that (6.8) is a consequence of the other equations, therefore (4.6) is equivalent to the following system:

$$
\frac{1}{2} a^{2}-b=\frac{1}{6}\left\{a^{2}\left(1-2 l^{2}\right)+2\right\}=\left(\chi p / c^{2}\right) \quad(\geq 0)
$$ [see (1.11)],

$$
\begin{align*}
& \frac{1}{6} a^{2}\left(1+l^{2}\right) \\
& \quad=-\frac{1}{2}\left(1-l^{2}\right) A+K B+G C-\frac{1}{3} \quad(>0) \\
& \left(l^{4}-l^{2}+1\right) A+\left(2 l^{2}-1\right) K B-\left(2-l^{2}\right) G C \\
& \quad-\left(1+l^{2}\right) H D=-\frac{1}{2}\left(1-l^{2}\right), \\
& \quad\left(1+l^{2}\right) H A+G B-K C-D=0,  \tag{6.9}\\
& \left(2 l^{2}-1\right) K A+B-H C+G D=K, \\
& \left(2-l^{2}\right) G A-H B+C+K D=-G .
\end{align*}
$$

The form of the equations suggests the following procedure: Regard $l^{2}, G, H, K$ as parameters, solve the four linear equations for $A, B, C, D$, and substitute into the first equation to obtain $a^{2}$ and $p$ as functions of the parameters, which have certain ranges of variation subject to conditions

$$
\begin{equation*}
l^{2}<1, \quad a^{2}>0, \quad \text { and } \quad p \geq 0 \tag{6.10}
\end{equation*}
$$

Instead of carrying out these elementary, but tedious calculations, we remark that the general solution is a four parametric family of homogeneous Riemann spaces allowing (4.11) as group of motions, where the parameters are subject to the conditions (6.10). Equations (4.8), (4.9), and (4.10) show that, in these models, the motion of the matter is no geodesic, in general there are rotation and shear present.

Naturally, one can obtain easily explicit solutions for special values of the parameters. For example, take

$$
\begin{equation*}
K=0, \quad G=0 \tag{6.11}
\end{equation*}
$$

A solution of (6.9) is immediately

$$
\begin{gather*}
B=C=0, \\
A=-\left[a^{2}\left(1+l^{2}\right)+2\right] / 3\left(1-l^{2}\right) \quad(<0), \\
D=\left(1+l^{2}\right) H A, \quad K=G=0,  \tag{6.12}\\
H^{2}=\frac{\left(l^{4}-l^{2}+1\right) A+\frac{1}{2}\left(1-l^{2}\right)}{\left(1+l^{2}\right)^{2} A} \\
\equiv \frac{\left(1+l^{2}\right) A-a^{2}\left(1-l^{2}\right)}{4\left(1+l^{2}\right) A} \quad(>0),
\end{gather*}
$$

where the expressions of $A$ and $H^{2}$ are manifestly negative or positive, respectively. Using (1.11) we see that

$$
\begin{gather*}
\chi r f=a^{2}\left(1-l^{2}\right), \quad \chi \mu|h|^{2}=a^{2} l^{2},  \tag{6.13}\\
\\
\chi p / c^{2}=\frac{1}{6}\left[a^{2}\left(1-2 l^{2}\right)+2\right],
\end{gather*}
$$

where the parameters $a^{2}$ and $l^{2}$ are subject to the conditions
$a^{2} \neq 0, \quad l^{2}<1, \quad a^{2}\left(1-2 l^{2}\right) \geq-2$,
corresponding to (6.10).
The tetrad components of the acceleration and the rotation vector [see (4.8) and (4.9)] and the nonvanishing tetrad components of the shear tensor [see (4.10)] are, respectively, given by

$$
\begin{align*}
\dot{u}_{a} & =\left[0,0,0, l^{2} A\right],  \tag{6.15}\\
\omega_{a} & =\left[0,0,-\frac{1}{2}(D-H), 0\right],  \tag{6.16}\\
\sigma_{13} & =\sigma_{31}=-\frac{1}{2}(D+H) . \tag{6.17}
\end{align*}
$$

One sees from (6.12), (6.15), (6.16), and (6.17) that, if $l^{2} \neq 0$, the motion of the matter is nongeodesic, and rotation and shear are always present, and if $l^{2}=0$, the motion of the matter is geodesic, and we have a solution with dust and $\Lambda$ term, or fluid under pressure (the sign of the $\Lambda$ term allows both interpretations) given in Ref. 2. Formula (4.14) of Ref. 2 contains all the groups characterized by $k_{a} \neq 0$, which allows solutions with dust and $\Lambda$ term.

The group of this solution is given by [see (4.11)]

$$
\begin{align*}
& \left(X_{0} X_{1}\right)=\left(X_{1} X_{2}\right)=\left(X_{2} X_{0}\right)=0, \\
& \left(X_{0} X_{3}\right)=-l^{2} A X_{0}+(D+H) X_{1},  \tag{6.18}\\
& \left(X_{1} X_{3}\right)=-(D-H) X_{0}+A X_{1}, \\
& \left(X_{2} X_{3}\right)=-\left[1+\left(1-l^{2}\right) A\right] X_{2}, \tag{6.27}
\end{align*}
$$

where we introduced the notation

$$
\lambda_{2}=-\left[1+\left(1-l^{2}\right) A\right]
$$

Following the lines indicated in Sec. 1, we find the infinitesimal generators of (6.26) to be given by

$$
\eta_{a}^{i}=\left(\begin{array}{cccc}
1 & 0 & 0 & \lambda_{0} x^{0}  \tag{6.28}\\
0 & 1 & 0 & \lambda_{1} x^{1} \\
0 & 0 & 1 & \lambda_{2} x^{2} \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and the invariant vectors of (6.27) are given by

$$
\bar{e}^{i}{ }_{a}\left(\begin{array}{cccc}
e^{\lambda_{0} x^{z}} & 0 & 0 & 0  \tag{6.29}\\
0 & e^{\lambda_{1} x^{3}} & 0 & 0 \\
0 & 0 & e^{\lambda_{2} x^{2}} & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

[integrating (1.35), we used $X_{0}^{k}=(0,0,0,0)$ in (1.37)]. The reciprocal vectors of (6.26) are then

$$
\tilde{e}_{j}^{a}=\left[\begin{array}{cccc}
e^{-\lambda_{0} x^{2}} & 0 & 0 & 0  \tag{6.30}\\
0 & e^{-\lambda_{1} x^{3}} & 0 & 0 \\
0 & 0 & e^{-\lambda_{2} x^{2}} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

[see (1.39)]. The reciprocal vectors of (6.18) are then finally given according to (1.63), (6.25), and (6.30) by the following expressions:

$$
e_{j}^{a}=\left(\begin{array}{cccc}
e^{-\lambda_{0} x^{x}} & e^{-\lambda_{1} x^{z}} & 0 & 0  \tag{6.31}\\
\nu_{0} e^{-\lambda_{0} x^{x}} & \nu_{1} e^{-\lambda_{1} x^{x}} & 0 & 0 \\
0 & 0 & e^{-\lambda_{3} x^{x}} & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and the line element has the form

$$
\begin{align*}
d s^{2}= & \left(1-\nu_{0}^{2}\right) e^{-2 \lambda_{0} x^{4}}\left(d x^{0}\right)^{2} \\
& +2\left(1-\nu_{0} \nu_{1}\right) e^{\left(1-l^{2}\right) \Delta x^{4}} d x^{0} d x^{1} \\
& +\left(1-\nu_{1}^{2}\right) e^{-2 \lambda_{1} x^{0}}\left(d x^{1}\right)^{2}-e^{-2 \lambda_{1} x^{7}}\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2} \tag{6.32}
\end{align*}
$$

$$
\begin{equation*}
u_{i}=\left(e^{-\lambda_{0} x^{2}}, e^{-\lambda_{1} x^{2}}, 0,0\right) \tag{6.33}
\end{equation*}
$$

$$
\begin{equation*}
\hat{h}_{i}=\left(\nu_{0} e^{-\lambda_{0} x^{3}}, \nu_{1} e^{-\lambda_{\mathrm{i}} x^{x}}, 0,0\right) \tag{6.34}
\end{equation*}
$$

and the scalars are given by (6.12) and (6.13).
Instead of (6.31), we want now to choose another set of reciprocal vectors for (6.18), i.e., we go into another coördinate system. Substituting into (1.40), one easily sees that the following set of vectors are indeed reciprocal vectors of (6.18):
$e_{i}^{\sigma}=\left(\begin{array}{cccc}1 & -q e^{-\lambda_{1} x^{\circ}} & 0 & -l^{2} A x^{0} \\ 0 & e^{-\lambda_{1} x^{\prime}} & 0 & (D+H) x^{0} \\ 0 & 0 & e^{-\lambda_{2} x^{*}} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$,
where

$$
\begin{equation*}
q=\left(l^{2} A+\lambda_{0}\right) /(D+H) \tag{6.36}
\end{equation*}
$$

The line element in this coördinate system has the following form:

$$
\begin{align*}
d s^{2}=(d t & \left.-q e^{-\lambda_{1} x^{3}} d x^{1}-l^{2} A t d x^{3}\right)^{2} \\
& -\left(e^{-\lambda_{1} x^{0}} d x^{1}+(D+H) t d x^{3}\right)^{2} \\
& -e^{-2 \lambda_{3} x^{3}}\left(d x^{2}\right)^{2}-\left(d x^{3}\right)^{2}, \tag{6.37}
\end{align*}
$$

where

$$
\begin{equation*}
t=x^{0} \quad \text { and } \quad u^{i}=\delta_{0}^{j} \tag{6.38}
\end{equation*}
$$

The significance of this choice is the following. Expression (6.37) is of the following form:

$$
\begin{align*}
& d s^{2}= {[d t+} \\
&\left.p_{\alpha}(t) e^{\alpha}{ }_{\mu}\left(x^{\lambda}\right) d x^{\mu}\right]^{2}  \tag{6.39}\\
& \quad-e^{\alpha}{ }_{\mu}\left(x^{\lambda}\right) \gamma_{\alpha \beta}(t) e_{\nu}^{\beta}\left(x^{\lambda}\right) d x^{\mu} d x^{\nu}, \\
& \alpha, \beta, \cdots ; \mu, \nu, \lambda, \cdots=1,2,3, \cdots,
\end{align*}
$$

where the covariant vectors $e^{\alpha}{ }_{u}$ satisfy the equations

$$
\begin{equation*}
e_{\mu, \nu}^{\alpha}-e^{\alpha}{ }_{v, \mu}=-c_{\beta_{\gamma}}{ }^{\alpha} e^{\beta}{ }_{\mu} e^{\gamma}{ }_{\nu} \tag{6.40}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
\operatorname{det}\left(e_{\mu}^{\alpha}\right) \neq 0, \tag{6.41}
\end{equation*}
$$

i.e., they are reciprocal vectors of some three-parametric group acting simply transitively in some three-dimensional hypersurfaces and

$$
\begin{equation*}
u^{i}=\delta_{0}{ }^{j}, \quad u_{i}=\left[1, p_{\alpha}(t) e_{\mu}^{\alpha}\left(x^{\lambda}\right)\right] . \tag{6.42}
\end{equation*}
$$

Elementary calculations show that, in case (6.37), we have the following expressions:

$$
\begin{equation*}
p_{\alpha}=\left(-q, 0,-l^{2} A t\right) \tag{6.43}
\end{equation*}
$$

$$
-\gamma_{\alpha \beta}(t)=\left[\begin{array}{ccc}
1 & 0 & (D+H) t \\
0 & 1 & 0 \\
(D+H) t & 0 & 1+(D+H)^{2} t^{2}
\end{array}\right]
$$

$$
e_{\mu}^{\alpha}=\left(\begin{array}{ccc}
e^{-\lambda_{1} x^{2}} & 0 & 0  \tag{6.44}\\
0 & e^{-\lambda_{2} x^{2}} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and the group in question is given by
$\left(X_{1} X_{2}\right)=0, \quad\left(X_{1} X_{3}\right)=\lambda_{1} X_{1}, \quad\left(X_{2} X_{3}\right)=\lambda_{2} X_{2}$.

If $l^{2}=0, u_{i}$ is geodesic and we have our dust solution as indicated.

Instead of looking into solutions at random, we ask whether we can find solutions which, in some intrinsic sense, are the simplest. Can we find solutions where the motion of the fluid is geodesic and shear free, i.e., can we find solutions of (6.9) under the condition

$$
\begin{equation*}
\dot{u}_{a}=0, \quad \sigma_{a b}=0 \tag{6.47}
\end{equation*}
$$

or under the assumption that

$$
\begin{equation*}
A=0, \quad H=-D, \quad K=B \tag{6.48}
\end{equation*}
$$

[see (4.8) and (4.10)]. The answer to this question is affirmative, and we construct this solution explicitly, proving with it a part of Theorem 5.

Using (6.48), we see that (6.9) reduces to the following system:

$$
\begin{gathered}
\frac{\chi p}{c^{2}}=\frac{1}{6}\left[a^{2}\left(1-2 l^{2}\right)+2\right] \\
\cdot^{\frac{1}{6}} a^{2}\left(1+l^{2}\right)=B^{2}+C G-\frac{1}{3} \quad(>0) \\
D=-B(C-G), \quad D(C+G)=0 \\
C+G=-2 B D
\end{gathered}
$$

$$
\left(1-2 l^{2}\right) B^{2}+\left(2-l^{2}\right) C G
$$

$$
+\left(1+l^{2}\right) D^{2}=\frac{1}{2}\left(1-l^{2}\right)
$$

We remark that

$$
\begin{equation*}
B \neq 0 \tag{6.50}
\end{equation*}
$$

must hold, since $B=0$ implies $G=-C$ and therefore $\frac{t^{2}}{2}\left(1+l^{2}\right)=-\left(C^{2}+\frac{1}{3}\right)(>0)$, which is not possible, therefore, it follows from the second line of (6.49) that

$$
\begin{equation*}
D=C=G=0 . \tag{6.51}
\end{equation*}
$$

The solution of the remaining equations is readily given by
$B^{2}=\frac{1-l^{2}}{2\left(1-2 l^{2}\right)}, \quad a^{2}=\frac{1}{1-2 l^{2}}(>0), \quad \frac{\chi p}{c^{2}}=\frac{1}{2}$.

Using (1.11), (4.9), and (4.11), we see that $\chi r f=\frac{1-l^{2}}{1-2 l^{2}}, \quad \chi \mu|h|^{2}=\frac{l^{2}}{1-2 l^{2}}, \quad \frac{\chi p}{c^{2}}=\frac{1}{2}$,

$$
\begin{equation*}
\omega_{a}=(0,-B, 0,0), \tag{6.54}
\end{equation*}
$$

$\left(X_{0} X_{1}\right)=\left(X_{1} X_{2}\right)=\left(X_{2} X_{0}\right)=0$,
$\left(X_{0} X_{3}\right)=0, \quad\left(X_{1} X_{3}\right)=0, \quad\left(X_{2} X_{3}\right)=2 B X_{0}-X_{3}$, and the parameter $l^{2}$ is subject to the condition

$$
\begin{equation*}
l^{2}<\frac{1}{2} . \tag{6.56}
\end{equation*}
$$

Repeating the procedure explained in Sec. 1 and demonstrated on the previous example, we can easily construct the line element. Using the new operators

$$
\begin{gather*}
Y_{0}=X_{0}, \quad Y_{1}=X_{1},  \tag{6.57}\\
Y_{2}=X_{0}-\frac{1}{2 B} X_{2}, \quad Y_{3}=X_{3}
\end{gather*}
$$

we see that (6.55) is isomorphic to

$$
\begin{gather*}
\left(Y_{0} Y_{1}\right)=\left(Y_{1} Y_{2}\right)=\left(Y_{2} Y_{0}\right)=0  \tag{6.58}\\
\left(Y_{2} Y_{3}\right)=0,\left(Y_{1} Y_{3}\right)=0,\left(Y_{2} Y_{3}\right)=-Y_{2} .
\end{gather*}
$$

The infinitesimal generators of (6.58) are given by

$$
\eta^{i}{ }_{a}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{6.59}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & -x^{2} \\
0 & 0 & 0 & 1
\end{array}\right)
$$

the reciprocal vectors of (6.55) are

$$
e_{i}^{a}=\left(\begin{array}{cccc}
1 & 0 & e^{z^{x}} & 0  \tag{6.60}\\
0 & 1 & 0 & 0 \\
0 & 0 & -\frac{e^{x^{x}}}{2 B} & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

the line element is

$$
\begin{align*}
d s^{2} & =\left(d x^{0}+e^{x^{2}} d x^{2}\right)^{2} \\
& -(1 / 4 B)^{2} e^{2 x^{2}}\left(d x^{2}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{8}\right)^{2} \tag{6.61}
\end{align*}
$$

and

$$
\begin{equation*}
u^{i}=\delta_{0}{ }^{i}, \quad \hat{h}^{i}=\delta_{1}{ }^{i} . \tag{6.62}
\end{equation*}
$$

If $l^{2}=0$ then $B^{2}=\frac{1}{2}$, and we have
$d s^{2}=\left(d x^{0}+e^{z^{2}} d x^{2}\right)^{2}$

$$
\begin{equation*}
-\frac{1}{2} e^{2 x^{2}}\left(d x^{2}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{3}\right)^{2}, \tag{6.63}
\end{equation*}
$$

which is Gödel's line element as expected. ${ }^{4}$

[^132]Integrating the Killing equations

$$
\begin{equation*}
g_{i k, 1} \xi^{l}+g_{l k} \xi_{, i}^{l}+g_{i l} \xi_{, k}^{l}=0 \tag{6.64}
\end{equation*}
$$

for (6.61), we find, in addition to (6.59), a fifth Killing vector

$$
\eta_{4}^{i}=\left[\begin{array}{c}
-4 B^{2} e^{-x^{3}}  \tag{6.65}\\
0 \\
2 B^{2} e^{-2 x^{3}}-\frac{1}{2}\left(x^{2}\right)^{2} \\
x^{2}
\end{array}\right]
$$

exactly as in Gödel's case. The five parametric maximal group of (6.61) is given by
$\left(Y_{0} Y_{1}\right)=\left(Y_{1} Y_{2}\right)=\left(Y_{2} Y_{0}\right)=0$,
$\left(Y_{0} Y_{3}\right)=0, \quad\left(Y_{1} Y_{3}\right)=0, \quad\left(Y_{2} Y_{3}\right)=-Y_{2}$,
$\left(Y_{0} Y_{4}\right)=0, \quad\left(Y_{1} Y_{4}\right)=0$,
$\left(Y_{2} Y_{4}\right)=Y_{3}, \quad\left(Y_{3} Y_{4}\right)=-Y_{4}$.

## 7. SOLUTION OF THE EQUATIONS (4.12). CASE $k_{a} \neq 0$ NON-ABELIAN SUBCASE

After trivial manipulations, we see that the solution of (4.12) is given by

$$
\begin{gather*}
A=-\frac{1}{2}, \quad B=\frac{1}{2}\left(2 l^{2}+1\right) K, \\
C=D=G=H=0, \\
E^{2}=\frac{1}{16}\left[2 a^{2}\left(2 l^{2}-1\right)-1\right] \quad(\geq 0), \\
\left(2 l^{2}+1\right) K^{2}=\frac{1}{2}\left[a^{2}+\frac{1}{2}\left(2 l^{2}+1\right)\right], \\
b=\frac{1}{8}\left[2 a^{2}\left(2 l^{2}+1\right)-3\right] . \tag{7.1}
\end{gather*}
$$

Using (1.11) we see that

$$
\begin{equation*}
\chi p / c^{2}=\frac{1}{2} a^{2}-b=\frac{1}{8}\left[3-2 a^{2}\left(1-2 l^{2}\right)\right], \tag{7.2}
\end{equation*}
$$

which gives the following ranges for the parameters $a^{2}$ and $l^{2}$ :
$a^{2}>\frac{1}{2}$,
$\frac{1}{2}\left(1+1 / 2 a^{2}\right)<l^{2}<\inf \left\{1, \frac{1}{2}\left(1+3 / 2 a^{2}\right)\right\}$.
We introduce the new parameter $s$ by

$$
\begin{equation*}
l^{2}+\frac{1}{2}=s \tag{7.4}
\end{equation*}
$$

Conditions (7.3) then read
$a^{2}>\frac{1}{2}$,
$\left(1+1 / 4 a^{2}\right)<s<\inf \left\{\left(1+\frac{1}{2}\right),\left(1+3 / 4 a^{2}\right)\right\}$.
From (4.17) and (7.4), it follows that the groups of these solutions are given by
$\left(X_{0} X_{1}\right)=0, \quad\left(X_{1} X_{2}\right)=0, \quad\left(X_{2} X_{0}\right)=2 E X_{1}$,
$\left(X_{0} X_{3}\right)=\frac{1}{2}\left(s-\frac{1}{2}\right) X_{0}-(B-K) X_{2}$,
$\left(X_{1} X_{3}\right)=-\frac{1}{2} X_{1}$,
$\left(X_{2} X_{3}\right)=(B+K) X_{0}-\frac{1}{2}\left(s+\frac{1}{2}\right) X_{2}$,
where

$$
\begin{gather*}
E=\frac{1}{4}\left[4 a^{2}(s-1)-1\right]^{\frac{1}{2}},  \tag{7.7}\\
\left.K=\frac{1}{2}\left[\left(a^{2}+s\right) / s\right)\right]^{\frac{1}{2}}, \quad B=s K,
\end{gather*}
$$

[see (7.1) and (7.4)], and using (1.11), we see that

$$
\begin{gather*}
\chi r f=a^{2}\left(\frac{3}{2}-s\right), \quad \chi_{\mu}|h|^{2}=a^{2}\left(s-\frac{1}{2}\right),  \tag{7.8}\\
\chi p / c^{2}=\frac{1}{8}\left[3-4 a^{2}(s-1)\right],
\end{gather*}
$$

where the parameters $a^{2}$ and $s$ are subject to (7.5).
From (4.8), (4.9), and (4.10), it follows that, in these models, the motion of the matter is never geodesic, and shear and rotation are always present.

The commutator relations (7.6) give a two-parametric family of groups of types I, II, and III. ${ }^{5}$ We give the line element explicitly in case of type I; i.e., if the roots of the characteristic polynomial

$$
\begin{align*}
& {\left[\lambda-\frac{1}{2}\left(s-\frac{1}{2}\right)\right]\left[\lambda+\frac{1}{2}\left(s+\frac{1}{2}\right)\right]} \\
& \quad+B^{2}-K^{2}=0 \tag{7.9}
\end{align*}
$$

given by
$\lambda_{0}=-\frac{1}{4}+\frac{1}{2}\left\{1-[(s+1)(s-1) / s] a^{2}\right\}^{\frac{1}{2}}$,
$\lambda_{2}=-\frac{1}{4}-\frac{1}{2}\left\{1-[(s+1)(s-1) / s] a^{2}\right\}^{\frac{1}{2}}$
are real and different.
Repeating the procedure explained in Sec. 1 and demonstrated on an explicit example in Sec. 6, we can easily construct the line element.

Using the new operators

$$
\begin{array}{ll}
Y_{0}=X_{0}+\nu_{0} X_{2}, & Y_{1}=X_{1},  \tag{7.11}\\
Y_{2}=X_{0}+\nu_{2} X_{2}, & Y_{3}=X_{3},
\end{array}
$$

where

$$
\begin{align*}
& \nu_{0}=\left[\lambda_{0}-\frac{1}{2}\left(s-\frac{1}{2}\right)\right] /(B+K),  \tag{7.12}\\
& \nu_{2}=\left[\lambda_{2}-\frac{1}{2}\left(s-\frac{1}{2}\right)\right] /(B+K),
\end{align*}
$$

we see that (7.6) is isomorphic to

$$
\begin{align*}
& \left(Y_{0} Y_{1}\right)=0, \quad\left(Y_{1} Y_{2}\right)=0, \\
& \left(Y_{2} Y_{0}\right)=-2 E\left(\nu_{0}-\nu_{2}\right) Y_{1},  \tag{7.13}\\
& \left(Y_{0} Y_{3}\right)=\lambda_{0} Y_{0}, \quad\left(Y_{1} Y_{3}\right)=-\frac{1}{2} Y_{1}, \\
& \left(Y_{2} Y_{3}\right)=\lambda_{2} Y_{2} .
\end{align*}
$$

[^133]The infinitesimal generators of (7.13) are given by

$$
\eta^{i}{ }_{a}=\left(\begin{array}{cccc}
1 & 0 & 0 & \lambda_{0} x^{0}  \tag{7.14}\\
0 & 1 & 2 E\left(\nu_{0}-\nu_{2}\right) x^{0} & \lambda_{1} x^{1} \\
0 & 0 & 1 & \lambda_{2} x^{2} \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

The reciprocal vectors of (7.6) are given by

$$
e_{i}^{a}=\left[\begin{array}{cccc}
e^{-\lambda_{0} x^{3}} & 0 & e^{-\lambda_{2} x^{3}} & 0  \tag{7.15}\\
-2 E\left(\nu_{0}-\nu_{2}\right) x^{2} e^{\frac{1 x^{3}}{}{ }^{3}} & e^{x^{x^{3}}} & 0 & 0 \\
\nu_{0} e^{-\lambda_{0} x^{3}} & 0 & \nu_{2} e^{-\lambda_{2} x^{3}} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and the line element takes the form

$$
\begin{align*}
& d s^{2}=\left(1-\nu_{0}^{2}\right) e^{-2 \lambda_{0} x^{3}}\left(d x^{0}\right)^{2} \\
&+ 2\left(1-\nu_{0} \nu_{2}\right) e^{\frac{x^{x}}{x}} d x^{0} d x^{3}+\left(1-\nu_{2}^{2}\right) e^{-2 \lambda_{2} x^{3}}\left(d x^{2}\right)^{2} \\
& \quad-\left[-2 E\left(\nu_{0}-\nu_{2}\right) x^{2} e^{\frac{1}{2} x^{3}} d x^{0}+e^{\frac{1 x^{3}}{}} d x^{1}\right]^{2}-\left(d x^{3}\right)^{2}, \tag{7.16}
\end{align*}
$$

$$
\begin{equation*}
\hat{h}_{j}=\left[-2 E\left(\nu_{0}-\nu_{2}\right) x^{2} e^{\frac{1 x^{2}}{}}, e^{\frac{3 x^{x}}{}}, 0,0\right] . \tag{7.17}
\end{equation*}
$$

The line element (7.16) goes to a line element of Sec. 6 if $E \rightarrow 0$. This is already obvious from (4.11) and (4.17).

## 8. SOLUTION OF THE EQUATIONS (5.5). CASE $k_{a}=0$ NON-GEODESIC SUBCASE

Looking at the Jacobi identity, part of Eqs. (5.5), i.e., into the equations

$$
\begin{align*}
l^{2}(G+H)-(C-M)(F+P) & =0 \\
(C+M)(G+H)-(F+P) & =0  \tag{8.1}\\
(F-N)(G+H)-(G+K)(F+P) & =0
\end{align*}
$$

we see that there are two possibilities,

$$
\begin{array}{ll}
G+H=0, & F+P=0 \\
G+H \neq 0, & F+P \neq 0 \tag{8.3}
\end{array}
$$

We want to develop the corresponding equations separately. In case (8.2), Eqs. (5.5) reduce to the following system:

$$
\begin{gather*}
A=1, \quad B=0, \quad D=0,  \tag{8.4a}\\
E=0, \quad H=-G, \quad P=-F, \\
C M-F N=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
-C M-G K=-\frac{1}{2} a^{2} l^{2}+\frac{1}{2} b, \tag{8.4b}
\end{gather*}
$$

$$
\begin{array}{r}
G K+F N=\frac{1}{2} b, \\
F K+\left(1+l^{2}\right) M-G N=0, \\
-C K+G M+\left(1-2 l^{2}\right) N=0, \\
\left(2-l^{2}\right) K-F M+C N=0, \\
l^{4}-l^{2}+1-C^{2}-F^{2}+G^{2}=-\frac{1}{2} b . \tag{8.4d}
\end{array}
$$

In case (8.3), Eqs. (5.5) take the form

$$
\begin{gather*}
l^{2}=(C+M)(C-M) \quad(\neq 0),  \tag{8.5a}\\
F+P=(G+H)(C+M) \quad(\neq 0),  \tag{8.5b}\\
F-N=(G+K)(C+M),  \tag{8.5c}\\
C M+N P=-\frac{1}{2} a^{2}+\frac{1}{2} b, \\
C M-H K=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \\
G K+F N=\frac{1}{2} b, \\
l^{4}-l^{2}+1-C^{2}+F P-G H=-\frac{1}{2} b,  \tag{8.5d}\\
\left(1+l^{2}\right) M+N H-K P=0, \\
\left(2 l^{2}-1\right) N+C K-G M=0, \\
\left(2-l^{2}\right) K+C N-F M=0
\end{gather*}
$$

We now solve Eqs. (8.4). By summing Eqs. (8.4b), we obtain

$$
\begin{equation*}
b=\frac{1}{3} a^{2}\left(1+l^{2}\right), \tag{8.6}
\end{equation*}
$$

which can be used instead of, say, the third equation. The other two take the form

$$
\begin{align*}
& C M-F N=-\frac{1}{6} a^{2}\left(2-l^{2}\right)  \tag{8.7}\\
& C M+G K=-\frac{1}{6} a^{2}\left(1-2 l^{2}\right)
\end{align*}
$$

Equations (8.4b) can be replaced by (8.6) and (8.7). From (1.11) and (8.6) follows

$$
\begin{equation*}
\frac{\chi p}{c^{2}}=\frac{1}{2} a^{2}-b=\frac{1}{6} a^{2}\left(1-2 l^{2}\right) \quad(\geq 0) ; \tag{8.8}
\end{equation*}
$$

therefore

$$
\begin{equation*}
l^{2} \leq \frac{1}{2} \tag{8.9}
\end{equation*}
$$

must hold.
The determinant $d$ of (8.4c), considered as linear equations or the unknowns $K, M$, and $N$, is given by $d=\left(1+l^{2}\right) C^{2}+\left(2-l^{2}\right) G^{2}$

$$
\begin{equation*}
+\left(1-2 l^{2}\right)\left[F^{2}+\left(1+l^{2}\right)\left(2-l^{2}\right)\right] \tag{8.10}
\end{equation*}
$$

therefore $d \geq 0$ holds [see (8.9)].
If $d>0$, we have $K=M=N=0$, which implies $a^{2}=0$ via (8.7), therefore we have to assume that

$$
\begin{equation*}
d=0 \tag{8.11}
\end{equation*}
$$

holds. Using (8.10), we see that (8.11) requires

$$
\begin{equation*}
C=0, \quad G=0, \quad l^{2}=\frac{1}{2} . \tag{8.12}
\end{equation*}
$$

Using all that, Eqs. (8.4) simplify to the following system:

$$
\begin{gather*}
A=1, \quad B=C=D=E=G=H=0, \\
P=-F, \quad l^{2}=\frac{1}{2}, \quad \chi p / c^{2}=0,  \tag{8.18}\\
F N=\frac{1}{4} a^{2}, \quad F^{2}=\frac{1}{4}\left(a^{2}+3\right),  \tag{8.13}\\
F K+\frac{3}{2} M=0, \quad \frac{3}{2} K-F M=0 . \tag{8.19}
\end{gather*}
$$

The last two equations imply

$$
\begin{equation*}
K=M=0 \tag{8.14}
\end{equation*}
$$

Collecting our results, we can say that the nonvanishing components of $A_{a b o}$ [see (5.6)] are given by

$$
\begin{gather*}
A=1, \quad F=-P=\frac{1}{2}\left(a^{2}+3\right)^{\frac{1}{4}},  \tag{8.15}\\
N=\frac{1}{2} a^{2}\left(a^{2}+3\right)^{-\frac{3}{2}} .
\end{gather*}
$$

Using (1.11) we see that
$\chi r f=\frac{1}{2} a^{2}, \quad \chi p / c^{2}=0, \quad \chi_{\mu}|h|^{2}=\frac{1}{2} a^{2}$.

$$
e_{i}^{a}=\left[\begin{array}{cccc}
e^{3 x^{2}} \cos \frac{1}{2} \beta x^{8} & 0 & e^{4 x^{2}} \sin \frac{1}{2} \beta x^{3} & 0  \tag{8.16}\\
0 & e^{-x^{*}} & 0 & 0 \\
\frac{\beta}{2(F+N)} e^{\frac{3 x^{2}}{}} \sin \frac{1}{2} \beta x^{8} & 0 & -\frac{\beta}{4(F+N)} e^{\frac{3}{2} x^{4}} \cos \frac{1}{2} \beta x^{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and the line element has the form

$$
\begin{align*}
d s^{2}=e^{x^{2}}\left[\left(\cos \frac{1}{2} \beta x^{3} d x^{0}+\sin \frac{1}{2} \beta x^{3} d x^{2}\right)^{2}-\frac{\beta^{2}}{4(F+N)^{2}}\right. & \left.\left(\sin \frac{1}{2} \beta x^{3} d x^{0}-\cos ^{\frac{1}{3}} \beta x^{3} d x^{2}\right)^{2}\right] \\
& -e^{-2 x^{2}}\left(d x^{1}\right)^{2}-\left(d x^{3}\right)^{2}, \tag{8.22}
\end{align*}
$$

where

$$
\begin{equation*}
\beta^{2}=4\left(F^{2}-N^{2}\right) . \tag{8.23}
\end{equation*}
$$

Using the notations

$$
\begin{array}{r}
\lambda_{0}=-\frac{1}{2}+\frac{1}{2} i \beta, \quad \lambda_{2}=-\frac{1}{2}-\frac{1}{2} i \beta \\
\nu_{0}=\frac{\frac{1}{2}+\lambda_{0}}{F+N}, \quad \nu_{2}=\frac{\frac{1}{2}+\lambda_{2}}{F+N},  \tag{8.27}\\
z^{0}=\frac{1}{2}\left(x^{0}+i x^{2}\right), \quad z^{2}=\frac{1}{2}\left(x^{0}-i x^{2}\right),
\end{array}
$$

we can write (8.22) in the following form:

$$
\begin{align*}
d s^{2}=(1- & \left.\nu_{0}^{2}\right) e^{-2 \lambda_{0} x^{x}}\left(d z^{0}\right)^{2}  \tag{8.28}\\
& +2\left(1-\nu_{0} \nu_{2}\right) e^{-\left(\lambda_{0}+\lambda_{\rho}\right) x^{x}} d z^{0} d z^{2} \\
& +\left(1-\nu_{2}^{2}\right) e^{-2 \lambda_{g} x^{x}}\left(d z^{2}\right)^{2} \\
& -e^{-2 x^{x}}\left(d x^{1}\right)^{2}-\left(d x^{3}\right)^{2} . \tag{8.26}
\end{align*}
$$

The tetrad components of the acceleration, the rotation vector [see (5.7) and (5.8)], and the nonvanishing tetrad components of the shear tensor are given, respectively, by

$$
\begin{align*}
\dot{u}_{a} & =\left[0,0,0, \frac{1}{2}\right],  \tag{8.17}\\
\omega_{a} & =\left[0,-\frac{2 a^{2}+3}{4\left(a^{2}+3\right)^{\frac{1}{2}}}, 0,0\right], \\
& \sigma_{23}=\sigma_{32}=\frac{3}{4}\left(a^{2}+3\right)^{-4} .
\end{align*}
$$

This model therefore always has shear and rotation. The commutator relations of the corresponding group are given by

$$
\begin{align*}
& \left(X_{0} X_{1}\right)=\left(X_{1} X_{2}\right)=\left(X_{2} X_{0}\right)=0, \\
& \left(X_{0} X_{3}\right)=-\frac{1}{2} X_{0}-(F-N) X_{2},  \tag{8.20}\\
& \left(X_{1} X_{3}\right)=X_{1} \\
& \left(X_{2} X_{3}\right)=(F+N) X_{0}-\frac{1}{2} X_{2},
\end{align*}
$$

where $F$ and $N$ are given by (8.15).
Substituting into (1.40), one sees that a set of reciprocal vectors of (8.20) is given by

The formal similarity to (6.32) is the consequence of the "formal" similarity between (6.18) and (8.20).

If $a^{2}=0$, then

$$
\begin{gathered}
\beta=\sqrt{3}, \quad F=\frac{1}{2} \sqrt{3}, \quad N=0, \\
\lambda_{0}=-\frac{1}{2}+i \frac{1}{2} \sqrt{3}, \quad \lambda_{2}=-\frac{1}{2}-i \frac{1}{2} \sqrt{3}, \\
\nu_{0}=i, \quad \nu_{2}=-i,
\end{gathered}
$$

and we have Petrov's type I vacuum solution ${ }^{6}$

$$
\begin{aligned}
d s^{2}=2 e^{-2 \lambda_{0} x^{0}}\left(d z^{0}\right)^{2} & -e^{-2 x^{1}}\left(d x^{1}\right)^{2} \\
& +2 e^{-2 \lambda_{s} x^{2}}\left(d z^{2}\right)^{2}-\left(d x^{3}\right)^{2}
\end{aligned}
$$

[see Ref. 2 Eq. (6.20)].
The line element (8.22) gives all the solutions

[^134]corresponding to Eqs. (8.4). Concerning Eqs. (8.5), we remark that it has no "simple" solutions-if it has a solution at all. Looking at Eqs. (5.8) and (5.9), one sees that the vanishing of shear or the vanishing of rotation would require
\[

$$
\begin{equation*}
(C+M)=0 \quad \text { or } \quad(C-M)=0, \tag{8.29}
\end{equation*}
$$

\]

respectively, which contradicts (8.5a).

## 9. SOLUTION OF THE EQUATIONS (5.28). CASE $\boldsymbol{k}_{a}=0$, GEODESIC SUBCASE

To find the solutions of (5.28) is not hard at all. In this case, the motion is always geodesic and we only give all the shear-free solutions in order to prove Theorem 5. Using (5.31) one sees that the shear-free condition requires

$$
\begin{equation*}
P=-N \tag{9.1}
\end{equation*}
$$

[Equations (5.28) have no solutions with vanishing rotation, a fact easily obtained by using (5.30).] We remark that

$$
\begin{equation*}
N \neq 0 \tag{9.2}
\end{equation*}
$$

must hold, otherwise $\frac{1}{2} a^{2}=b$ would follow, and [via (1.11)] the condition $p \geq 0$ would be violated.

Using (9.1) and (9.2), Eqs. (5.28) can be reduced to the following system

$$
\begin{gather*}
A=B=C=D=E=M=0, \\
P=-N, \quad K=-H, \quad H(F-N)=0,  \tag{9.3}\\
G H=0, \quad N^{2}=\frac{1}{2} a^{2}-\frac{1}{2} b, \\
H^{2}=\frac{1}{2} a^{2} l^{2}-\frac{1}{2} b, \quad F N=\frac{1}{2} b,
\end{gather*}
$$

and we have to find all solutions of this system.
We distinguish two cases

$$
\begin{align*}
& H=0  \tag{9.4}\\
& H \neq 0 \tag{9.5}
\end{align*}
$$

In case (9.4), we have the following solution:

$$
\begin{equation*}
A=B=C=D=E=H=K=0, \tag{9.6}
\end{equation*}
$$

$G$ arbitrary, $\quad b=a^{2} l^{2}, \quad P=-N$,
$N=a\left[\frac{1}{2}(1-l)^{2}\right]^{\frac{3}{3}}, \quad F=a l^{2} /\left[2\left(1-l^{2}\right)\right]^{\frac{3}{2}}$.
Using (1.11), we have

$$
\begin{equation*}
\chi r f=a^{2}\left(1-l^{2}\right), \frac{\chi p}{c^{2}}=\frac{1}{2} a^{2}\left(1-2 l^{2}\right), \chi_{\mu}|h|^{2}=a^{2} l^{2} \tag{9.7}
\end{equation*}
$$

$$
\begin{equation*}
l^{2} \leq \frac{1}{2}, \quad a\left[\frac{1}{2}(1-l)^{2}\right]^{\frac{1}{2}} \tag{9.8}
\end{equation*}
$$

and from (5.30) it follows that

$$
\begin{equation*}
\omega_{a}=\left[0,-a\left[\frac{1}{2}(1-l)^{2}\right]^{\frac{1}{2}}, 0,0\right), \tag{9.9}
\end{equation*}
$$

and the corresponding group is given by [see (5.32)]

$$
\begin{align*}
& \left(X_{2} X_{3}\right)=a\left[2\left(1-l^{2}\right)\right]^{\frac{1}{2}} X_{0}, \\
& \left(X_{3} X_{0}\right)=-\frac{a\left(1-2 l^{2}\right)}{\left[2\left(1-l^{2}\right)\right]^{\frac{1}{2}}} X_{2},  \tag{9.10}\\
& \left(X_{0} X_{2}\right)=-\frac{a\left(1-2 l^{2}\right)}{\left[2\left(1-l^{2}\right)\right]^{\frac{1}{2}}} X_{3},
\end{align*}
$$

$\left(X_{0} X_{1}\right)=0, \quad\left(X_{1} X_{2}\right)=G X_{3}, \quad\left(X_{3} X_{1}\right)=G X_{2}$.
In case (9.5), we have the following solution:

$$
A=B=C=D=G=M=0,
$$

$$
\begin{equation*}
K=-H, \quad N=F, \quad P=-F \tag{9.11}
\end{equation*}
$$

$F=\frac{1}{2} a, \quad H=\frac{1}{2} a\left(2 l^{2}-1\right)^{\frac{1}{2}}, \quad l^{2} \geq \frac{1}{2}$.
Using (1.11), we have
$\chi r f=a^{2}\left(1-l^{2}\right), \quad \chi p / c^{2}=0, \quad \chi \mu|h|^{2}=a^{2} l^{2} ;$
from (5.30), it follows that

$$
\begin{equation*}
\omega_{a}=\left(0,-\frac{1}{2} a, 0,0\right), \tag{9.13}
\end{equation*}
$$

and the corresponding group is given by [see (5.32)]
$\left(X_{2} X_{3}\right)=a X_{0}, \quad\left(X_{3} X_{0}\right)=0$,
$\left(X_{0} X_{2}\right)=0, \quad\left(X_{0} X_{1}\right)=0$,
$\left(X_{1} X_{2}\right)=\frac{1}{2} a\left(2 l^{2}-1\right)^{\frac{1}{2}} X_{3}$,
$\left(X_{3} X_{1}\right)=-\frac{1}{2} a\left(2 l^{2}-1\right)^{\frac{2}{2}} X_{2}$.
We now give the line elements corresponding to (9.10) and (9.14). By substituting into Eqs. (1.40), one sees that

$$
a_{i}=\frac{1}{a\left(1-2 l^{2}\right)^{\frac{1}{2}}}\left[\begin{array}{cccc}
1 & 0 & e^{x^{x}} & 0  \tag{9.15}\\
0 & 1 & 0 & 0 \\
0 & 0 & (1 / 2 B) e^{x^{3}} \cos \tau & \sin \tau \\
0 & 0 & (1 / 2 B) e^{z^{3}} \sin \tau & -\cos \tau
\end{array}\right]
$$

where

$$
\begin{align*}
B= & {\left[\left(1-l^{2}\right) / 2\left(1-2 l^{2}\right)\right]^{\frac{1}{2}}, \quad l^{2}<\frac{1}{2}, }  \tag{9.16}\\
& \tau=-\left(x^{0} / 2 B\right)+\left[G x^{1} / a\left(1-2 l^{2}\right)^{\frac{1}{2}}\right] ; \tag{9.17}
\end{align*}
$$

and

$$
e_{i}^{a}=\left[\begin{array}{cccc}
1 & 0 & -a x^{3} & 0  \tag{9.18}\\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} e^{-\lambda x^{2}} & \frac{1}{\sqrt{2}} e^{\lambda x^{2}} \\
0 & 0 & -\frac{1}{\sqrt{2}} e^{-\lambda x^{2}} & \frac{1}{\sqrt{2}} e^{\lambda x^{2}}
\end{array}\right],
$$

where

$$
\begin{equation*}
\lambda=\frac{1}{2} a\left(2 l^{2}-1\right)^{\frac{1}{2}}, \quad l^{2} \geq \frac{1}{2} \tag{9.19}
\end{equation*}
$$

are a set of reciprocal vectors corresponding to (9.10) and (9.14), respectively. The line elements are then given by

$$
\begin{aligned}
d s^{2} & =\left[1 / a^{2}\left(1-2 l^{2}\right)\right]\left[\left(d x^{0}+e^{x^{3}} d x^{2}\right)^{2}\right. \\
& \left.-\left(1 / 4 B^{2}\right) e^{2 x^{x}}\left(d x^{2}\right)^{2}-\left(d x^{1}\right)^{2}-\left(d x^{3}\right)^{2}\right],
\end{aligned}
$$

$$
l^{2}<\frac{1}{2}
$$

$$
\begin{align*}
d s^{2} & =\left(d x^{0}-a x^{3} d x^{2}\right)^{2}-\left(d x^{1}\right)^{2}  \tag{9.20}\\
& -e^{-2 \lambda x^{2}}\left(d x^{2}\right)^{2}-e^{2 \lambda x^{2}}\left(d x^{3}\right)^{2}, \quad l^{2} \geq \frac{1}{2} . \tag{9.21}
\end{align*}
$$

The line element (9.20) coincides with (6.61), that is because the maximal group (6.66) of (6.61) is
five parametric having a four-parametric subgroup belonging to the case $k_{a}=0$, therefore, the appearance of (9.20) is natural. The maximal group of (9.21) is (9.14), as one easily sees by integrating the relevant Killing equations.

## ACKNOWLEDGMENTS

The author is indebted to Professor A. Lichnerowicz and Professor W. Rindler for discussions.

This work was supported in part by the National Aeronautics and Space Administration under Grant No. NSG 269-62, by the Air Force Office of Scientific Research, Office of Aerospace Research, United States Air Force under Grant No. AF-AFOSR-90365, and the Office of Naval Research under Grant No. N00014-66-C0169-A03.

# Twistor Algebra 

R. Penrose<br>Department of Mathematics, Birkbeck College, London, England

(Received 16 May 1966)


#### Abstract

A new type of algebra for Minkowski space-time is described, in terms of which it is possible to express any conformally covariant or Poincare covariant operation. The elements of the algebra (twistors) are combined according to tensor-type rules, but they differ from tensors or spinors in that they describe locational properties in addition to directional ones. The representation of a null line by a pair of two-component spinors, one of which defines the direction of the line and the other, its moment about the origin, gives the simplest type of twistor, with four complex components. The rules for generating other types of twistor are then determined by the geometry. One-index twistors define a four-dimensional, four-valued ("spinor") representation of the (restricted) conformal group. For the Poincaré group a skew-symmetric metric twistor is introduced. Twistor space defines a complex projective three-space $C$, which gives an alternative picture equivalent to the Minkowski space-time $M$ (which must be completed by a null cone at infinity). Points in $C$ represent null lines or "complexified" null lines in $M$; lines in $C$ represent real or complex points in $M$ (so $M$, when complexified, is the Klein representation of $C$. Conformal transformations of $M$, including space and time reversals (and complex conjugation) are discussed in detail in twistor terms. A theorem of Kerr is described which shows that the complex analytic surfaces in $C$ define the shear-free null congruences in the real space $M$. Twistors are used to derive new theorems about the real geometry of $M$. The general twistor description of physical fields is left to a later paper.


## I. INTRODUCTION

IN the study of Lorentz covariant local field theories, field quantities (with spin) are normally described by vectors, tensors, or, more generally, by spinors, all finite-dimensional representations of the Lorentz group ${ }^{1}$ being expressible in terms of spinors (vectors and tensors being regarded as effectively special cases). A local (restricted) Lorentz transformation then takes the form

$$
\begin{equation*}
\psi_{E}^{A} \cdots G^{\prime} \cdots, \psi_{Q}^{M} \cdots S^{\prime} \cdots t_{M}^{A} \cdots \bar{l}_{S^{\prime}}^{G^{\prime}} t^{(-1) Q} \cdots i_{E}^{(-1) V^{\prime}} \tag{1.1}
\end{equation*}
$$

$\left(t_{M}^{A}\right)$ being a complex unimodular ( $2 \times 2$ ) matrix, with inverse $\left(t^{(-1) A}\right)$. Except where general relativity is involved, normally it is further required that physical quantities be suitably covariant under the full Poincare group. ${ }^{1}$ However, this covariance is expressed (locally) in a totally different way from the local Lorentz covariance. Whereas the dependence on space-time direction is expressed algebraically [cf., (1.1)], the dependence on position is described by differential equations (so that the analog

[^135]of (1.1) involves integrals). The invariance of all expressions under the translation
\[

$$
\begin{equation*}
x^{i} \rightarrow x^{i}+a^{i} \tag{1.2}
\end{equation*}
$$

\]

is generally ensured by the fact that the (Minkowskian) coordinates $x^{i}$ must, themselves, never enter into the field equations explicitly, only the operators $\partial / \partial x^{i}$ being permitted to occur.

It is curious that the invariance under two types of transformation (1.1) and (1.2), each of which simply refers to symmetries of the Minkowski space-time, should find mathematical expression in so different a way. This is, moreover, not just a property of a difference in group structure between the translation and rotation elements of the Poincaré group, but rather a consequence of what is meant by a local field theory. In fact, mathematical formalisms do exist ${ }^{2}$ in which all the Poincaré transformations are represented according to an algebraic "tensor type" law similar to (1.1). It is the purpose of the present paper to exhibit and discuss in some detail one such formalism, the basic elements of which are re-

[^136]ferred to here as twistors. It will turn out that the twistor algebra will have the same type of universality, in relation to the conformal group, ${ }^{1}$ that the well-known and highly effective two-component spinor algebra of van der Waerden ${ }^{3}$ has, in relation to the Lorentz group. Twistors are, in fact, the "spinors" which are relevant to the six-dimensional space whose (pseudo-) rotation group is isomorphic with the conformal group of ordinary Minkowski space-time. ${ }^{4}$ The simplest (non-scalar) twistors constitute a four-dimensional, four-valued representation of the restricted conformal group ${ }^{5}$ (eight-dimensional if reflections are included). The general twistor is then a many-index quantity constructible from the above basic twistors by means of the usual "tensor type" rules. Any finite-dimensional representation of the conformal group is thus expressible as a direct sum of twistor representations. ${ }^{4}$

The emphasis here will be on the geometrical aspects of twistors. It will, in fact, be possible to give a fairly complete geometrical picture of twistors and of their basic operations. Ordinary space-time concepts can then be translated into twistor terms. However, the geometrical expressions of the most immediate twistor concepts have a somewhat nonlocal character. Thus, the primary geometrical object will not be a point in Minkowski space-time, but rather a null straight line or, more generally, a twisting congruence of null lines. Points do, in fact, emerge, but only at a secondary stage. (It also turns out that a natural description of physical fields in twistor terms is given by quantities having a nonlocal space-time interpretation.) However, any vector, tensor, or spinor operation can be translated into twistor terms, if desired, and vice versa.

All the basic operations of the formalism are conformally invariant. This is of relevance in the study of zero rest-mass fields, since, for each spin, the free-field equations are all effectively conformally invariant. ${ }^{6,7}$ This latter fact has particular impor-

[^137]tance in the asymptotic analysis of such fields, ${ }^{7}$ and it would appear that a "manifestly conformally invariant" formalism should be valuable to this type of analysis. Furthermore, although the presence of mass breaks conformal invariance, the conformal group appears to have relevance as an approximate symmetry in very high energy physics. ${ }^{8}$ When the energies of the particles are high enough, their rest masses can be neglected.

However, the applicability of the twistor formalism is not restricted to situations in which the conformal group is relevant. Since the Poincaré group is a subgroup of the conformal group, it follows that Poincaré covariant operations can be expressed in twistor terms. It merely becomes necessary to introduce a fixed (skew-symmetric) "metric twistor" $I^{\alpha \beta}$ which singles out a particular Minkowski structure (consistent with the given conformal structure). By including operations involving $I^{\alpha \beta}$ with the basic twistor operations, a formalism invariant under the Poincaré group is obtained, in terms of which, any Poincare covariant operation is, in principle, expressible. Furthermore, by making slightly different alternative choices for $I^{\alpha \beta}$, the corresponding formalisms for a class of space-times including the de Sitter and Einstein cosmologies are obtained.

Perhaps the most obvious drawback of the twistor formalism, however, from the point of view of a possible fundamental applicability in physics, is that it is so tied to the idea of a conformally flat background space-time, that it is difficult to conceive of how to incorporate the formalism (as it stands) completely into general relativity. It is not impossible that some modification of twistor algebra might be applicable to general curved background spacetimes. Indeed, some of the basic ideas of the formalism, namely those concerning the null line congruences (cf., the results of Robinson and Kerr referred to in Sec. VIII) have, as their origins, some researches into general relativity. However, any such modification would have to be of a different order from the comparatively straightforward adaption of spinor algebra into general relativity. ${ }^{9}$ The point of view one must apparently take, is that whereas the vector-tensor-spinor algebra refers to the im-

[^138]mediate neighborhood of a "point" in space-time, the twistor algebra refers to a more extended "nonlocal" region. It seems to be mathematically more difficult to piece together such regions into a curved space-time, than to build a space-time out of points.

Finally, one of the most important initial motivations for considering a formalism of this kind should be briefly mentioned, although implications of this idea are not discussed in this paper. It concerns possible applications to quantum field theory. One of the most significant quantum mechanical operations is the splitting of field amplitudes into their positive and negative frequency parts. Although this is generally expressed in terms of Fourier transforms, there is the alternative description in terms of singularity-free analytic extensions into the upper or lower complex half-planes. ${ }^{10}$ In the present formalism, the idea is to use this second approach and to combine it with global properties of complexified Minkowski space-time. Similarly to the way that the real axis divides the complex plane into two disconnected halves, the space of "null" twistors (describing real Minkowskian null lines) divides twistor space into two disconnected halves, namely the "right-handed" and the "left-handed" twistors (which may be thought of as describing "complexified" null lines).

Free fields of zero rest mass and arbitrary spin can be described particularly conveniently in twistor terms. Moreover, it turns out that they can be generated in a remarkably simple way as contour integrals of arbitrary analytic functions defined in twistor space. (A null field is generated when the contour surrounds a simple pole of the function. This leads to a certain generalization of a theorem of Robinson. ${ }^{11}$ ) If the relevant singularities of this function are associated with one half, rather than the other, of the twistor space, this ensures that the field is of (say) positive frequency. Other properties of zero rest-mass fields also find a natural expression in twistor terms, notably the interrelation with certain types of potential fields ${ }^{7}$ and the structure of their total energy-momentum-angular-momentum (which give ten of the fifteen components of a trace-free "Hermitian" twistor $E_{\beta}^{\alpha}$ ). The discussion of these matters is left to a later paper.

Care has been taken here to illustrate that twistor algebra is not merely an abstract formalism, but that the algebraic operations have well-defined mean-

[^139]ings in terms of space-time geometry. For whether or not twistors have a significant role to play in future physical theory, the results so far obtained suggest strongly that the formalism ought at least to be thoroughly explored from both geometric and analytic points of view.

## II. TWISTORS AND NULL LINES

As a starting point for the geometrical description of a twistor, consider a null straight line $L$ in Minkowski space-time $M$. Choose a set of Minkowski coordinates ${ }^{12}\left(x^{i}\right)$ for $M$ with origin $O$. Let $l^{i}$ be the position vector of some point $P$ on $L$ and let $n^{i}$ be a future-pointing tangent vector to $L$ (see Fig. 1). If we wish to assign a set of coordinates to the line $L$, we may do this (Plücker-Grassmann coordinates) by selecting $n^{i}$ and the moment

$$
\begin{equation*}
m^{i j}=l^{i} n^{i}-n^{i} l^{i} \tag{2.1}
\end{equation*}
$$

of the vector $n^{i}$ (acting at $P$ ) about $O$. Then, the ratios of the ten quantitites ( $n^{i}, m^{i j}$ ) will uniquely define $L$. (Note that this is independent of the choice of $P$ on $L$.) This is, however, a highly redundant representation. In addition to the requirement here that $n^{i}$ be null

$$
\begin{equation*}
n^{i} n_{i}=0 \tag{2.2}
\end{equation*}
$$

there are the consistency relations for (2.1)

$$
\begin{equation*}
\epsilon_{i j k l} m^{i f} n^{k}=0 \tag{2.3}
\end{equation*}
$$

[and also $\epsilon_{i j k l} m^{i j} m^{k l}=0$, which is implied by (2.3)]. Equation (2.3) in fact represents just three independent conditions which, together with (2.2), reduce the set of nine ratios in $\left(n^{i}, m^{i j}\right)$ to just five independent real numbers. This is consistent with

Fig. 1. The representation of a null line.


[^140]the fact that the null lies in $M$ form an $\infty^{5}$ system (for, choosing $P$ as the intersection of $L$ with a fixed spacelike hyperplane, we have $\infty^{3}$ choices for $P$ and $\infty^{2}$ choices for the null direction at $P$ ).

So far, the fact that $L$ is null has not played an essential part. But null directions are very conveniently represented in terms of two-component spinors. It will emerge that, by using spinors, we can greatly simplify the description of the null line $L$; the set of four conditions (2.2), (2.3) being effectively replaced by a single condition. Since the following discussion depends essentially on the use of spinors, a very brief review of the ideas required will now be given. ${ }^{13}$ The translation from world tensors to spinors is achieved using a quantity ${ }^{12}$ $\sigma_{i}^{J J^{\prime}}$ [a Hermitian ( $2 \times 2$ ) matrix for each $j$ ] and its inverse $\sigma_{J J}^{i}$, subject to $\sigma_{i}^{J J^{\prime}} \sigma_{k}^{K K^{\prime}} \epsilon_{J K} \epsilon_{J^{\prime} K^{\prime}}=g_{i k}$, $\sigma_{i}^{J J^{\prime}} \sigma_{J J}^{i},=\delta_{i}^{i}$. The $\epsilon_{J K}, \epsilon_{J^{\prime} K^{\prime}}$ are skew-symmetric Levi-Civita symbols and are used for raising and lowering spinor indices: $\xi^{A} \epsilon_{A B}=\xi_{B}, \epsilon^{A B} \xi_{B}=\xi^{A}$, i.e., $\xi^{0}=\xi_{1}, \xi^{1}=-\xi_{0}$, and similarly for primed indices. Any tensor (e.g., $X^{i i}{ }_{k}$ ) has a spinor translation, which is written using the same base symbol, but with each tensor index replaced by the corresponding pair of spinor indices, e.g.,

$$
X^{i j}{ }_{k} \leftrightarrow X^{I I^{\prime} J J^{\prime}}{ }_{K K}{ }^{\prime}=X^{i j}{ }_{k} \sigma_{i}{ }^{I I^{\prime}}{ }_{\sigma_{i}}^{J J^{\prime}} \sigma^{k}{ }_{K K^{\prime}} .
$$

Under complex conjugation, the roles of primed and unprimed indices are interchanged, so that reality of tensors is expressed as Hermiticity of spinors. Since $M$ is flat, we can here choose $\sigma_{i}^{J J^{\prime}}$ constant and equal to $2^{-\frac{3}{2}}$ times the unit matrix and Pauli matrices. Then, say,

$$
\begin{align*}
\left(x^{0}, x^{1}, x^{2}, x^{3}\right) & \leftrightarrow\left[\begin{array}{cc}
x^{00^{\prime}} & x^{01^{\prime}} \\
x^{10^{\circ}} & x^{11^{\prime}}
\end{array}\right] \\
& =2^{-\frac{1}{3}}\left[\begin{array}{ll}
x^{0}+x^{1} & x^{2}+i x^{3} \\
x^{2}-i x^{3} & x^{0}-x^{1}
\end{array}\right] . \tag{2.4}
\end{align*}
$$

The spinor translation of a complex null vector $\alpha^{j}$ (i.e., $\alpha^{i} \alpha_{j}=0$ ) has the form

$$
\begin{equation*}
\alpha^{i} \leftrightarrow \alpha^{J J^{\prime}}=\beta^{J} \gamma^{J^{\prime}} . \tag{2.5}
\end{equation*}
$$

If $\alpha^{i}$ is real and future pointing, then we can take $\gamma^{J \prime}$ to be the complex conjugate of $\beta^{J}$, i.e.,

$$
\begin{equation*}
\alpha^{i} \leftrightarrow \beta^{J} \bar{\beta}^{J^{\prime}} . \tag{2.6}
\end{equation*}
$$

[^141]Equation (2.6) implies a geometrical realization of a spinor $\beta^{J}$, up to a phase multiplier, namely as a future-pointing null vector. Moreover, $\beta^{J}$ can be completely realized geometrically ${ }^{14}$ up to sign, in terms of the bivector

$$
\begin{equation*}
\pi^{i k} \leftrightarrow \beta^{J} \beta^{K} \epsilon^{J^{\prime} R^{\prime}}+\epsilon^{J R_{\bar{\beta}}} \bar{\beta}^{\prime} \bar{\beta}^{R^{\prime}} \tag{2.7}
\end{equation*}
$$

This is real (and null), and it determines a halfplane element (the "flag plane") tangent to the light cone along the vector $\alpha^{i}$. However, the sign of $\beta^{J}$ cannot be realized locally ${ }^{15}$ geometrically, since a continuous rotation through $2 \pi$ changes $\beta^{J}$ into $-\beta^{J}$. If we are interested in $\beta^{J}$ only up to proportionality, then the complete geometrical realization is simply as a null direction.

Let us now represent, in spinor terms, the quantities $n^{i}, m^{i j}$, which define the null line $L$. We have

$$
\begin{equation*}
n^{i} \leftrightarrow n^{J J^{\prime}}=\lambda^{J} \bar{\lambda}^{J} \tag{2.8}
\end{equation*}
$$

and, from (2.1),

$$
\begin{align*}
& m^{i k} \leftrightarrow l^{J J^{\prime}} \lambda^{K} \bar{\lambda}^{K^{\prime}}-\lambda^{J} \bar{\lambda}^{J^{\prime}} l^{K K^{\prime}} \\
&=i \epsilon^{J{ }^{\prime} \mu^{\left(J^{\prime}\right.} \bar{\lambda}^{\left.K^{\prime}\right)}-i \mu^{(J} \lambda^{K)} \epsilon^{J^{\prime} K^{\prime}},} \tag{2.9}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{A^{\prime}}=-i \lambda^{A} l_{A A^{\prime}} \tag{2.10}
\end{equation*}
$$

(Round brackets denote symmetrization. The factor $-i$ is for later convenience.) Thus $\lambda^{A}$ and $\mu_{A}$, together determine $l^{i}$ and $m^{i k}$. We may think of $\lambda^{A}$ as defining the direction of $L$ and $\mu_{A}$, as effectively giving us the moment of $\lambda^{A}$ ("acting" at $P$ ) about $O$. It is clear from (2.10) that, if $\lambda^{4}$ is multiplied by any complex factor, then $L$ is unchanged if $\mu_{A}$, is multiplied by the same factor. Furthermore, (2.10) implies that $\mu_{A}$, is independent of the choice of $P$ on $L$ (i.e., if $l_{A A^{\prime}} \rightarrow l_{A A^{\prime}}+a \lambda_{A} \bar{\lambda}_{A^{\prime}}$, then $\mu_{A^{\prime}}$, is unchanged since $\lambda^{A} \lambda_{A}=0$ ).

Note a particular choice of $P$ which is of interest, namely the intersection of $L$ with the null cone of $O$. (This intersection exists uniquely provided $L$ does not lie in any null hyperplane through $O$.) Then $l^{i}$ or $-l^{i}$ has the form (2.6) and it follows from (2.10) that

$$
\begin{equation*}
l_{A A^{\prime}}=i\left(\lambda^{B} \bar{\mu}_{B}\right)^{-1} \bar{\mu}_{A} \mu_{A^{\prime}} . \tag{2.11}
\end{equation*}
$$

${ }^{14}$ E. T. Whittaker, Proc. Roy. Soc. (London) A158, 38 (1937); W. T. Payne, Am. J. Phys. 20, 253 (1952); R. Penrose, "Null Hypersurface Initial Data", in P. G. Bergmann's Aeronautical Research Lab. Tech. Documentary Rept. 63-56 (Office of Aerospace Research, U. S. Air Force, 1963).
${ }^{15}$ To give a rigorous definition of a spinor which takes into account its sign, it is usual to appeal to the theory of fibre bundles. This is not essential, however, and an elementary (nonlocal) geometrical description will be given in an appendix to a forthcoming book by R. Penrose and W. Rindler on the applications of spinors in relativity.

Thus, the null direction defined by $\mu_{A},[c f .,(2.6)]$ is that of the null line through $O$ which meets $L$ (Fig. 1). The exceptional case $\lambda^{E} \bar{\mu}_{B}=0$ corresponds to $L$ lying in a null hyperplane through $O$. [This follows from (2.10), since $n^{i}$ would be necessarily orthogonal to any choice of $l_{j}$.] In this case, $\lambda^{4}$ and $\bar{\mu}^{4}$ are proportional, so the null direction of $\mu_{4}$, is that of $L$. More exceptionally still, $L$ might pass through $O$. This is the case $\mu_{A^{\prime}}=0$. On the other hand, for the present, we do not allow $\lambda^{A}=0$ (although this will be reconsidered shortly).

The null line $L$ can now be assigned, for coordinates, the three complex ratios of the four complex quantities

$$
\begin{equation*}
L^{0}=\lambda^{0}, \quad L^{1}=\lambda^{1}, \quad L^{2}=\mu_{0^{\prime}}, \quad L^{3}=\mu_{1^{\prime}} \tag{2.12}
\end{equation*}
$$

which we write

$$
\begin{equation*}
\left(L^{\alpha}\right)=\left(\lambda^{A}, \mu_{A^{\prime}}\right) . \tag{2.13}
\end{equation*}
$$

These three complex ratios are equivalent to six real parameters, so we must expect to find one real relation connecting $\lambda^{A}$ and $\mu_{4}$. This is obtained from (2.10), since the reality of the vector $l^{i}$ implies $l_{A A^{\prime}}$ is Hermitian, whence

$$
\begin{equation*}
\operatorname{Re}\left(\lambda^{A} \bar{\mu}_{A}\right)=0 \tag{2.14}
\end{equation*}
$$

Provided $\lambda^{A} \neq 0$, condition (2.14) is also sufficient to ensure the existence of a null line $L$ associated with $\lambda^{A}$ and $\mu_{A^{\prime}}$. For, if $\lambda^{A} \bar{\mu}_{A}$ is pure imaginary and nonvanishing, then (2.11) gives us a point $P$, through which we choose $L$ with direction given by $\lambda^{A}$. On the other hand, if $\lambda^{\Lambda} \bar{\mu}_{A}=0$, we can easily solve (2.10) to obtain $P$, with $O P$ spacelike ( $l_{A A}$, of the form $\lambda_{A^{\prime}} \bar{\nu}_{A^{\prime}}+\nu_{A} \bar{\lambda}_{A^{\prime}}$ ).

A quantity with components ( $L^{\alpha}$ ) given as in (2.13) will be called a null twistor (of valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ ) if (2.14) holds. ${ }^{16}$ We shall also be interested in such quantities when (2.14) does not hold (and also when $\lambda^{4}$ is allowed to vanish). We may regard such a quantity as describing, in some sense, a "complexified" null line [when (2.14) fails], since if we allow $l^{i}$ to be a complex vector, then (2.14) would, in general, be violated. [This is not a straightforward complexification of the null lines in $M$ in the ordinary sense, however, since the real dimensionality of the system of lines is only increased from five to six by dropping (2.14); but cf., Sec. VI.] If $\operatorname{Re}\left(\lambda^{A} \bar{\mu}_{A}\right)>$ 0 , we refer to $L^{\alpha}$ as a right-handed twistor (valence

[^142]$\left.\left[\begin{array}{l}1 \\ 0\end{array}\right]\right)$ and if $\operatorname{Re}\left(\lambda^{A} \bar{\mu}_{A}\right)<0$, a left-handed twistor. The reason for this terminology will become evident later. When $\lambda^{A}=0$, we shall still refer to $L^{\alpha}$ as a null twistor even though no finite null line $L$ is represented. The role of such twistors will emerge shortly.

## III. INCIDENCE OF NULL LINES IN TWISTOR TERMS

The algebraic rules for the manipulation of twistors will have, as their basis, the idea of incidence between null lines. Let us consider, in addition to $L$, a second null line $X$, described by the null twistor $X^{\alpha}$ :

$$
\begin{equation*}
\left(X^{\alpha}\right)=\left(\xi^{4}, \eta_{A^{\prime}}\right), \tag{3.1}
\end{equation*}
$$

where $\xi^{A}$ and $\eta_{A}$, are the analogs of $\lambda^{A}, \mu_{A}$, above. That is, $\xi^{A}$ defines the direction of $X$ and we have

$$
\begin{equation*}
\eta_{A^{\prime}}=-i \xi^{A} x_{A A^{\prime}} \tag{3.2}
\end{equation*}
$$

where $x^{i}$ is the position vector of a point on $X$ (see Fig. 2). Suppose now that $X$ and $L$ do intersect. Then we may choose $l^{i}=x^{i}$ for the coordinate vector of this intersection point, whence by (2.10) and (3.2),
$\xi^{A} \bar{\mu}_{A}=i \xi^{A} l_{A A} \cdot \bar{\lambda}^{A^{\prime}}=i \xi^{A} x_{A A} \cdot \bar{\lambda}^{A^{\prime}}=-\eta_{A} \cdot \bar{\lambda}^{A^{\prime}}$.
Let us define the complex conjugate of a twistor $L^{\alpha}$ to be $\bar{L}_{\alpha}$ (valence $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ ), where

$$
\begin{equation*}
\left(\bar{L}_{\alpha}\right)=\left(\bar{\mu}_{A}, \bar{\lambda}^{A^{\prime}}\right) \tag{3.4}
\end{equation*}
$$

when $L^{\alpha}$ is given by (2.13) [irrespective of the condition (2.14), or whether or not $\lambda^{4}$ vanishes]. In component form ${ }^{17}$ :
$\bar{L}_{0}=\overline{L^{2}}, \quad \bar{L}_{1}=\overline{L^{3}}, \quad \bar{L}_{2}=\overline{L^{0}}, \quad \bar{L}_{3}=\bar{L}^{\overline{1}}$.

Then, (3.3) tells us that a necessary condition for

Fig. 2. Incidence of two null lines.


[^143]the null lines $L$ and $X$ to meet, in terms of their corresponding twistors, is
\[

$$
\begin{equation*}
X^{\alpha} \tilde{L}_{\alpha}=0 \tag{3.6}
\end{equation*}
$$

\]

since

$$
\begin{equation*}
X^{\alpha} \bar{L}_{\alpha}=\xi^{A} \bar{\mu}_{A}+\eta_{A} \cdot \bar{\lambda}^{A^{\prime}} \tag{3.7}
\end{equation*}
$$

Note, further, that the condition (2.14) for $L^{\alpha}$ to represent a real null line is simply

$$
\begin{equation*}
L^{\alpha} \bar{L}_{\alpha}=0 \tag{3.8}
\end{equation*}
$$

We can think of (3.8) as a special case of (3.6) since $L$ intersects itself! We also have, here,

$$
\begin{equation*}
X^{\alpha} \bar{X}_{\alpha}=0 \tag{3.9}
\end{equation*}
$$

Condition (3.6) is, conversely, also sufficient for the null lines $L$ and $X$ to intersect, where we assume, for the moment, that $\lambda^{A}$ and $\xi^{A}$ are not proportional, so that $L$ and $X$ are not parallel. For, we then have $\xi^{4} \lambda_{A} \neq 0$ and we can construct the (complex) vector

$$
\begin{equation*}
p_{i} \leftrightarrow p_{J J^{\prime}}=\left(i / \xi^{A} \lambda_{A}\right)\left(\lambda_{J} \eta_{J^{\prime}}-\xi_{J} \mu_{J^{\prime}}\right) . \tag{3.10}
\end{equation*}
$$

We observe that

$$
\mu_{A^{\prime}}=-i \lambda^{A} p_{A^{\prime}}, \quad \eta_{A^{\prime}}=-i \xi^{A} p_{A A^{\prime}}
$$

Thus, when $p_{i}$ is real, we can satisfy (2.10) and (3.2) by putting $l_{i}=p_{i}=x_{i}$, whence $L$ and $X$ must intersect. (In fact, it is valid to regard the "complex point" with position vector $p^{3}$ as the "intersection" of $L$ and $X$ even in the cases when $p_{i}$ is not real, as we shall see later.) Now $p_{i}$ is real if and only if $p_{J J^{\prime}}$ is Hermitian. Since $\lambda^{A}$ and $\xi^{4}$ are not proportional, we can test the Hermiticity of $p_{J J}$, by taking components with respect to $\lambda^{4}, \xi^{A}$ :

$$
\begin{aligned}
\lambda^{A} \bar{\lambda}^{A^{\prime}}\left(p_{A A^{\prime}}-\bar{p}_{A^{\prime} A}\right) & =i \mu_{A^{\prime}} \cdot \bar{\lambda}^{A^{\prime}}+i \lambda^{A} \bar{\mu}_{A}=i L^{\alpha} \bar{L}_{\alpha} \\
\xi^{A} \xi^{A^{\prime}}\left(p_{A A^{\prime}}-\bar{p}_{A^{\prime} A}\right) & =i \eta_{A^{\prime}} \xi^{A^{\prime}}+i \xi^{A} \bar{\eta}_{A}=i X^{\alpha} \bar{X}_{\alpha} \\
\xi^{A} \bar{\lambda}^{A^{\prime}}\left(p_{A A^{\prime}}-\bar{p}_{A^{\prime} A}\right) & =i \eta_{A^{\prime}} \cdot \lambda^{A^{\prime}}+i \xi^{A} \bar{\mu}_{A}=i X^{\alpha} \bar{L}_{\alpha}
\end{aligned}
$$

Thus, the reality of $p_{i}$ is a consequence of (3.8), (3.9), and (3.6), so that in the case of twistors representing nonparallel null lines, we can state the condition that the lines meet simply as the orthogonality condition (3.6) between the twistors.

We may further ask what is the geometrical mean-

ing of this condition $X^{\alpha} \bar{L}_{\alpha}=0$ when $X$ and $L$ are real parallel null lines. Perhaps the simplest way to see the result is to use a limiting argument. Keep $L_{\alpha}$ fixed but vary $X^{\alpha}$, so that $X^{\alpha} \bar{L}_{\alpha}=0$ throughout the motion. Suppose $L$ and $X$ are initially not parallel, but become parallel in the limit. The intersection point recedes to infinity along $L$. The possible positions of $X$, for each finite position of the intersection point, are the generators of the null cone of this point. As the point recedes to infinity, the null cone becomes, in the limit, the null hyperplane through $X$. Thus, when $L$ and $X$ are parallel, the condition $X^{\alpha} \tilde{L}_{\alpha}=0$ becomes the condition that $L$ and $X$ lie in the same null hyperplane.

In fact, it is convenient to regard all the null lines of a null hyperplane as intersecting in a single point at infinity. Thus, we adjoin to our space $M$ a set of $\infty^{3}$ such points at infinity, one for each of the null hyperplanes in $M$. The geometrical role played by the twistors $L_{\alpha}$ with $\lambda^{A}=0$ (but $\mu_{A^{\prime}} \neq 0$ ) now emerges. For, if $\lambda^{A}=0$, the condition $X^{\alpha} \bar{L}_{\alpha}=$ 0 becomes $\xi^{A} \bar{\mu}_{A}=0$ [cf., (3.7)]. That is to say, the direction of $X$ coincides with the null direction represented by $\mu_{A^{\prime}}$, so that for fixed $L^{\alpha}$ the corresponding lines $X$ are all parallel. Each null hyperplane of parallel lines $X$ gives rise to one point at infinity; the aggregate of all these points at infinity, corresponding to all these parallel hyperplanes, gives an $\infty^{1}$ system of points at infinity, namely the points of the null line at infinity $L$. In fact, to complete the picture, we must add one further point at infinity, not lying on any finite line, which we call $I$. The point $I$ is common to all the lines $L$ at infinity. The fact that any two null lines at infinity must, for consistency here, be considered to intersect, follows from (3.7), since if $\lambda^{A}=0$ and also $\xi^{A}=0$, then $X^{\alpha} \bar{L}_{\alpha}=0$ automatically follows. The point $I$ then plays the part of the vertex of a null cone at infinity the generators of which are the lines at infinity considered above (see Fig. 3).

The structure of the completed ("compactified") Minkowski space arrived at in this way, by adding a (closed) null cone at infinity, is one which has been considered by a number of authors. ${ }^{18,7}$ We henceforth use the symbol $M$, here, to refer to the entire completed space and not just to the set of finite points. The set of finite points is instead denoted by $M\{I\}$ to indicate that the null cone of the

[^144]particular point $I$ has been removed from $M$. The geometry of $M$ is briefly as follows: $M$ is a compact nonsingular manifold without boundary which has a well-defined conformal structure everywhere (i.e., a metric defined up to proportionality). It has a transitive $\infty^{15}$ group of motions preserving this conformal structure, every point being on an equal footing with every other point. $M$ contains $\infty^{5}$ null "straight" lines (geodesics) each of which is topologically a circle. Through each point $P$ of $M$ pass $\infty^{2}$ of these lines generating the (closed up) null cone of $P$. The removal of any one of these null cones leaves a space with Euclidean topology which can be assigned a Minkowskian metric (unique up to dilatations) consistent with the given conformal structure. The entire space $M$ has the topology $S^{3} \times S^{1}$ and can be realized as a real projective quadric fourfold with signature ( ++---- ).

The null lines in $M$ are in one-to-one correspondence with the proportionality classes of twistors $L^{\alpha}$ (i.e., $\kappa L^{\alpha}$ represents the same line as $L^{\alpha}, \kappa \neq 0$ ) which satisfy $L^{\alpha} \bar{L}_{\alpha}=0$ and $L^{\alpha} \neq 0$. Incidence between null lines in $M$ is expressed as orthogonality ( $X^{\alpha} \bar{L}_{\alpha}=0$ ) between the corresponding twistors.

## IV. ROBINSON CONGRUENCES

Thus far, the geometrical description of a twistor given here has been restricted to the case of null twistors (of valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ ). As mentioned earlier, if on the other hand $L^{\alpha} \bar{L}_{\alpha} \neq 0$, then we may think of $L^{\alpha}$ as representing, in some sense, a kind of "complexified" null line $L$. This is, in fact, the way we tend to view "geometrically" a general twistor of valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$. However, it is significant that a much more precise realization can be given in terms of congruences ${ }^{19}$ of null lines. In order to fix our ideas, we regard such a congruence as representing, rather, a twistor of valence $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ (e.g., $\bar{L}_{\alpha}$ ), although this makes little difference in practice.

Now, any (real) null line $L$ in $M$ can be completely characterized by the system of all null lines which meet $i t$. In twistor terms, that is, if we know the set of all $X^{\alpha}$ satisfying $X^{\alpha} \bar{L}_{\alpha}=0, X^{\alpha} \bar{X}_{\alpha}=0$ (where $L^{\alpha} \bar{L}_{\alpha}=0, L^{\alpha} \neq 0$ ), then we know $L^{\alpha}$ up to proportionality. Thus, while we think of $L^{\alpha}$ as describing the null line $L$ in $M$, we can think of $\bar{L}_{\alpha}$ as describing the congruence $L$ of null lines (i.e., a three-dimensional system ${ }^{19}$ of lines in $M$ ) which meet $L$. In exactly the same way we can represent

[^145]a general twistor $R_{\alpha}$ of valence [1], in terms of the congruence $R$ of lines $X$ whose twistors $X^{\alpha}$ (with $X^{\alpha} \bar{X}_{\alpha}=0$ ) satisfy $X^{\alpha} R_{\alpha}=0$. If $R_{\alpha} \bar{R}^{\alpha} \neq 0$, such a congruence is referred to here as a Robinson congruence. ${ }^{20}$ [If $R^{\alpha} \bar{R}^{\alpha}=0$, then we denote by $\tilde{R}$ the line which is met by all the lines of the congruence $R$. On the other hand, if $L$ denotes the line, then $\bar{L}$ denotes the corresponding congruence. In general, we adopt the convention that the operation of applying a bar to any aymbol is its own inverse. From this it follows that the definition of $\bar{R}^{a}$, given $R_{\alpha}$, exactly mirrors the definition (3.5) of $\bar{L}_{\alpha}$, given $L^{\alpha}$, since we could put $L^{\alpha}=\bar{R}^{\alpha}$. Thus, ${ }^{17}\left(\bar{R}^{\alpha}\right)=$ $\left(\bar{R}^{0}, \bar{R}^{1}, \bar{R}^{2}, \tilde{R}^{3}\right)=\left(\overline{R_{2}}, \overline{R_{3}}, \overline{R_{0}}, \overline{R_{1}}\right)$.] If $R_{\alpha} \bar{R}^{\alpha}>0$, we refer to the Robinson congruence $R$ as righthanded. If $R_{\alpha} \bar{R}^{\alpha}<0$, it is left-handed.

Since Robinson congruences occupy such a basic position in the geometry of twistors, it seems worthwhile to examine a particular such congruence in some detail here. (In fact, any particular case is completely representative of the general case, since it turns out that any two Robinson congruences can be transformed one into the other by a Poincare transformation, perhaps involving a reflection.)

Choose a real number $\epsilon$ and put

$$
\begin{equation*}
\left(R_{\alpha}\right)=(\epsilon / \sqrt{2}, 0,1,0) \tag{4.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
R_{\alpha} \bar{R}^{\alpha}=\epsilon \sqrt{2} . \tag{4.2}
\end{equation*}
$$

Let $X^{\alpha}$ be as in (3.1): $\left(X^{\alpha}\right)=\left(\xi^{0}, \xi^{1}, \eta_{0^{\prime}}, \eta_{1}\right)$, so that the condition for the line $X$ to belong to the conrgruence $R$ is

$$
\begin{equation*}
\xi^{0} \epsilon / \sqrt{2}+\eta_{0^{\prime}}=0 \tag{4.3}
\end{equation*}
$$

Write the position vector $x^{i}$ of a point on $X$ as

$$
x^{0}=t, \quad x^{1}=z, \quad x^{2}=x, \quad x^{3}=y
$$

Equation (3.2), with (2.4), gives
$\left(\eta_{0^{\prime}}, \eta_{1}\right)=-(i / \sqrt{2})\left(\xi^{0}, \xi^{1}\right)\left[\begin{array}{cc}t-z & -x+i y \\ -x-i y & t+z\end{array}\right]$.
Using (4.3), we then get $-\epsilon \xi^{0}=i \xi^{0}(-t+z)+$ $i \xi^{1}(x+i y)$, i.e.,

$$
\begin{equation*}
\xi^{0}: \xi^{1}=x+i y: t-z+i \epsilon . \tag{4.4}
\end{equation*}
$$

Now $\xi^{J \bar{\xi}^{J^{\prime}}}$ corresponds to a tangent vector to $X$, so that

$$
\left[\begin{array}{ll}
\xi^{0} \bar{\xi}^{0^{\prime}} & \xi^{0} \xi^{\prime} \\
\xi^{1} \xi^{0^{\prime}} & \xi^{1} \xi^{\prime}
\end{array}\right] \propto\left[\begin{array}{cc}
d t+d z & d x+i d y \\
d x-i d y & d t-d z
\end{array}\right] .
$$

[^146]Combining this with (4.4) we get the differential equations for the line $X$

$$
\begin{align*}
d t+d z: d x-i d y & =d x+i d y: d t-d z \\
& =x+i y: t-z+i \epsilon \tag{4.5}
\end{align*}
$$

The solution of this is

$$
\begin{gather*}
t-z+i_{\epsilon}=(x+i y) \alpha  \tag{4.6}\\
(x-i y)-(t+z) \alpha=\beta
\end{gather*}
$$

where $\alpha$ and $\beta$ are complex constants defining the particular line $X$ of $R$, for consistency satisfying

$$
\begin{equation*}
\operatorname{Im}(\bar{\beta} \alpha)=\epsilon \tag{4.7}
\end{equation*}
$$

In order to get a more visualizable picture of the situation, let us consider the intersection with a spacelike hyperplane $t=\tau$ ( $\tau$ const). Each null line $X$ meets this hyperplane in one point $(\tau, x, y, z)$. The direction of $X$ there can be represented by considering the projection into the hyperplane of the tangent vector to $X$ at this point. These projected tangent vectors are then tangents to a series of curves in the hyperplane which should give some kind of a picture of the structure of the Robinson congruence. To find the differential equations of these curves, we simply replace $t$ by $\tau$ in (4.5) and $d t$ by $d s=\left(d x^{2}+d y^{2}+d z^{2}\right)^{\frac{1}{2}}$. Then we get

$$
(x+i y)(d s-d z)=(\tau-z+i \epsilon)(d x+i d y)
$$

The solutions of this equation are given (apart from the spurious $x+i y=$ const) by

$$
\left.\begin{array}{c}
x^{2}+y^{2}+(z-\tau)^{2}-2 \epsilon(x \sin \varphi  \tag{4.8}\\
+y \cos \varphi) \tan \theta=\epsilon^{2}, \\
z-\tau=(x \cos \varphi-y \sin \varphi) \tan \theta
\end{array}\right\}
$$

where $\theta$ and $\varphi$ are constants defining the different curves. These curves are evidently circles, being intersections of spheres with planes. They twist around one another in such a way that every pair of circles is linked. The twisting has a positive screw sense if $\epsilon>0$, i.e., if $R_{\alpha}$ is right-handed. ${ }^{21}$ They lie on the set of coaxial tori ${ }^{22}$ obtained by eliminating $\varphi$ between the two equations. [These tori are the rotations about the $z$ axis of a system of coaxial circles in the $(x, z)$ plane.]

From the point of view of the completed spacetime $M$, we should regard the hyperplane $t=\tau$ as being completed (conformally) by a point (namely

[^147]I) at infinity. It then becomes topologically a threedimensional sphere $S^{3}$ (of which the hyperplane $t=\tau$ may be regarded as the stereographic projection). The vector field on $S^{3}$ is everywhere nonsingular and nowhere vanishing. The circles constitute an example of what is known as the Hopf fibring of $S^{3}$ (one example being "Clifford parallels" on $S^{3}$ ).

Note that all the circles in the hyperplane thread through the particular (smallest) circle of radius $|\epsilon|$ and centre $z=\tau, x=y=0$ given when $\theta=0$. If $\epsilon$ is small, this circle describes, as $\tau$ increases, a path approximating that of a null line. If $\epsilon$ is zero, the path is exactly the null line $z=t, x=y=0$. For small $\epsilon$, we may think of the lines of the Robinson congruence as defining an approximate null line, but the lines twist around one another and never quite meet. The twisting has a positive or negative screw sence according as $R_{\alpha}$ is right- or left-handed. [In the limit $\epsilon \rightarrow 0$, the circles (4.8) all touch the $z$ axis at $z=\tau$. The tangents to these circles are orthogonal to the spheres touching the ( $x, y$ ) plane at $z=\tau$, these spheres being the intersections of $z=\tau$ with the null cones with vertices on $z=t, x=$ $y=0$. The lines of the congruence are then just the generators of these null cones in this case, as expected.]

## V. THE ASSOCIATED SPINOR FIELD OF A TWISTOR

We saw above that the tangent vectors to the lines of the Robinson congruence constituted a field of null vectors which was regular and nonvanishing everywhere on $M$. The general Robinson congruence $R$ can be written compactly in spinor terms in a way which exhibits this (and other) facts very simply. This leads to an interpretation of twistors in terms of certain spinor fields.
Put $R_{\alpha}=\bar{L}_{\alpha}$, so we can use the notation of Secs. II and III. The condition $X^{\alpha} \bar{L}_{\alpha}=0$, for $X$ to belong to the congruence $\bar{L}$ is then, by (3.7), (3.2),

$$
0=\xi^{A} \bar{\mu}_{A}+\eta_{A} \cdot \bar{\lambda}^{A^{\prime}}=\xi^{A}\left(\bar{\mu}_{A}-i x_{A A} \cdot \bar{\lambda}^{A^{\prime}}\right),
$$

from which it follows that $\xi_{A}$ is proportional to the expression in the bracket. Since $X$ defines $X^{\alpha}$ only up to proportionality, we are at liberty to choose the scale factor for $\xi^{A}$ so that

$$
\begin{equation*}
\xi_{A}=\bar{\mu}_{A}-i x_{A A} \cdot \bar{\lambda}^{A^{\prime}} \tag{5.1}
\end{equation*}
$$

We can think of (5.1) as defining a spinor field, since $\xi_{A}$ is a function of $x_{i}$, the associated null vectors $v^{i} \leftrightarrow \xi^{J} \bar{\xi}^{J^{\prime}}$ being tangents to the lines of
the congruence $\bar{L}$. Since $\lambda^{A} x_{A A} \cdot \bar{\lambda}^{A^{\prime}}$ is real, it follows that

$$
\begin{equation*}
\operatorname{Re}\left(\lambda^{A} \xi_{A}\right)=\operatorname{Re}\left(\lambda^{A} \bar{\mu}_{A}\right)=\frac{1}{2} L^{\alpha} \bar{L}_{\alpha} \tag{5.2}
\end{equation*}
$$

so that $\xi_{A}$ cannot vanish unless $L^{\alpha}$ is null. The field of null directions defined by (5.1), i.e., by the Robinson congruence $\bar{L}$, is thus well defined and regular throughout $M\{I\}$. The regularity at infinity also follows from the conformal transformation properties of (5.1) as we are to see shortly.

Now write

$$
\begin{equation*}
\nabla_{B B^{\prime}} \equiv \partial / \partial x^{B B^{\prime}} \tag{5.3}
\end{equation*}
$$

so that $\nabla_{B B^{\prime}} x_{A A^{\prime}}=\epsilon_{A B^{\prime} \epsilon_{A^{\prime} B^{\prime}}}$. Then we have, from (5.1),

$$
\begin{equation*}
\nabla_{B B^{\prime}} \xi_{A}=i \epsilon_{B_{A}} \bar{\lambda}_{B^{\prime}} \tag{5.4}
\end{equation*}
$$

Thus, the field $\xi_{A}$ satisfies the differential equation

$$
\begin{equation*}
\nabla_{(B}^{B} \xi_{A)}=0 . \tag{5.5}
\end{equation*}
$$

Conversely, from this equation we can reconstruct the form of the expression (5.1). For (5.5) implies that for some spinor $i \bar{\lambda}_{B}$, the derivative $\nabla_{B B^{\prime}} \xi_{A}$ has the form given in (5.4). Furthermore, this $\bar{\lambda}_{B}$. must be constant because $\nabla_{C}^{C^{\prime}} \nabla_{B}^{B^{\prime}} \xi_{A}=0$ [as follows from (5.5), since skew-symmetry in $B, A$ and in $C, A$ implies that the expression vanishes]. Integration of (5.4) leads straight to (5.1), where $\bar{\mu}_{A}$ is another constant.

We now have the important result that there is a one-to-one relation between twistors of valence $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ and spinor fields satisfying (5.5). This gives us a more complete representation of a twistor than just as a Robinson congruence, since the factor of proportionality of $L^{\alpha}$ is now also represented. Note that $L^{a} \bar{L}_{\alpha}$ is also expressible simply in terms of $\xi_{A}$ as

$$
\begin{equation*}
L^{\alpha} \bar{L}_{\alpha}=\operatorname{Im}\left(\bar{\xi}^{B^{\prime}} \nabla_{B^{\prime}}^{A} \xi_{A}\right) . \tag{5.6}
\end{equation*}
$$

But since we are interested in twistors in relation to the whole of $M$, rather than just $M\{I\}$, we should also ask how the field $\xi_{A}$ is to be defined at infinity. Essentially all that is required here is to verify that (5.5) is invariant under conformal transformation [e.g., under inversions, since then $I$ becomes a finite point, ${ }^{7}$ cf., (7.18)]. This invariance is achieved ${ }^{23}$ by specifying that $\xi_{A}$ transform as a conformal density of weight $\frac{1}{2}$. Then the field equation (5.5) is also satisfied at infinity, in the sense that it holds with respect to some metric which is regular on the null cone of $I$. This, in particular, defines the Robinson congruence $\bar{L}$ regularly at infinity. (In

[^148]fact, there is one line of $\vec{L}$ totally at infinity, namely that corresponding to the direction of $\lambda^{4}$.) The quantity (5.6) is also invariant ${ }^{23}$ under conformal transformation ( $\xi_{A}$ of weight $\frac{1}{2}$ ), so we can refer to $L^{\alpha} \bar{L}_{\alpha}$ as the conformal invariant of the spinor field $\xi_{A}$ or of the twistor $L^{\alpha}$.

Some subtleties remain, however, concerning the extension of the field $\xi_{A}$ across infinity. The possibility of defining two-valued (spinor) fields in $M\{I\}$ is well known. But here we require a spinor field defined globally on $M$. The multiple connectedness of $M$ is such as to cause a slight difficulty in this respect. But in any case, we can think, instead, in terms of $\xi_{A} \xi_{B}$ or the associated bivector [cf., (2.7)], since these are not two-valued. Then we might expect to find a representation of a twistor up to sign. However, it turns out [cf., (7.25)] that twistors of odd total valence are four-valued under the conformal group. Thus, any such conformally invariant representation of a twistor (of odd valence), cannot distinguish the twistor from $i$ times the twistor. (This is analogous to the fact that spinors of odd valence cannot be completely represented in terms of tensors, in a Lorentz covariant way, whereby the spinors are distinguished from their negatives.) In the present case, when we extend the field $\xi^{A}$ across infinity, we find that the field on the two sides of the null cone of $I$ cannot be exactly matched, but $\xi^{A}$ on one side must be matched with $i \xi^{A}$ (or $-i \xi^{A}$ ) on the other side. [We can see this explicitly in terms of the inversion of (7.18), for which the conformal factor is $\Omega=x^{i} x_{i} / 2 a^{2}$. The null cone of $I$ is transformed from the null cone, $\Omega=0$, of the origin, across which $\Omega$ changes sign. The transformed $\xi^{4}$ field picks up the factor $\Omega^{-\frac{1}{2}}$.] Thus, the spinor field (5.1), when defined over the whole of $M$, must be thought of as four-valued; if $\xi_{A}$ is one value, then $i \xi_{A},-\xi_{A},-i \xi_{A}$ are the other three.

Since spinors can be represented geometrically (up to sign), this implies a geometrical realization of any twistor of valence [ ${ }_{1}^{0}$ ] $]$ up to a multiple of $1, i,-1$, or $-i$. The phase of $\xi_{A}$ defines, as we have seen [cf., (2.7)], a half-plane element tangent to the light cone; $-\xi_{A}$ defines the same half-plane element; but $i \xi_{A}$ and $-i \xi_{A}$ define the opposite halfplane element. Thus, a complete unoriented null plane element is defined at each point by the phase of $\bar{L}_{\alpha}$. As we follow one of the lines $X$ belonging to the Robinson congruence $\bar{L}$, we find that this plane element rotates about $X$ in the opposite direction from the neighboring lines of the congruence and twice as fast. Owing to the way connections are
made at infinity, this results in the aggregate of plane elements at points of $X$, effectively constituting a Möbius strip, which explains why the plane elements cannot be consistently oriented along $X$.

To see how these plane elements rotate about $X$, consider $\left(\xi^{B} \bar{\xi}^{B^{\prime}} \nabla_{B B^{\prime}}\right) \xi_{A}=i \bar{\xi}^{B^{\prime}} \bar{\lambda}_{B^{\prime}} \xi_{A}$ [see (5.4)]. The real part of $2 i \bar{\xi}^{\beta^{\prime}} \bar{\lambda}_{B^{\prime}}$ measures the rate of extension of the vector represented by $\xi_{A}$ and the imaginary part measures the rate of rotation of the half-plane element about the null direction of $\xi_{A}$. By (5.2),

$$
\operatorname{Im}\left(2 i \bar{\xi}^{B^{\prime}} \bar{\lambda}_{B^{\prime}}\right)=-2 \operatorname{Re}\left(\xi_{B} \lambda^{B}\right)=-L^{\alpha} \bar{L}_{\alpha}
$$

whence the half-plane element rotates in a negative or positive sense according as the twistor $L^{a}$ is right or left handed. (It might appear that the rate of rotation is constant here but this is misleading since the scaling is different at different points of $X$.) Note that if $L^{\alpha}$ is null, there is no rotation of the half-plane element. We still get a Möbius strip, however, since a half-twist always occurs, in effect, at infinity.

To see how the neighboring lines of the congruence rotate about $X$, consider

$$
\begin{equation*}
\xi^{A} \bar{\xi}^{B^{\prime}} \nabla_{B B} \cdot \bar{\xi}_{A}=-i \bar{\xi}^{B^{\prime}} \bar{\lambda}_{B} \xi_{B} \tag{5.7}
\end{equation*}
$$

Here, the real part of $-i \xi^{B^{\prime}} \bar{\lambda}_{B}$, measures the convergence of the null lines and the imaginary part measures their rotation about one another. ${ }^{24}$ The rotation is in the opposite sense from that of the half-plane elements and half as fast.

The expansion of the null lines and the change in the magnitude of $\xi_{A}$ are not conformally covariant concepts, whereas the rotations are. Another conformally covariant concept for a congruence of null lines is the shear of these lines. ${ }^{11,24}$ In the present case we have

$$
\begin{equation*}
\xi^{B} \xi^{A} \nabla_{B B^{\prime}} \xi_{A}=0, \tag{5.8}
\end{equation*}
$$

which states that the shear vanishes.

## VI. THE COMPLEX PROJECTIVE SPACE $C$

We have seen that the null lines in $M$ form an $\infty^{5}$ system which can be extended to an $\infty^{6}$ system by including "complexified" null lines (the latter being representable in terms of certain related structures called Robinson congruences). The members of this $\infty^{6}$ system can be given complex projective coordinates $\left(L^{\alpha}\right)=\left(L^{0}, L^{1}, L^{2}, L^{3}\right)$. That is, it is just the three complex ratios $L^{0}: L^{1}: L^{2}: L^{3}$ which are significant, the only restriction on $L^{0}, \cdots, L^{3}$

[^149]being that they must not all vanish. This $\infty^{6}$ system we may think of as constituting a three-dimensional complex projective space which we denote by the letter $C$. The "points" of $C$ are just the "complexified" null lines (and the null lines) of $M$.

In fact, we have two alternative pictures of any given situation, namely the one in terms of $M$ and the one in terms of $C$. For example, we may think of an object $L$, with projective coordinates ( $L^{\alpha}$ ) either as, say, a "complexified" null line of the real space-time $M$ ( $M$ picture) or simply as a point in a certain projective three space ( $C$ picture). These are just two different ways of visualizing what is the same physical situation in each case. In order that the two pictures be completely equivalent, however, we need to be able to interpret, in $C$, the condition of "reality" of a null line in $M$, of incidence between null lines in $M$, and finally of points in $M$. In effect, this requires that the conjugation relation $L^{\alpha} \leftrightarrow \bar{L}_{\alpha}$ should have a meaning with regard to the $C$ picture. Now, we have seen that a twistor $L^{\alpha}$ (valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ ) refers to a point $L$ of $C$; a twistor $R_{\alpha}$ (valence $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ ) therefore refers to the dual concept of a plane $R$ in $C$, namely the plane of all points $X$ for which $X^{\alpha} R_{\alpha}=0$. (This is, of course, a plane in the complex sense. As a real manifold it is a four-dimensional subset of the six-real-dimensional manifold C.) The conjugation relation $L^{\alpha} \leftrightarrow$ $\bar{L}_{\alpha}$ therefore describes a point $\leftrightarrow$ plane correspondence in $C$, which we may refer to as a Hermitian correlation of signature ( ++-- ). The signature here refers to the Hermitian form
$X^{\alpha} \bar{X}_{\alpha}=X^{0} \overline{X^{2}}+X^{1} \overline{X^{3}}+X^{2} \overline{X^{0}}+X^{3} \overline{X^{1}}$.
We regard this Hermitian correlation as being an intrinsic part of the geometric structure of $C$.

The (real) null lines in $M$ are the points of the five-real-dimensional subset $N$ (with topology $S^{3} \times$ $S^{2}$ ) of $C$ defined by the equation $X^{\alpha} \bar{X}_{\alpha}=0$. Thus, $N$ is a hypersurface if we regard $C$ as a real sixdimensional manifold, but it is not a hypersurface in the sense of the complex structure of $C$. We refer to the subset of $C$ for which $X^{\alpha} \bar{X}_{\alpha}>0$ holds as $C^{+}$and the part for which $X^{\alpha} \bar{X}_{\alpha}<0$ as $C^{-}$. The two sets $C^{+}$and $C^{-}$are then disconnected from one another and have $N$ as their common boundary (Fig. 4). If $L$ is any point of $C$, we may regard the plane $\bar{L}$ as the polar plane of $L$ with respect to $N$, since "polarizing" $X^{\alpha} \bar{X}_{\alpha}$ with $L^{\alpha}$ yields $X^{\alpha} \tilde{L}_{\alpha}=0$ (or $L^{\alpha} \bar{X}_{\alpha}=0$ ), the equation of the plane $\bar{L}$. The Robinson congruence associated with $L$ is now the intersection (topology $S^{3}$ ) of the plane $\bar{L}$ with $N$. (A slight inconsistency of notation arises here in that
it is the Robinson congruence $\bar{L} \cap N$ that had been previously labeled $\bar{L}$, rather than the entire plane. The Robinson congruence includes only "real" null lines of $M$, by definition. In cases where there is possibility of confusion, we refer to "the Robinson congruence $\bar{L}$ " or "the plane $\bar{L}^{\prime \prime}$ as the case may be, but in general $\bar{L}$ refers to an entire plane in C.) When $L$ lies on $N$, the plane $\bar{L}$ can be thought of as the complex tangent plane to $N$ at $L$. This is also just the case when $L$ lies on its polar plane.

Now, if we wish to represent a point of $M$ in terms of the $C$ picture, we may do this using incidence properties of null lines in $M$. Any point $P$ in $M$ can be uniquely represented by an $\infty^{2}$ system of null lines in $M$, namely by the generators of the null cone of $P$. Let $K$ and $L$ be two null lines in $M$ through $P$. The generators of the null cone of $P$ are then the null lines common to both $\bar{K}$ and $\bar{L}$ (i.e., the generators must meet both $K$ and $L$ ). In the $C$ picture this is an $\infty^{2}$ system $^{25}$ of lines on $N$ which lie on the intersection of the two planes $\bar{K}$ and $\bar{L}$. This intersection is simply a complex projective (straight) line in C. Thus, we have the result that any point of $M$ is represented, in the $C$ picture, by a complex projective line which lies entirely on $N$. (A complex projective line is topologically a sphere $S^{2}$, in terms of its real structure. This agrees with the topology of the set of null lines through $P$, i.e., of the null directions at $P$.) We do not distinguish, notationally, here, between the point $P$ in $M$ and the system of null lines in $M$ through $P$. Then we are at liberty to denote also by $P$ the line in the $C$ picture which represents this point $P$ in the $M$ picture.

Conversely, any line $P$ in the $C$ picture, which lies entirely on $N$, represents some point $P$ in the $M$ picture. (In the terminology of projective geometry, in the $C$ picture, "line" always implies "complex projective straight line.") To see this, consider the $C$ picture and let the line $P$ lie entirely on $N$. Let $K$ and $L$ be two points on $P$. Then we have $K^{\alpha} \bar{K}_{\alpha}=0, L^{\alpha} \bar{L}_{\alpha}=0$, and, more generally ( $K^{\alpha}+$ $\left.\beta L^{\alpha}\right)\left(\bar{K}_{\alpha}+\bar{\beta} \bar{L}_{\alpha}\right)=0$ for all complex $\beta$ (the general point on the line $P$ having a twistor of the form $K^{\alpha}+\beta L^{\alpha}$ ). Hence $L^{\alpha} \vec{K}_{\alpha}=0$. Thus, in the $M$ picture, the null lines $L$ and $K$ must intersect. This holds for any pair of null lines belonging to the $\infty^{2}$ system represented by $P$. These null lines must therefore all meet in a point and, in fact, must be the generators of the null cone of this point. We thus label this point $P$, and the situation is as before.

[^150]Frg. 4. The $C$ picture.


Note that, in the $C$ picture, the condition that a point $L$ lies on a line $P$, both $L$ and $P$ lying on $N$, is interpreted in the $M$ picture as the condition that the null line $L$ passes through the point $P$. We have, in fact, a kind of duality correspondence between $M$ and $N$. To sum up, we have the following correspondence between the $M$ picture and the subset $N$ in the $C$ picture:

There is a one-to-one relation between the null lines in $M$ and the points in $N$.

There is a one-to-one relation between the points in $M$ and the complex lines in $N$.

> The condition for a point to lie on a null line in $M$ is interpreted, in $N$, as the condition for the corresponding line to pass through the corresponding point.

From (6.4), we see that the condition that two points in $M$ have a null separation is simply the condition that their corresponding lines in $N$ should intersect; the condition that two null lines in $M$ should meet is the condition that the join of the corresponding points in $N$ should lie entirely in $N$.

We may ask how we should interpret the lines of $C$ which do not lie entirely on $N$. Lines in a projective three space form a four-dimensional system, so that in terms of real dimensions these lines describe an $\infty^{8}$ system of objects in $M$. This suggests that a general line in $C$ represents a complexified point in $M$, where now the straightforward doubling of dimensions suggests that these are complexified points in the usual sense, i.e., their position vectors are allowed to have imaginary parts. To see that this is indeed a consistent interpretation, consider a general line in the $C$ picture as a join of two general points $L, X$ of $C$. Using the notation of Secs. II and III, we can form the expression (3.10). We may regard this complex vector $p_{i}$ as the position vector, the $M$ picture, of the complex point of intersection of the two null lines ("complexified" or otherwise) in $M$, defined by $L$ and $X$. (Note that in this sense any
two distinct null lines in $M$ have a complex point in common.)

Any line $P$ of $C$ falls into one of six classes. If $q^{i}$ is the imaginary part of the position vector $p^{i}$ for the corresponding complex point $P$ in $M$, then [from (3.10)]

$$
\begin{align*}
& P \subset C^{+} \Leftrightarrow q^{i} \text { timelike, future-pointing; }  \tag{6.5}\\
& P \subset C^{+} \cup N, \mathrm{P} \subset N, P \subset C^{+} \Leftrightarrow q^{i} \text { null, } \\
& \text { future-pointing; }  \tag{6.6}\\
& P \text { intersects all of } C^{-}, N, C^{+} \Leftrightarrow q^{i} \\
& \text { spacelike, nonzero; }  \tag{6.7}\\
& P \subset C^{-} \cup N, P \subset N, P \subset C^{-} \Leftrightarrow q^{i} \text { null, } \\
& \text { past-pointing; }  \tag{6.8}\\
& P \subset C^{-} \Leftrightarrow q^{i} \text { timelike, past-pointing; }  \tag{6.9}\\
& P \subset N \Leftrightarrow q^{i}=0 \text {. } \tag{6.10}
\end{align*}
$$

In cases (6.6) and (6.8), the line $P$ in $C$ touches $M$. The set (6.5) (in the $M$ picture) is sometimes referred to as a "future-tube."10

There is a representation of lines in projective three-space, well known to geometers, called the Klein (or Grassmann) representation. ${ }^{26}$ This is a four- (complex-) dimensional quadric, the points of which correspond to the lines of complex projective three-space. Thus, in our case, we may regard the fully complexified version $M^{*}$ of $M$ as the Klein representation of the lines in $C$. We noted in Sec. III that $M$ itself was essentially a real ( ++---- ) quadric fourfold. $M^{*}$ is the complexified version of this quadric. There are two systems of planes on $M^{*}$, called $\alpha$ planes and $\beta$ planes. The $\alpha$ planes correspond to points in $C$ and the $\beta$ planes to planes in $C$. We may regard $M$ as a submanifold of $M^{*}$. The $\alpha$ planes which meet $M$ intersect $M$ in the null lines of $M$. Similarly with the $\beta$ planes. Thus, when


[^151]properly complexified, the null lines in $M$ become, in effect, pairs of complex projective planes, namely one $\alpha$ plane and one $\beta$ plane for each fully complexified null line. The "complexification" of the null lines achieved here by the use of twistors amounts to selecting only the $\alpha$ planes to represent the null lines.

Much of the earlier discussion could have been carried out in terms of the manifold $M^{*}$. The emphasis here, however, has been to try and represent twistors as far as possible in terms of "real" structures in the space-time $M$. One final condition remains to be represented, however, in order that the geometry of $C$ can be completely realized in terms of $M$. This is that we must be able to interpret the vanishing of a twistor scalar product in geometrical terms ${ }^{27}$ in $M$.

Consider the condition

$$
\begin{equation*}
\bar{Q}^{\alpha} R_{\alpha}=0 \tag{6.11}
\end{equation*}
$$

If $\bar{Q}$ and $\bar{R}$ are both null lines in $M$, we have seen that this is the condition for the lines to intersect. If $\bar{Q}$ is a null line and $R$ a Robinson congruence, then (6.11) is simply the condition that $\bar{Q}$ should belong to the congruence $R$. It remains to consider the case when both $Q$ and $R$ are Robinson congruences in $M$. Let $S$ and $T$ be two null lines belonging to the $Q$ congruence and let $U$ and $V$ be null lines belonging to the $R$ congruence. Suppose the three pairs of lines $(S, U),(U, T),(T, V)$ intersect. Then a necessary and sufficient condition for (6.11) to hold is that the pair ( $V, S$ ) also intersect (Fig. 5). To see this, consider the points $V, U, \bar{Q}$ and the planes $\bar{S}, \bar{T}, R$ in the $C$ picture. We have $S \in Q, T \in Q$, whence $\bar{Q} \in \bar{S}, \bar{Q} \in \bar{T}$. Also $U \in R, V \in R$ and $U \in \bar{S}, U \in \bar{T}, V \in \bar{T}$. Thus, the line $U V$ must be the intersection of the planes $R$ and $\bar{T}$ (Fig. 5). If (6.11) holds, then $Q$ also lies on this line, whence $V \in \bar{S}$. Conversely if $V \in \bar{S}$ then $\bar{Q} \in R$. Thus, in the $M$ picture, the condition for (6.11) to hold is that the null lines $V$ and $S$ should meet.

This establishes the geometrical equivalence of the $M$ picture with the $C$ picture, whereby the conformal geometry of Minkowski space is completely represented in twistor terms. The metric geometry of Minkowski space, on the other hand, requires the introduction of a fixed metric twistor. This is done in Sec. $X$.
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## VII. TWISTOR TRANSFORMATIONS

Although the transformation properties of twistors have not been given explicitly as yet, they are implicit in the preceding discussion. Any continuous transformation of $M$ into itself, which preserves its conformal structure (and, hence, the null cone and null line structure of $M$ ) must, by (6.4), correspond to a continuous transformation of $N$ into itself which preserves its linearity structure. Furthermore, since the concept of a Robinson congruence is conformally invariant (cf., Sec. V), this transformation of $N$ extends uniquely to a transformation of the whole space $C$. We have seen that the orthogonality relation (6.11) between points and planes in $C$ can be stated in terms of (conformally invariant) incidence properties in $M$. Hence, collinearity of points in $C$ has a conformally invariant interpretation in $M$. It follows that the conformal transformations of $M$ are represented, in the $C$ picture, by continuous point transformations of $C$, which preserve its linearity structure, and for which the submanifold $N$ is invariant.

If we restrict ourselves to conformal transformations of $M$ which are continuous with the identity, then the corresponding transformations of $C$ is also continuous with the identity. Such transformations, preserving the linearity structure of $C$, must therefore be projective point transformations ${ }^{26}$ of $C$ (in the complex sense). If, on the other hand, we allow transformations of $M$ which involve space or time reflections, then we must also consider anti-projective transformations of $C$, that is, transformations which combine a complex conjugation operation with a projective transformation (so that cross ratios become complex conjugated). We may also consider transformations of $C$ which are not point transformations but correlations ${ }^{26}$ (duality correspondences) in which points of $C$ are mapped to planes, and planes to points. These would not strictly correspond to transformations of $M$, because of the way $C$ has been constructed here, but it is convenient to think of them as representing transformations of the complexified version $M^{*}$ of $M$. The natural (analytic) extension to $M^{*}$ of a transformation defined on $M$ sometimes turns out to correspond to a correlation in $C$.

The basic operation $\mathfrak{C}$ of complex conjugation in $M^{*}$, which leaves the real space $M$ invariant, corresponds, in the $C$ picture, simply to the Hermitian correlation given by $X^{\alpha} \leftrightarrow \bar{X}_{a}$. A transformation of $M$ equivalent to a space reflection corresponds, in the $C$ picture, to a point transformation of $C$, which is antiprojective and interchanges
$C^{-}$and $C^{+}$. (The twist orientation of Robinson congruences is reversed under space reflection.) However, if we wish to extend this to a space reflection $\rho$ of the whole of $M^{*}$ we must, since $\mathcal{P}$ is analytic, remove the antiprojective nature of the transformation of $C$ and consider, instead, a correlation which sends points $X$ of $C^{+}\left[C^{-}\right]$into planes $\bar{Y}$ for which $Y$ is in $C^{-}\left[C^{+}\right]$. The antiprojective point transformation just considered, which interchanges $C^{+}$and $C^{-}$ would then correspond to $\mathfrak{C P}$. Similarly, a point transformation of $C$ which represents a time reflection of $M$ is antiprojective, here transforming each of $C^{-}, C^{+}$into itself. It therefore really represents $\mathfrak{C}$ J, where $\mathfrak{J}$ describes the (analytic) extension to $M^{*}$ of this time reflection of $M$. The transformation of $C$ representing 3 is a correlation sending each point $X$ of $C^{+}\left[C^{-}\right]$into a plane $\bar{Y}$ with $Y \in C^{+}\left[C^{-}\right]$. The transformation $\mathcal{P J}$, being the product of two projective correlations, is a projective point transformation of $C$. It interchanges $C^{-}$with $C^{+}$, and is not continuous with the identity unless we widen the group of transformations of $M^{*}$ to include complex conformal transformations. (These would not be point transformations of $M$, but we may view them as transformations on the line systems in $M$ which transform Robinson congruences into one another. They are represented, in the $C$ picture, as projective transformations of $C$ which do not preserve' $N$.) The transformation per is an antiprojective correlation in $C$.

Let us examine more explicitly the effect of an allowable transformation on a general twistor $A_{\rho}^{\alpha \beta \ldots \sigma_{\tau}}$ of valence [ $\left.{ }^{r}\right]$. (The indices $\alpha, \beta, \cdots, \delta$ are $r$ in number and $\rho, \cdots, \tau$ are $s$ in number, each ranging over four values $0,1,2,3$.) We may define a general twistor, in terms of twistors of valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ and $\left[\begin{array}{l}0 \\ 1\end{array}\right]$, in any of the standard ways that "tensors" may be built up from "vectors," e.g., as linear combinations of outer products, or in terms of multilinear mappings of one-index twistors into the scalars. Alternatively, we may simply use the transformation properties to define a twistor $A_{\rho}^{\alpha} \ldots \omega_{\tau}^{\infty}$ of valence $\left[{ }_{8}^{[ }\right]$ (considering for the moment only transformations continuous with the identity):
$\tilde{A}_{\rho}^{\alpha \beta \cdots{ }_{\tau}}=A_{\varphi}^{\kappa \lambda \cdots \nu} t_{\alpha}^{\alpha} t_{\lambda}^{\beta} \cdots t_{v}^{\delta} T_{\rho}^{\varphi} \cdots T_{r}^{\psi}$.
The matrices $\left(t_{\beta}^{\alpha}\right),\left(T_{\beta}^{\alpha}\right)$ are inverses ${ }^{28}$ of each other

$$
\begin{equation*}
t_{\beta}^{\alpha} T_{\gamma}^{\beta}=\delta_{\gamma}^{\alpha}=T_{\beta}^{\alpha} t_{\gamma}^{\beta}, \tag{7.2}
\end{equation*}
$$

[^153]where twistors $X^{\alpha}, Y_{\alpha}$, of respective valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$, $\left[\begin{array}{l}0 \\ 1\end{array}\right]$, transform as

$$
\begin{equation*}
\tilde{X}^{\alpha}=t_{\beta}^{\alpha} X^{\beta}, \quad \tilde{Y}_{\alpha}=T_{\alpha}^{\beta} Y_{\beta} \tag{7.3}
\end{equation*}
$$

under a conformal transformation of $M$ continuous with the identity (i.e., a projective transformation of $C$ preserving $C^{+}$). But since $\bar{X}_{\alpha}$ is a twistor of valence $\left[\begin{array}{l}0 \\ 1\end{array}\right]$, it follows that

$$
\begin{equation*}
T_{\beta}^{\alpha}=t_{\beta}^{\alpha}, \quad \text { i.e., } \quad t_{\beta}^{\alpha} t_{\gamma}^{\beta}=\delta_{\gamma}^{\alpha} \tag{7.4}
\end{equation*}
$$

where the convention used earlier for twistor indices under complex conjugation [cf., (3.5)] is being employed here, namely that, under complex conjugation, upper and lower index positions are interchanged and also, the pairs 0,1 and 2, 3 are interchanged, i.e., ${ }^{17}$

$$
\begin{gathered}
t_{0}^{0}=\overline{t_{2}^{2}}, \quad \bar{t}_{1}^{0}=\overline{t_{2}^{3}}, \quad \bar{t}_{2}^{0}=\overline{t_{2}^{0}}, \quad z_{3}^{0}=\overline{t_{2}^{1}} \\
\bar{t}_{0}^{1}=\overline{t_{3}^{2}}, \cdots, \bar{t}_{2}^{3}=\overline{t_{1}^{0}}, \quad \bar{t}_{3}^{3}=\overline{t_{1}^{1}}
\end{gathered}
$$

Condition (7.4) states that the matrix $\left(t_{\beta}^{\alpha}\right)$ is pseudounitary in the sense that the form (6.1) is left invariant, that is, in matrix notation,

$$
\left(t_{\beta}^{\alpha}\right)^{*}\left(\begin{array}{llll}
0 & 0 & 1 & 0  \tag{7.5}\\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(t_{\delta}^{\gamma}\right)=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right),
$$

where the asterisk denotes Hermitian conjugate in the usual sense. ${ }^{29}$

Equation (7.4) ensures that the operation of complex conjugation, according to the rules just stated, is a twistor operation. That is, if $A_{\rho \cdots \gamma}^{\alpha \beta \cdots \delta}$ is a twistor of valence $\left[\begin{array}{r}r \\ 0\end{array}\right]$, then $\bar{A}_{\alpha \beta \cdots, \delta}^{\rho \ldots \ldots,}$ is a twistor of valence $\left[\begin{array}{l}8 \\ r\end{array}\right]$ (where, ${ }^{17}$ for example, $\bar{A}_{21 \cdots 3}^{3 \cdots 0}=\overline{A_{1 \cdots 2}^{03 \cdots 1}}$, etc.). Clearly, the operations of addition, outer multiplication, contraction (between upper and lower indices), and index permutation (not mixing upper with lower indices) are also twistor operations. [That is to say, they commute with (7.1).] We might also consider complexified twistor transformations (7.1)

[^154]for which (7.4) does not hold. These correspond to complex conformal transformations of $M^{*}$, not preserving $M$, and the relation between $A_{\rho}^{\alpha \ldots \omega_{r}^{\delta}}$ and $\bar{A}_{\alpha}^{\rho \ldots \%}$ would not be preserved. Such transformations will not be discussed here.

It will be appropriate to impose one final condition on the matrix $\left(t_{\beta}^{\alpha}\right)$, namely that it should be unimodular:

$$
\begin{equation*}
\left|t_{\beta}^{\alpha}\right|=1 \tag{7.6}
\end{equation*}
$$

This amounts to requiring that the Levi-Civita symbols $\epsilon_{\alpha \beta \gamma \delta}, \epsilon^{\alpha \beta \gamma \delta}$ [with fixed components +1 , $-1,0$ according as $(\alpha, \beta, \gamma, \delta)$ is an even permutation, an odd permutation, or no permutation of ( $0,1,2,3$ )] shall be twistors rather than just "twistor densities." In fact, this condition is necessary if a strict interpretation of twistors according to the scheme of Sec. $V$ is to be adhered to. The effect of (7.6) on the twistor algebra is only to enrich it slightly in that the operation of forming duals of skew-symmetric twistors is now allowable. Note also that

$$
\begin{equation*}
\epsilon_{\alpha \beta \gamma \delta}=\bar{\epsilon}_{\alpha \beta \gamma \delta}, \quad \epsilon^{\alpha \beta \gamma \delta}=\bar{\epsilon}^{\alpha \beta \gamma \delta}, \tag{7.7}
\end{equation*}
$$

since $(2,3,0,1)$ is an even permutation of $(0,1,2,3)$
The transformations of the form (7.1) are not the only allowable twistor transformations since, as we have seen, the operations $\mathcal{C}, \mathcal{P}, \mathfrak{J}, \mathcal{C} \mathcal{P}, \mathcal{C J}$, and PCJ, give conformal transformations of $M$ but they do not correspond to projective point transformations of $C$. On the other hand, $\mathcal{P}$ does have the form (7.1), with (7.2) and (7.6) holding, but where (7.4) is replaced by

$$
\begin{equation*}
T_{\beta}^{\alpha}=-t_{\beta}^{\alpha} ; \quad t_{\beta}^{\alpha} t_{\gamma}^{\beta}=-\delta_{\gamma}^{\alpha} \tag{7.8}
\end{equation*}
$$

Thus, for $甲 ⿹$, we have $\tilde{\bar{A}} \cdots=-\overline{\tilde{A}} \ldots$ if the total valence of $A . .$. is odd. (This, again, is assuming that we impose (7.2). Had we chosen $t_{\beta}^{\alpha} T_{\gamma}^{\beta}=-\delta_{\gamma}^{\alpha}$ instead, then $\tilde{\bar{A}} \cdots=\overline{\tilde{A}} \cdots$, but $L^{\alpha} \bar{R}_{\alpha}=-L^{\alpha} R_{\alpha}$, etc.) The operation $\mathfrak{e}$ is given by

$$
\begin{equation*}
A_{\rho \cdots \gamma}^{\alpha \beta \cdots \delta} \rightarrow \bar{A}_{\alpha \beta \cdots \delta,}^{\rho \cdots{ }_{\delta},} \tag{7.9}
\end{equation*}
$$

while ९eJ is a combination of (7.9) with a transformation of the form (7.1) satisfying (7.8). The operations $\mathcal{P}$ and 5 belong to a class of twistor transformations given by
$\tilde{A}_{\alpha \beta \cdots \gamma}^{\rho \cdots{ }_{\beta}}=(\mp 1)^{s} A_{\varphi}^{\kappa \lambda \cdots \gamma} u_{\alpha \kappa} u_{\beta \lambda} \cdots u_{\delta \gamma} u^{p \varphi} \cdots \bar{u}^{\gamma \psi}$,
where $\left(u_{\alpha \beta}\right)$ and the transpose of $\mp\left(\bar{u}^{\alpha \beta}\right)$ are unimodular inverse matrices:

$$
\begin{equation*}
u_{\beta \alpha} \bar{u}^{\beta \gamma}=\mp \delta_{\alpha}^{\gamma} ; \quad\left|u_{\alpha \beta}\right|=1 \tag{7.11}
\end{equation*}
$$

The minus sign applies when a reversal of space orientation is involved and the plus sign when it is the time orientation that is reversed. Equation (7.11) implies that the matrix ( $u_{\alpha B}$ ) is also pseudounitary in the sense of (7.4) and (7.5), or (7.8). These transformations give the projective correlations of $C$. The antiprojective point transformations of $C$ such as $\mathfrak{C P}$ and $\mathfrak{C J}$, are given by the combination of (7.10) with (7.9).

Let us now examine some twistor transformations in a little more detail. The translation given by

$$
\begin{equation*}
x^{i}=x^{i}+a^{i}, \quad \xi^{A}=\xi^{A} \tag{7.12}
\end{equation*}
$$

[using the notation of (3.1), (3.2)] results in

$$
\left(\tilde{X}^{\alpha}\right)=\left(\xi^{A}, \eta_{A^{\prime}}-i \xi^{B} a_{B A^{\prime}}\right),
$$

whence ${ }^{30}$

$$
\left(t_{\beta}^{\alpha}\right)=\left[\begin{array}{cc}
-\epsilon_{B}^{A} & 0  \tag{7.13}\\
-i a_{A^{\prime} B} & \epsilon_{A^{\prime}}{ }^{B^{\prime}}
\end{array}\right] .
$$

The Lorentz rotation given, with ( $b^{4}{ }_{B}$ ) unimodular, by

$$
\begin{equation*}
x^{J J^{\prime}}=x^{R K^{\prime}} b_{K}^{J} \bar{b}^{\prime}{ }_{K^{\prime}}, \quad \xi^{A}=\xi^{B} b_{B}^{A}, \tag{7.14}
\end{equation*}
$$

results in

$$
\left(\tilde{X}^{\alpha}\right)=\left(b^{A}{ }_{B} \xi^{B},-\bar{b}_{A} \cdot{ }^{B^{\prime}} \eta_{B}\right),
$$

whence

$$
\left(t_{\beta}^{\alpha}\right)=\left[\begin{array}{cc}
b^{A}{ }_{B} & 0  \tag{7.15}\\
0 & -\bar{b}_{A^{\prime}},{ }^{\prime}
\end{array}\right]
$$

Combining (7.14) with (7.12) and (7.15) with (7.13), we get the general restricted Poincare transformation

$$
\begin{equation*}
\mathfrak{x}^{J J^{\prime}}=x^{K K^{\prime}} b^{J}{ }_{K} \bar{b}^{J^{\prime}}{ }_{K^{\prime}}+a^{J J^{\prime}}, \quad \xi^{A}=\xi^{B} b_{B}^{A} \tag{7.16}
\end{equation*}
$$

[actually, "inhomogeneous $S L(2, C)$ transformation ${ }^{110}$ ] represented by

$$
\left(t_{\beta}^{\alpha}\right)=\left[\begin{array}{cc}
b_{B}^{A} & 0  \tag{7.17}\\
-i a_{C_{A}}, b_{B}{ }_{B} & -\bar{b}_{A}, B^{\prime}
\end{array}\right]
$$

so that matrices of the form (7.17) give a (twovalued) representation of the Poincare group.

The inversion

$$
\begin{equation*}
x^{i}=2 a^{2} x^{i}\left(x^{k} x_{k}\right)^{-1} \tag{7.18}
\end{equation*}
$$

$\left(a^{4}>0\right)$ is given if we put $\xi^{A^{\prime}}=a^{-1} \eta^{A^{\prime}}, \tilde{\eta}_{A}=-a \xi_{A}$, i.e.,
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\tilde{X}_{\alpha}=\left(-a \xi_{A}, a^{-1} \eta^{A^{\prime}}\right)
$$
since this agrees with (3.2) [and hence with (3.10)]. Thus, in this case
\[

\left(u_{\alpha \beta}\right)=\left[$$
\begin{array}{cc}
a \epsilon_{A B} & 0  \tag{7.19}\\
0 & a^{-i} \epsilon^{A^{\prime} B^{\prime}}
\end{array}
$$\right] .
\]

Here a reversal in time orientation ( $a^{2}>0$ ) or space orientation ( $a^{2}<0$ ) is involved, so we get (7.10) rather than (7.1). The space-time reflection

$$
\begin{equation*}
x^{i}=-x^{i}, \quad \xi^{A}=-\xi^{A} \tag{7.20}
\end{equation*}
$$

is given if

$$
\tilde{X}^{\alpha}=\left(-\xi^{A}, \eta_{A}\right)
$$

so that ${ }^{30}$

$$
\left(t_{\beta}^{\alpha}\right)=\left[\begin{array}{cc}
\epsilon_{B}^{A} & 0  \tag{7.21}\\
0 & \boldsymbol{\epsilon}_{A^{\prime}}{ }^{B^{\prime}}
\end{array}\right]
$$

For a space reflection or a time reflection, we must introduce a timelike vector $v^{i}$ at the origin. For convenience we normalize $v^{4}$ to have length $\sqrt{2}$, so that

$$
\begin{equation*}
x^{i}=\mp x^{i} \pm v^{i} v_{k} x^{k} ; \quad v_{k} v^{k}=2 . \tag{7.22}
\end{equation*}
$$

The upper sign refers to space reflection and the lower sign to time reflection. In spinor terms we have
$x^{J J^{\prime}}= \pm x^{K K^{\prime}} v_{K}^{J^{\prime}} v_{K^{\prime}}^{J} ; \quad \xi^{A^{\prime}}=\xi^{B} v_{B}^{A^{\prime}}, \quad \bar{\eta}_{A}= \pm \eta_{B} v_{A}^{B^{\prime}}$ with $v_{A}^{B^{\prime}} v_{B^{\prime}}^{C}=-\delta_{A}^{C}$. Thus,

$$
\tilde{X}_{\alpha}=\left( \pm v_{A}^{B^{\prime}} \eta_{B^{\prime}}, v_{B}^{A^{\prime}} \xi^{B}\right),
$$

so that

$$
\left(u_{\alpha \beta}\right)=\left[\begin{array}{cc}
0 & \pm v_{A}^{B^{\prime}}  \tag{7.23}\\
v^{A^{\prime}} & 0
\end{array}\right] .
$$

Note that $u_{\alpha \beta}$ is symmetric for a space reflection and skew-symmetric for a time reflection. Recall, also, that $u_{\alpha \beta}$ was skew-symmetric for the inversion (7.18) [cf., (7.19)]. The significance of this lies in the fact that there are two distinct kinds of projective correlation in $C$ which are involutory (i.e., whose squares are the identity), namely polarity with respect to a quadric (corresponding to $u_{\alpha \beta}$ symmetric) and null-polarity with respect to a linear complex ${ }^{26}$ ( $u_{\alpha \beta}$ skew-symmetric). The null-polarity is distinguished by the fact that any point in $C$ lies on the plane into which it is transformed, whence any null line in $M$ meets the null line into which it is transformed. Thus, in addition to the cases of time reflection or inversion just considered, $u_{\alpha \beta}$ is skew-
symmetric in the case of a space reflection in a plane (that is, in a timelike hyperplane). The linear complex involved is, in each case, the system of lines in $C$ which are left invariant by the correlation. Some of these lines lie in $N$ corresponding to the points of $M$ which are invariant under the transformation. These points constitute a hypersphere in $M$ which is spacelike [as in (7.18) with $a^{2}>0$, or (7.22) with the lower sign] if a time reversal is involved, or timelike [e.g., (7.18) with $a^{2}<0$ ] if it is a change of spatial orientation that is involved. (A hyperplane is to be regarded as a case of a hypersphere in M.) Transformations for which $u_{\alpha \beta}$ is symmetric include, in addition to the space reflection in the origin (or, more correctly, in a timelike line), a reflection in a spacelike line which is accompanied by a time reflection. In these cases, the points of $M$ left invariant by the transformation are represented by the generators which lie in $N$ of the quadric (equation: $X^{\alpha} X^{\beta} u_{\alpha \beta}=0$ ) defining the polarity in $C$. These invariant points in $M$ constitute either a timelike circle (a timelike straight line being one case) or a pair of spacelike circles (a spacelike straight line together with a "circle" at infinity being one case).

The involutory projective point transformations of $C$ are called harmonic perspectives. ${ }^{26}$ They fall into two main classes, depending on whether the invariant points of $C$ constitute two skew lines (when $t_{\alpha}^{\alpha}=0$ ) or a point and a plane ( $t_{\alpha}^{\alpha}= \pm 2, \pm 2 i$ ). The first class is further subdivided according as the two skew lines both lie in $N$, both cross $N$, or lie one in $C^{+}$and one in $C^{-}$. (No other cases are possible.) If the lines both lie on $N$, they correspond to two special invariant points of $M$. The spacelike 2 -sphere in $M$ of intersection of the null cones of these two special points consists also of invarient points. Examples of this type of transformation are the space-time reflection (7.20) in the origin $O$ (whence $O$ and $I$ are the special invariant points and the invariant 2 -sphere is at infinity) or a reflection in a plane together with a time reversal (in which case the plane is the invariant " 2 -sphere" and the special invariant points are both at infinity). If the two skew lines both cross $N$, we get a timelike 2-sphere of invariant points in $M$ (e.g., a timelike 2-plane, for the case of an ordinary reflection in a line). If neither skew line meets $N$, there are no invariant points in $M$ [e.g., the inversion (7.18) with $a^{2}>0$, followed by the time reflection of (7.22)]. The transformations of the second class are also interesting in that no points of $M$ are left invariant. The plane $R$ of invariant points of $C$ meets $N$ in a
set of points representing a Robinson congruence. The lines of the Robinson congruence are all invariant under the transformation but not pointwise invariant. Noninvolutory transformations with this property also exist. These are intimately related to twistors and their four-valuedness and so will be described briefly next.

Choose a right-handed twistor $R_{\alpha}$ normalized so that

$$
R_{\alpha} \bar{R}^{\alpha}=1
$$

Define

$$
\begin{equation*}
t\left(\theta_{\mid \beta}^{\alpha}=e^{i \theta}\left(\delta_{\beta}^{\alpha}-\bar{R}^{\alpha} R_{\beta}\right)+e^{-3 i \theta} \bar{R}^{\alpha} R_{\beta}\right. \tag{7.24}
\end{equation*}
$$

for each real $\theta$. Then $t(\theta)_{\beta}^{\alpha}$ satisfies (7.4) and (7.6), so it represents an allowable twistor transformation. Also

$$
t(\theta)_{\beta}^{\alpha} t(\varphi)_{\gamma}^{\beta}=t(\theta+\varphi)_{\gamma}^{\alpha}
$$

so that these transformations form a one-parameter subgroup of twistor transformations. We can represent any line $L$ of the Robinson congruence $R$, in $M$, by a twistor $L^{\alpha}$ satisfying $L^{\alpha} R_{\alpha}=0$ (and $L^{\alpha} \bar{L}_{\alpha}=0$ ). Thus,

$$
t(\theta){ }_{\beta}^{\alpha} L^{\beta}=e^{i \theta} L^{\alpha}
$$

whence each line of $R$ must be left invariant under the transformation. Furthermore, except for those values

$$
\theta=\frac{1}{2} n \pi \quad(n=\cdots,-2,-1,0,1,2, \cdots)
$$

for which $t(\theta)_{\beta}^{\alpha}$ is proportional to $\delta_{\beta}^{\alpha}$, there are no points of $M$ invariant under the transformation. (This follows because, in the $C$ picture, the lines which are left invariant are those which either pass through the point $\bar{R}$ or lie in the plane $R$. In neither case can these lines lie on $N$, since $\bar{R}$ is not on $N$ and $R$ does not touch $N$.)

Finally, observe that for $\theta=\frac{1}{2} \pi$ we have

$$
\begin{equation*}
t\left(\frac{\pi}{2}\right)_{\beta}^{\alpha}=i \delta_{\beta}^{\alpha} . \tag{7.25}
\end{equation*}
$$

This gives the identity transformation on $C$ and therefore also the identity transformation on $M$. But it multiplies every twistor of valence $\left[\begin{array}{l}1 \\ 0\end{array}\right]$ by $i$. Also (7.25) is continuous with the identity twistor transformation via (7.24) with $0 \leq \theta \leq \frac{1}{2} \pi$. Hence twistors are essentially four-valued under conformal transformations of $M$.

## VIII. THE KERR THEOREM

Consider the problem of finding all null solutions of Maxwell's equations (i.e., with $F_{i j} F^{i i}=0=$
$F_{i j} F_{k l} \epsilon^{i j k l}$ ) in free space. Robinson ${ }^{11}$ showed that the problem could be reduced to that of finding all the shear-free null geodetic congruences in the spacetime [cf., (5.8)], since associated with any null field was a congruence of this type, while conversely, given such a congruence, all the corresponding solutions of Maxwell's equations could then be defined in terms of arbitrary complex functions. The result applies to curved space-times as well as flat. We are concerned here only with space-times which are (conformally) flat. With this restriction, Robinson's result applies also to null zero rest-mass fields of arbitrary spin ( $>\frac{1}{2}$ ). (The result for spin 2 has a bearing on the construction of null solutions of Einstein's nonlinear field equations. ${ }^{31}$ )

The solution of the remainder of the problem for flat space-time, namely the construction of all the shear-free null congruences, is given by a remarkable theorem due to Kerr. ${ }^{32}$ The theorem takes the following very natural form when stated in twistor terms.

A congruence of null lines in $M$ is shear-free if and only if it is representable in $C$ as the intersection of $N$ with a complex analytic surface $S$ in $C$ (or as a limiting case of such an intersection).
"Complex analytic" means here analytic in the sense of the complex structure of $C$, where $S$ is a "surface" in the complex sense (i.e., it has four real dimensions). Thus, (8.1) tells us that the shear-free condition [cf., (5.8)] is, effectively, a Cauchy-Riemann type of relation in the $C$ picture. [The reason for the final parenthetic remark in (8.1) is to enable certain exceptional cases to be incorporated, for which the congruence does not form an analytic system even in the real sense. These exceptional cases appear to occur only when the rotation of the congruence also vanishes, cf., (5.7).]

Suppose, first, that a congruence of null lines in $M$ is defined by an equation

$$
\begin{equation*}
\varphi\left(X^{\alpha}\right) \equiv \varphi\left(\xi^{4}, \eta_{A^{\prime}}\right)=0, \tag{8.2}
\end{equation*}
$$

where $\varphi$ is analytic and homogeneous in the four complex variables $X^{\alpha}$ so that (8.2) defines a com-

[^156]plex analytic surface $S$ in $C$. We see that the congruence must be shear free. Putting $\eta_{A^{\prime}}=-i \xi^{4} x_{A^{\prime}}$, as in (3.2), Eq. (8.2) can be used to solve for $\xi^{A}$, up to proportionality, as a function of $x_{A A^{\prime}}$, i.e., to give the direction of the line $X$ as a function of a point on $X$ with position vector $x^{i}$. Euler's condition on $\varphi$, for it to be homogeneous (degree $n$ ), gives
$$
X^{\alpha} \frac{\partial \varphi}{\partial X^{\alpha}} \equiv \xi^{A} \frac{\partial \varphi}{\partial \xi^{A}}+\eta_{A^{\prime}} \frac{\partial \varphi}{\partial \eta_{A^{\prime}}}=n \varphi .
$$

Hence, by (3.2) and (8.2),

$$
\xi^{A}\left(\frac{\partial \varphi}{\partial \xi^{A}}-i x_{A A}, \frac{\partial \varphi}{\partial \eta_{A}}\right)=0
$$

whence

$$
\begin{equation*}
\frac{\partial \varphi}{\partial \xi^{A}}-i x_{A A^{\prime}} \frac{\partial \varphi}{\partial \eta_{A^{\prime}}}=\kappa \xi_{A} \tag{8.3}
\end{equation*}
$$

for some к. The derivative of (8.2) with respect to $x_{A A^{\prime}}$ [cf., (5.3)] must also vanish

$$
\begin{aligned}
0=\nabla^{B B^{\prime}} \varphi & =\frac{\partial \varphi}{\partial \xi^{A}} \nabla^{B B^{\prime}} \xi^{A}+\frac{\partial \varphi}{\partial \eta_{A^{\prime}}} \nabla^{B B^{\prime}} \eta_{A^{\prime}} \\
= & \frac{\partial \varphi}{\partial \xi^{A}} \nabla^{B B^{\prime} \xi^{A}} \\
& +\frac{\partial \varphi}{\partial \eta_{A^{\prime}}}\left(-i x_{A A^{\prime}} \nabla^{B B^{\prime}} \xi^{A}-i \xi^{A} \nabla^{B B^{\prime}} x_{A A^{\prime}}\right) \\
= & \kappa \xi_{A} \nabla^{B B^{\prime}} \xi^{A}-i \frac{\partial \varphi}{\partial \eta_{B^{\prime}}} \xi^{B},
\end{aligned}
$$

by (3.2) and (8.3). Assuming $\kappa \neq 0$, contraction with $\xi_{B}$ gives $\xi_{B} \xi_{A} \nabla^{B B^{\prime}} \xi^{A}=0$, i.e., the condition (5.8) for the null directions defined by $\xi^{A}$ to be tangent to shear-free null straight lines, as required. Finally, $\kappa$ cannot vanish if (8.2) represents a genuine condition $\xi^{A}$, since the left-hand side of (8.3) is simply the derivative, with respect to $\xi^{4}$, of $\varphi$ considered as a function of $\xi^{A}$ and $x_{A A}$,

The converse result that (8.2) represents essentially the most general shear-free congruence in $M$ is somewhat less straightforward because of the existence of exceptional cases. However, if we assume that the congruence is analytic in the real senseand any nonanalytic congruence (presumably necessarily rotation-free) can be approximated arbitrarily closely by analytic ones-then we can see from the form of (5.8) that the congruence is determined once the directions of the lines (i.e., of $\xi^{4}$ ) are known on any spacelike 2 -sphere $F$ in $M$. [If $\xi^{0} / \xi^{1}=\zeta$, then (5.8) becomes $\partial \zeta / \partial x^{00^{\prime}}=-\zeta \partial \zeta / \partial x^{10^{\prime}}, \partial \zeta / \partial x^{11^{\prime}}=$ $-\zeta^{-1} \partial \zeta / \partial x^{01^{\prime}}$. This defines the propagation of $\zeta$
off the 2-plane $x^{00^{\prime}}=x^{11^{\prime}}=0$. On this 2-planewhich from the point of view of $M$ is a 2 -sphere$\zeta$ can be given arbitrarily as a function of the complex variable $x^{01^{\prime}}$ and its complex conjugate $x^{10^{\prime}}$.] The 2-sphere $F$ is the intersection of two null cones (vertices $A, B$ ) in $M$ and is therefore represented, in the $C$ picture by the lines lying in $N$ which meet two skew lines $A, B$ in $N$. The complexification $F^{*}$ of $F$ is, in the $C$ picture, the system of all lines in $C$ meeting both $A$ and $B$. Now (in the $M$ picture), $F$ is a real environment ${ }^{10}$ for $F^{*}$, so that any complex analytic function on $F$ extends uniquely to a complex analytic function on $F^{*}$. The null directions of the congruence, defined at points of $F$, are represented in the $C$ picture as an $\infty^{2}$ system of points lying on the lines of the $F$ system (describing a real analytic surface). These extend uniquely to an $\infty^{4}$ system of points $S$ on the lines of the $F^{*}$ system (describing a complex analytic surface). The intersection of $S$ with $N$ then defines the given shear-free congruence as required (since the congruence defined by $S$ agrees with the given one on $F$ ).

The Kerr theorem provides a very convenient means of studying the structure of shear-free null congruences in $M$, in general. Only a few results are briefly indicated here. For example, the lines of a shear-free null congruence along which the rotation vanishes are represented in $C$ by the points where lines of $N$ touch $S$. We can also generally form the reciprocal ${ }^{26} \bar{S}$ of $S$ with respect to the Hermitian correlation defined by $N$ (i.e., the envelope of polar planes with respect to $N$ of points of $S$ ). Then $\bar{S}$ defines a shear-free null congruence in $M$ which is, in a sense, "reciprocal" to the original one. The congruences which are everywhere rotationfree are the ones which are self-reciprocal (although the individual lines of the congruence do not generally reciprocate to themselves). In this case, $S$ is a ruled surface ${ }^{28}$ in $C$, with $\infty^{1}$ of its generators lying in $N$. This $\infty^{1}$ system corresponds, in $M$, to a curve and the lines of the congruence are just the null lines meeting this curve. ${ }^{33}$ This curve in $M$ is null if the ruled surface in $C$ is developable.

Of special interest are the algebraic shear-free null congruences. ${ }^{34}$ In this case $S$ is algebraic variety ${ }^{26}$ and $\varphi$ can be given as a homogeneous polynomial

$$
\begin{equation*}
\varphi\left(X^{\alpha}\right) \equiv S_{a \beta \ldots \delta} X^{\alpha} X^{\beta} \cdots X^{\delta}=0 \tag{8.4}
\end{equation*}
$$

[^157]where $S_{\alpha \beta \ldots s}$ is symmetric, of valence $\left[\begin{array}{l}0\end{array}\right]$. In terms of $\xi^{A}$ and $\eta_{A^{\prime}}=-i \xi^{A} x_{A A^{\prime}}$, (8.4) becomes

$$
\begin{equation*}
\xi^{A} \xi^{B} \cdots \xi^{D} \Phi_{A B \cdots D}=0 \tag{8.5}
\end{equation*}
$$

where the spinor field $\Phi_{A B} \cdots_{D}$ is defined by

$$
\begin{align*}
& \Phi_{A B \cdots D}=\stackrel{0}{\sigma}(A B \cdots D)+\dot{\sigma}_{A^{\prime}(B \cdots D} x_{A)}^{A}+\cdots \\
&+\dot{\sigma}_{A^{\prime} B^{\prime} \cdots D^{\prime}} x_{(A}^{A^{\prime}} x_{B}^{B^{\prime}} \cdots x_{D)}^{D^{\prime}} \tag{8.6}
\end{align*}
$$

the $\stackrel{r}{\sigma} .$. 's being constants which are essentially the coefficients $S_{\alpha \beta \ldots \delta}$. (The round brackets denote'symmetrization.) The $\Phi_{A B \cdots D}$ is symmetric, satisfies the "field equation"

$$
\begin{equation*}
\nabla_{(E}^{\left.R^{\prime} \Phi_{A B} \cdots D\right)}=0 \tag{8.7}
\end{equation*}
$$

by virtue of (8.6) and has a "canonical decomposition" ${ }^{7}$

$$
\begin{equation*}
\Phi_{A B \cdots D}=\stackrel{1}{\xi_{(A} \stackrel{2}{k}_{B}} \cdots \stackrel{n}{\xi_{D)}} \tag{8.8}
\end{equation*}
$$

where each $\xi$ of (8.8) satisfies (8.5). Conversely, every solution of (8.7) has the form (8.6) and each resulting $\xi$ of (8.8) [or (8.5)] defines (one branch of) the corresponding algebraic shear-free null congruence. This generalizes the results of Sec. V (for which $n=1$ ) and gives us a representation of an arbitrary symmetric twistor of valence $\left[\begin{array}{l}\mathrm{a} \\ n\end{array}\right]$, in terms of a symmetric spinor field satisfying (8.7).

Robinson's construction of the general, null, zero rest-mass field from its associated shear-free congruence can also conveniently be represented in twistor terms: the field can be defined in terms of a complex function on $S$. However, such matters are not entered into here. The twister description of physical fields, generally, is left to a later paper.

## IX. GEOMETRICAL APPLICATIONS OF TWISTORS

Many interesting geometrical properties arise from the interplay between the geometric structure of $M^{*}$ and that of $C$. Some of these result simply from the fact that the former is the Klein representation of the latter and are, therefore, essentially classical results of algebraic geometry. ${ }^{26}$ Others, however, take into account the reality structure of $M$ and so have a more direct relevance to the structure of the physical world. The natural algebra of the $C$ pic-ture-namely twistor algebra-can be used to derive certain geometrical properties of $M$. A small selection is given here.

A linear space of dimension $r$ in $C$ can be represented by a (simple) skew-symmetric twistor of valence $\left[\begin{array}{c}r+1 \\ 0\end{array}\right]$ or by its dual of valence $\left[\begin{array}{c}0 \\ 3-r\end{array}\right],(r=$
$0,1,2$ ). The relation between general skew-symmetric twistors and their duals is

$$
\begin{gather*}
A_{\alpha \beta \gamma}=A^{\delta} \epsilon_{\alpha \beta \gamma \delta}, \quad B_{\alpha \beta}=\frac{1}{2} B^{\gamma \delta}{ }_{\epsilon_{\alpha \beta \gamma \delta}},  \tag{9.1}\\
C_{\alpha}=-\frac{1}{6} C^{\beta \gamma \delta} \epsilon_{\epsilon_{\alpha \beta \gamma \delta}},
\end{gather*}
$$

where conversely

$$
\begin{gather*}
A^{\alpha}=-\frac{1}{6} A_{\beta \gamma \delta \epsilon^{\alpha \beta \gamma \delta}}, \quad B^{\alpha \beta}=\frac{1}{2} B_{\gamma \delta \epsilon^{\alpha \beta \gamma \delta}},  \tag{9.2}\\
C^{\alpha \beta \gamma}=C_{\delta \epsilon^{\alpha \beta \gamma \delta}} .
\end{gather*}
$$

Because of (7.7) and the symmetry between (9.1) and (9.2), the operations of complex conjugation and of forming the dual commute. The meaning of, for example, $\bar{B}^{\alpha \beta}$, given $B^{\alpha \beta}$, is therefore unambiguous. We call ${B^{\alpha \beta}}^{\alpha}$ real if $B^{\alpha \beta}=\bar{B}^{\alpha \beta}$ (whence also $B_{\alpha \beta}=\bar{B}_{\alpha \beta}$ ).

A skew-symmetric twistor $P^{\alpha \beta}$ is simple if it is of the form

$$
\begin{equation*}
P^{\alpha \beta}=X^{\alpha} Y^{\beta}-Y^{\alpha} X^{\beta}, \tag{9.3}
\end{equation*}
$$

whence $P_{\alpha \beta}, \bar{P}^{\alpha \beta}, \bar{P}_{\alpha \beta}$ are all also simple. ( $C^{\alpha \beta \gamma}$ and $A_{\alpha \beta \gamma}$ are necessarily simple.) Equivalent alternative conditions for $P^{\alpha \beta}$ to be simple are

$$
\begin{equation*}
P^{\alpha \beta} P_{\alpha \gamma}=0 \quad \text { or } \quad P^{\alpha \beta} P_{\alpha \beta}=0 \tag{9.4}
\end{equation*}
$$

As given by (9.3), $P^{\alpha \beta}$ represents, in the $C$ picture, the line joining two points $X$ and $Y$. In the $M$ picture, $P^{\alpha \beta}$ represents a complex point $P$ (i.e., point of $M^{*}$ ). Thus, we can use simple skew-symmetric twistors $P^{\alpha \beta}$ for projective coordinates in $M^{*}$.

Now, the Hermitian correlation defined by $N$ effects the correspondence $P^{\alpha \beta} \leftrightarrow \bar{P}_{\alpha \beta}$. This is the complex conjugation operation in $M^{*}$ [cf., (7.9)] so, in terms of our coordinates $P^{\alpha \beta}$, complex conjugation in $M^{*}$ is defined by $P^{\alpha \beta} \leftrightarrow \bar{P}^{\prime \alpha \beta}$, the points of $M$ being given when $P^{\alpha \beta}$ is real (in the above sense). Corresponding to (6.5)-(6.10) we can also express, in terms of $P^{a \beta}$, the space-time nature of the imaginary part $q^{j}$ of the position vector of a complex point $P$ of $M^{*}$ :

$$
\begin{equation*}
P^{\alpha \beta} \bar{P}_{\alpha \beta} \gtreqless 0 \text { according as } q^{i} q_{i} \gtreqless 0, \tag{9.5}
\end{equation*}
$$

and if $q^{i} q_{i} \geq 0$, then for all $Z_{\alpha}$

$$
Z_{\alpha} \bar{Z}^{\beta} P^{\alpha \gamma} \bar{P}_{\beta \gamma}\left\{\begin{array}{lll}
\geq 0 & \text { if } \quad q^{i} \text { future-pointing, }  \tag{9.6}\\
\leq 0 & \text { if } \quad q^{i} \text { past-pointing. }
\end{array}\right.
$$

[The point of intersection of the plane $Z$ with the line $P$ in $C$ is represented by $Z_{\alpha} P^{\alpha \gamma}$ and, cf., (6.5), (6.6), (6.8), and (6.9).]

A complex point of $M^{*}$ can be realized in terms of a real structure in $M$ in various ways; for example, in
terms of the involutory transformation (see Sec. VII) which is represented in $C$ by the harmonic perspective whose axes are the lines $P$ and $\bar{P}$ in $C$ (assuming $P$ and $\bar{P}$ are skew, i.e., $P_{\alpha \beta} \bar{P}^{\alpha \beta} \neq 0$ ); or in terms of linear systems of Robinson congruences. However, if $q^{i}$ is spacelike, we have a more easily visualizable representation. ${ }^{35}$ In this case, the lines $P, \bar{P}$ in $C$ each meets $N$ in an $\infty^{1}$ system of points. In the $M$ picture, these become two $\infty^{1}$ systems of null lines. No two null lines belonging to the same system can intersect, but every null line of the $P$ system meets every null line of the $\tilde{P}$ system (since in the $C$ picture, all the points of the line $P$ are conjugate under the Hermitian correlation to all the points of the line $\bar{P}$.) We can refer to the $P$ system of lines in $M$ as a null regulus and the $\bar{P}$ system as its complementary null regulus. ${ }^{26}$ Any two nonintersecting null lines in $M$ belong to a unique null regulus; the null transversals of these two null lines generate the complementary null regulus. The null reguli in $M$ thus geometrically represent the points in $M^{*}$ whose position vectors have spacelike imaginary parts.

A real skew-symmetric twistor $B^{\alpha \beta}\left(=\bar{B}^{\alpha \beta}\right)$, which is not simple, also has a direct interpretation in $M$. We can, in fact, normalize $B^{\alpha \beta}$ so that

$$
\begin{equation*}
B^{\alpha \beta} B_{\alpha \gamma}= \pm \delta_{\gamma}^{\beta} . \tag{9.7}
\end{equation*}
$$

Then, if we put $B_{\alpha \beta}=u_{\alpha \beta}$ in (7.10) we get an involutory projective correlation, in $C$, of the type for which the invariant points in $M$ constitute a hypersphere (cf., Sec. VII). Thus, $B^{\alpha \beta}$ represents a hypersphere in $M$ which is spacelike or timelike according as the upper or lower sign occurs in (9.7). (In the limiting case when $B^{\alpha \beta}$ becomes simple, the hypersphere becomes a null cone with vertex $B$.)

We have seen that $A^{\alpha}$ represents a point $A$ in $C$ and that $\bar{A}_{\alpha}$ represents its "polar plane" with respect to $N$ (cf., Sec. VI). $A$ lies on $N$ if and only if $A^{\alpha} \bar{A}_{\alpha}=$ 0 , which is also the condition for $\bar{A}$ to touch $N$. In terms of the dual twistor $A_{\alpha \beta \gamma}$, this condition is

$$
\begin{equation*}
\bar{A}^{\alpha \beta \gamma} A_{\alpha \beta \gamma}=0 . \tag{9.8}
\end{equation*}
$$

Let $X^{\alpha}, Y^{\alpha}, Z^{\alpha}$ be three (nonzero) null twistors so
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Fig. 6. A geometrical theorem concerning null lines in $M$.
that, in the $M$ picture, $X, Y$, and $Z$ are three null lines. Put

$$
\begin{equation*}
\bar{A}^{\alpha \beta \gamma}=X^{\prime \alpha} Y^{\beta} Z^{\gamma 1} . \tag{9.9}
\end{equation*}
$$

(Square brackets denote skew-symmetrization.) In the $M$ picture, $A$ is generally a "complexified null line". But if (9.8) is satisfied, then $A$ is a real null line in $M$ which meets each of $X, Y$, and $Z$. $\left(\bar{A}_{\alpha} X^{\alpha}=\right.$ 0 follows from $\bar{A}^{[\alpha \beta \gamma} X^{\delta]}=0$, etc.) Thus, the condition for the three null lines $X, Y, Z$ to have a common null transversal is simply (9.9) substituted into (9.8), i.e.,

$$
\begin{equation*}
\{X Y\}\{Y Z\}\{Z X\}=1 \tag{9.10}
\end{equation*}
$$

where

$$
\{X Y\}=-\left(X^{\alpha} \bar{Y}_{\alpha}\right)\left(Y^{\beta} \bar{X}_{\beta}\right)^{-1}=\{Y X\}^{-1}
$$

etc. (since $X^{\alpha}, Y^{\alpha}$, and $Z^{\alpha}$ are null). We assume no two of $X, Y, Z$ meet so that (9.10) is well defined. If $X, Y$, and $Z$ have two common transversals, then (9.9) vanishes and $X, Y$, and $Z$ belong to a null regulus.

It is possible to derive a host of geometrical theorems concerning incidence of null lines in $M$, from the condition (9.10). For example, if four null lines in $M$, of which no two meet, are such that there is a null transversal to each of three different selections of triplets of the lines, then there is also a null transversal to the remaining triplet. (The configuration is that depicted in Fig. 6-except for the case when there is a single common transversal to all four lines.) Some theorems of this general type can be generated by means of a diagrammatic notation: a graph made up of triangles whose vertices represent null lines in $M$, can be used. The triangles represent triples of lines with a common null transversal. Now, if any one of these triangles represents a circuit in the graph linearly dependent on the circuits given by other triangles, then, because of the form of (9.10), we have a geometrical theorem. For the case

just considered (cf., Fig. 6), the graph would be that of a tetrahedron. ${ }^{36}$ Any other polyhedron of triangles would also give rise to a theorem on null lines.

Finally, let us consider the construction of a Robinson congruence $R$ containing three given null lines $U, V, W$ in general position in $M$. (In the $C$ picture, $R$ is the plane of the three points $U, V, W$.) We wish to construct the line of $R$ which passes through a general point $O$ in $M$. Now, a Robinson congruence is characterized by the fact that, if any two null lines $X, Y$ belong to the congruence, then so does every line of the null regulus containing $X$ and $Y$. (In the $C$ picture, the join of any two points in a plane also lies on the plane.) We have seen that the null regulus containing $X$ and $Y$ is simply the set of null transversals of any pair of null transversals of $X$ and $Y$. Thus, if we can find $X$ and $Y$ belonging, respectively, to the null regulus containing $U, V$ and to that containing $U, W$ such that the null regulus containing $X$ and $Y$ also contains a line $Z$ through $O$ (see Fig. 7), the construction is complete. What is required, in fact, is to show that there is a null line $Q$ through $O$ which meets a line (namely $X$ ) of the $U, V$ regulus and a distinct line (namely $Y$ ) of the $U, W$ regulus; i.e., the triplets $U, V, Q$ and $U, W, Q$ must each have a null transversal. In fact, there is, in general, a unique such line $Q$ through $O$. For, putting $Q^{\alpha}=S^{\alpha}+\zeta T^{\alpha}$, where $T$ and $S$ are null lines through $O$, with $T$ meeting $U$, and substituting in (9.10), we get two simultaneous linear equations in $\zeta$ and $\bar{\zeta}$. The condition for these equations to have a unique solution reduces to $\{U V\}\{V T\}\{T W\}\{W U\} \neq 1$ which, for general positions of $O$, is indeed satisfied. ${ }^{37}$

## X. THE METRIC TWISTOR

If we wish to use twistors to describe the Minkowski metric structure of $M$ (i.e., $M\{I\}$ ), rather than just its conformal structure, we may do this by introducing a metric twistor $I^{\alpha \beta}$ which represents the point $I$ of $M$, according to the scheme of Sec. IX. Thus, $I^{\alpha \beta}$ is simple, skew-symmetric, and real (in the sense of Sec. IX):

$$
\begin{gather*}
I^{\alpha \beta} I_{\alpha \gamma}=0  \tag{10.1}\\
I^{\alpha \beta}=\bar{I}^{\alpha \beta} \tag{10.2}
\end{gather*}
$$

[^159](with $I^{\alpha \beta}=-I^{\beta \alpha}$ ). The twistor transformations which leave $I^{\alpha \beta}$ invariant give the Poincaré group. (The transformations which leave $I^{\alpha \beta}$ invariant up to proportionality give the Poincaré group plus the dilatations. These would be just the conformal transformations of $M$ which leave the point $I$-and its null cone-invariant.)

We may also treat de Sitter space-time in a very similar way. In this case there is a hypersphere at infinity rather than a null cone at infinity. As we have seen in Sec. IX, this can be described by a real, skew-symmetric twistor which is not simple, i.e., we just drop condition (10.1). Other conformally flat space-times can also be treated. For example, if we retain (10.1) but drop (10.2) [and replace (10.3) by its modulus], we can describe the Einstein static universe. The matter is not pursued further here, however.

We can generate Poincaré covariant operations simply by employing twistor algebra and admitting, as basic elements of the algebra (in addition to $\left.\epsilon_{\alpha \beta \rho \sigma}, \epsilon^{\alpha \beta \rho \sigma}, \delta_{\beta}^{\alpha}\right)$, the twistors $I^{\alpha \beta}, I_{\alpha \beta}$, satisfying (10.1), (10.2). We can represent points $P$, of $M^{*}\{I\}$ by simple skew-symmetric twistors $P^{\alpha \beta}$ normalized, for convenience, so that

$$
\begin{equation*}
P^{\alpha \beta} I_{\alpha \beta}=2 \tag{10.3}
\end{equation*}
$$

( $P \in M\{I\}$ if $P^{\alpha \beta}=\bar{P}^{\alpha \beta}$.) Then the correspondence between $P$ and $P^{\alpha \beta}$ is unique. ${ }^{38}$ If $Q^{\alpha \beta}$ and $R^{\alpha \beta}$ similarly represent points of $M^{*}\{I\}$, then an example of a Poincaré covariant operation is

$$
\begin{align*}
& a P^{\alpha \beta}+b Q^{\alpha \beta}+c R^{\alpha \beta} \\
& \quad-\frac{1}{2}\left\{b c Q^{\gamma \delta} R_{\gamma \delta}+c a R^{\gamma \delta} P_{\gamma \delta}+a b P^{\gamma \delta} Q_{\gamma \delta}\right\} I^{\alpha \beta} . \tag{10.4}
\end{align*}
$$

The significance of this particular expression is that if

$$
\begin{equation*}
a+b+c=1 \tag{10.5}
\end{equation*}
$$

then (10.4) represents the point in $M^{*}\{I\}$ whose position vector is $a p^{i}+b q^{i}+c r^{i}$, where $p^{i}, q^{i}, r^{i}$ are the respective position vectors of $P, Q, R$. [This vector operation is clearly Poincaré covariant if (10.5) holds and represents a weighted mean.] Expression (10.4) generalizes to any number of points in an obvious way. Other less involved expressions than (10.4) can, of course, also be given and define Poincaré covariant operations in $M\{I\}$. For example, $P^{\alpha \beta}+a I^{\alpha \beta}$ and $P^{\alpha \beta}-Q^{\alpha \beta}$ represent, respectively, a hypersphere center $P$ and the hyperplane bisecting

[^160]$P Q$ orthogonally. (These twistors are not simple, so they represent "hyperspheres" rather than points.) We can check the coefficients in (10.4) using
\[

$$
\begin{equation*}
P^{\alpha \beta} Q_{\alpha \beta}=-\left(p_{i}-q_{i}\right)\left(p^{i}-q^{i}\right), \tag{10.6}
\end{equation*}
$$

\]

which is a familiar Poincaré invariant expression.
The derivation of expressions such as (10.6) is facilitated if we specialize our twistor structure still further by the introduction of an origin twistor $O^{\alpha \beta}$ which represents a particular point $O$ (the "origin") in $M$. Here, $O^{\alpha \beta}$ is to be simple, skewsymmetric, real and normalized as in (10.3)
$0^{\alpha \beta} O_{\alpha \gamma}=0, \quad \bar{O}^{\alpha \beta}=0^{\alpha \beta}, \quad O^{\alpha \beta} I_{\alpha \beta}=2$.

By putting $Q^{\alpha \beta}=O^{\alpha \beta}$ in (10.4) and (10.6), we obtain the twistor expressions for the Lorentz covariant vector operations of linear combination and squared magnitude.

Since the transformation group leaving both $I^{\alpha \beta}$ and $O^{\alpha \beta}$ invariant is the Lorentz group, we can expect to be able to express spinors, referred to the origin $O$, in terms of twistors. In effect, we carry out the construction given in Secs. II and III for twistors in terms of spinors, but in reverse. This gives us a correspondence between spinor indices and "reduced" twistor indices for which

$$
\begin{array}{ll}
O^{\alpha \beta} \leftrightarrow \epsilon^{A B}, & I_{\alpha \beta} \leftrightarrow \epsilon_{A B},  \tag{10.8}\\
O_{\alpha \beta} \leftrightarrow \epsilon^{A^{\prime} B^{\prime}}, & I^{\alpha \beta} \leftrightarrow \epsilon_{A^{\prime} B^{\prime}} .
\end{array}
$$

The orthogonal idempotents which reduce the twistor space-to a direct sum of two spinor spaces (one unprimed and one primed)-are

$$
\begin{align*}
& J_{\beta}^{\alpha}=O^{\alpha \gamma} I_{\beta \gamma} \leftrightarrow \delta_{B}^{A}=\epsilon^{A G} \epsilon_{B G},  \tag{10.9}\\
& \bar{J}_{\beta}^{\alpha}=O_{\beta \gamma} I^{\alpha \gamma} \leftrightarrow \delta_{A^{\prime}}^{B}=\epsilon^{B^{\prime} G^{\prime}} \epsilon_{A^{\prime}, \sigma^{\prime}} .
\end{align*}
$$

We have [from (10.1), (10.2), (10.7), etc.]

$$
\begin{array}{r}
J_{\beta}^{\alpha} J_{\gamma}^{\beta}=J_{\gamma}^{\alpha}, \quad J_{\beta}^{\alpha} \bar{J}_{\gamma}^{\beta}=0=\bar{J}_{\beta}^{\alpha} J_{\gamma}^{\beta},  \tag{10.10}\\
\bar{J}_{\beta}^{\alpha} \bar{J}_{\gamma}^{\beta}=\bar{J}_{\gamma}^{\alpha}, \quad J_{\beta}^{\alpha}+\bar{J}_{\beta}^{\alpha}=\delta_{\gamma}^{\alpha} .
\end{array}
$$

A general twistor $P_{\rho}^{\alpha \beta \cdots \delta}$, of valence [ ${ }^{r}$ ] corresponds to a set of $2^{r+s}$ spinors. To obtain such a spinor, each index of $P_{\rho}^{\alpha \beta \cdots{ }_{c}}$ is transvected with either a $J_{\beta}^{\alpha}$ or a $\breve{J}_{\beta}^{\alpha}$. The resulting twistor then represents a spinor with an unprimed index corresponding to each free $J_{\beta}^{\alpha}$ index and a primed index, in the reverse position, corresponding to each free $\bar{J}_{\beta}^{\alpha}$ index. For example,

$$
P^{\kappa \lambda \mu}{ }_{\varphi \chi} J_{\kappa}^{\alpha} \bar{J}_{\lambda}^{\beta} J_{\mu}^{\gamma} \bar{J}_{\rho}^{\varphi} J_{\sigma}^{\chi} \leftrightarrow \Pi_{B_{B}}^{A}{ }^{G R^{\prime}}{ }_{S} .
$$

With the different possibilities for $J_{\beta}^{\alpha}$ and $\bar{J}_{\beta}^{\alpha}$, these give $2^{r+a}$ different spinors, which [by (10.10)] together determine $P_{\rho}^{\alpha \beta \cdots \omega_{r}}$. Any spinor operation can thus be mirrored in twistor terms, using $J_{\beta}^{\alpha}$ and $\bar{J}_{\beta}^{\alpha}$. The correspondences of (10.8) and (10.9) are consistent with this.

The basic relations (2.13) and (3.1) are expressed as

$$
\begin{array}{ll}
X^{\beta} J_{\beta}^{\alpha} \leftrightarrow \xi^{A}, & X^{\beta} \bar{J}_{\beta}^{\alpha} \leftrightarrow \eta_{A^{\prime}}, \\
L^{\beta} J_{\beta}^{\alpha} \leftrightarrow \lambda^{A}, & L^{\beta} \bar{J}_{\beta}^{\alpha} \leftrightarrow \mu_{A^{\prime}} .
\end{array}
$$

If we put

$$
\nu P^{\alpha \beta}=X^{\alpha} L^{\beta}-L^{\alpha} X^{\beta}
$$

[cf., (9.3)] with $\nu$ chosen so that (10.3) holds, we get $\nu=\xi_{A} \lambda^{A}$. Then,

$$
\left.\begin{array}{l}
P^{\rho \sigma} J_{\rho}^{\alpha} J_{\sigma}^{\beta} \leftrightarrow \epsilon^{A B}, \\
P^{\rho \sigma} J_{\rho}^{\alpha} \bar{J}_{\sigma}^{\beta} \leftrightarrow-i p_{B^{\prime}}^{A}, \\
P^{\rho \sigma} \bar{J}_{\rho}^{\alpha} \bar{J}_{\sigma}^{\beta} \leftrightarrow-\frac{1}{2} p_{i} p^{j} \epsilon_{A^{\prime} B^{\prime}},
\end{array}\right\}
$$

where $p_{A B}$, is given as in (3.10). In the $C$ picture $P$ is the line joining two points $X$ and $L$; in $M^{*}, P$ is the (complex) point of intersection of two ("complexified") null lines. Thus, according to (3.10), $p^{i}$ represents the position vector, with respect to $O$, of the point $P$ in $M^{*}$. We can express (10.11) in matrix form as

$$
\left(P^{\alpha \beta}\right)=\left[\begin{array}{cc}
\epsilon^{A B} & -i p_{B^{\prime}}^{\prime} \\
i p_{A^{\prime}}{ }^{B} & -\frac{1}{2} p_{i} p^{i} \epsilon_{A^{\prime} B^{\prime}}
\end{array}\right]
$$

Expressions such as (10.6) and (10.4) then follow at once.
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